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Summary 
The next generation of DOE large-scale science facilities, projects, 

and programs, such as terascale computing facilities, the Spallation Neutron 
Source, Atlas, and BaBar projects, the terascale supernova initiative, 
nanoscale materials research, bio-geochemical climate simulations, and 
genomics, all have requirements that will drive extreme networking. In 
particular, it is extremely important for the network bandwidths to “match” 
the data generation speeds of DOE terascale computing facilities, which are 
expected to exceed 100 Teraflops within the next few years.  While some of 
these projects and programs will merely require petabyte data transfers, 
others will require distributed collaborative visualization, remote 
computational steering, and remote instrument control.  These latter 
requirements place very different, possibly conflicting or mutually exclusive, 
but very stringent demands on the network. 

The obvious approach is to take advantage of current optical 
networking technologies to build a network in which lambdas can be 
dynamically switched into service as needed.  These lambdas will provide 
dedicated channels for services that must be segregated or provide parallel 
channels for additional raw bandwidth when needed.  The challenge is that 
such a network has never been built, and the logistical details of the dynamic 
provisioning, the creation of a network environment in which applications 
can call for service as needed, and the actual deployment of the sorts of high-
performance protocols to be used, all need to be developed.  

We propose to build a testbed to prototype and test advanced network 
technologies and services that harness the abundant bandwidth in optical 
backbone networks to support network-intensive science applications. The 
testbed will explore radically new transport protocols and dynamic 
provisioning methods based on the Generalized Multi-Protocol Lambda 
Switching technology to extend optical channels directly to science 
applications. Dynamic provisioning allows quite different network 
characteristics to be selected and optimized as needed.  Dedicated bandwidth 
and/or segregated transport will be provided on-demand to applications 
while simultaneously supporting traditional functions. Our testbed provides 
dynamic combinations of multiple dedicated and production links, switched 
out of a backbone of multiple OC192 links.  It will support the research and 
development of various networking components, optimizing them for high-
performance under real operational conditions with prototypical 
applications. The technologies and expertise developed using the testbed will 
be incrementally transitioned and integrated, as they mature, into the 
applications running on production networks. Our target network-intensive 
tasks include high throughput data transfers, interactive visualizations, 
remote steering, control, and coordination over wide-area networks. 
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1.  DOE Large-Scale Science Networking Requirements 

The next generation supercomputers proposed for the DOE terascale computing facilities to 
support large-scale science computations promise speeds approaching 120 teraflops within the next 
few years (Cray’s Black Widow by 2005) and offer the expectation of petaflop speeds shortly 
thereafter. They hold an enormous promise for meeting the demands of a number of large-scale 
scientific computations from fields as diverse as earth science, climate modeling, astrophysics, fusion 
energy science, molecular dynamics, nanoscale materials science, and genomics. These computations 
are expected to generate hundreds of petabytes of data at the DOE terascale computing facilities.  This 
data must be transferred, visualized and mined by geographically distributed teams of scientists. It is 
extremely important for the network bandwidths to “match” these data generation speeds to make 
cost-effective use of the terascale computing facilities. At the same time, DOE currently operates or is 
preparing to operate several extremely valuable experimental facilities. These include BaBar at 
Stanford Linear Accelerator Center (SLAC), Atlas at the Relativistic Heavy Ion Collider (RHIC), and the 
Spallation Neutron Source (SNS). These experimental facilities will also generate petabyte data 
streams.  The data transfer needs of the high energy community in particular have been documented in 
the TAN Report [RPT-1].  As the report shows, the ability to remotely perform experiments and then 
transfer the resulting large data sets so significantly enhances the productivity of the scientists working 
with these facilities that distributed analysis has been designed into their program plans from the very 
beginning.  As was documented at the DOE High-Performance Networking Planning Workshop that 
[DOE-A02] data files to be generated by climate modelers (CCSM2) and the genomics program 
(particularly the Joint Genome Institute (JGI) at Walnut Creek) will soon overwhelm current networks.  
 
 

 
Figure 1.  Expected data flow from LHC 
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The transfer of large data sets is not the only requirement of this next generation of computing 

and experimental facilities.  Other requirements involve distributed collaborative visualization, remote 
computational steering, and remote instrument control.  These requirements place different, possibly 
mutually exclusive, demands on the network.  For example, the collaborative visualization of dynamic 
objects doesn't always need extraordinary amounts of bandwidth, and often 30-50 Mbps into a site is 
adequate (because it is an n-squared problem, it does place extraordinary demands on the backbone, 
but that is a different issue.)  However, as we will show, it also requires a stable "low-inertia" message 
transport, which is incompatible with TCP-based networks.  Thus the predicted data volumes for the 
next generation of DOE projects, together with the control requirements will demand quantum leaps in 
the functionality of current network infrastructures as well as networking technologies. In particular, 
the requirements of interactive visualization and remote instrument control add a whole new 
dimension to the required network capabilities, particularly so if they have to co-exist with high 
throughput transfers. There is no User-to-Network Interface (UNI) mechanism for even specifying the 
requirements on jitter, latency, or agility necessary for supporting remote instrument control, remote 
collaborative visualization, or remote computational steering.  This is unfortunate because it is exactly 
these new capabilities that will be crucial to the next generation of high-impact large-scale science 
projects.  The network metrics associated with these requirements are not well known, although 
estimates can be inferred. To close a human response-time feedback loop, the time constant for 
damping the control loop should be roughly 300ms or less.  But, as is well known, TCP networks 
frequently deliver packets that are late by many, sometimes tens of seconds.  The jitter due to late 
packets can and will destabilize a 300ms control loop.  Similarly, to support a shared distributed 
visualization, the network has to have low inertia.  The data stream has to "turn on a dime" in order to 
respond to the interrupt generated by a remote mouse movement.  TCP's almost linear congestion 
response, which can take many seconds to reach full speed after an interruption, simply won't work. 
 

SCIENCE 
AREAS 

TODAY 
END2END 

THROUGHPUT 

5 YEARS 
END2END 

THROUGHPUT 

5-10 YEARS 
END2END 

THROUGHPUT 

REMARKS:  
BASIC RESEARCH, TESTING 

AND DEPLOYMENT 
High Energy 

Physics 
0.5 Gbps 
E2E 

100 Gbps E2e 1 Tbps high throughput 

Climate Data & 
Computations 

 0.5 Gbps 
E2E 

160-200 Gbps Tbps  high throughput 

SNS 
NanoScience 

 does not 
exist 

1Gbps  
steady state 

Tbps & control 
channels 

remote control & high 
throughput 

Fusion Energy 500MB/min 
(Burst) 

500MB/20sec 
(burst) 

Tbps  time critical transport 

Astrophysics 1TB/week N*N multicast 1TB+ & stable 
streams 

computational steering 
& collaborations 

Genomics Data & 
Computations 

1TB/day 100s users Tbps & control 
channels 

high throughput & 
steering 

 
Table 1. Network requirements of DOE large-scale science applications. 

 
High-performance networking capabilities add a whole new dimension to all DOE high-

performance computing and experimental user facilities.  They eliminate the “single location, single 
time zone" bottlenecks that otherwise plague these valuable resources. More generally, advances in 
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high-performance networks hold an unprecedented potential for expanding the impact of a number of 
DOE large-scale science computations and experiments, conducted in a wide spectrum of disciplines. 
Such networking needs have been identified in DOE workshops and a series of Access Grid meetings 
[DOE-A02, A03]. Some specific numbers and examples from several disciplines are shown in Table 1 
(see appendix for details in two specific areas), but in short, it is expected that speeds of 100 Gbps or 
more will be required within next five years and Tbps within the decade. 

In summary, the challenge is that by 2005 DOE projects will require:  1, network throughput 
on the order of 160-200 Gbps for transferring high-priority petabyte data files on 24 hour time scales; 
2, networks which support TCP-hostile protocols (low-jitter, for remote control, low-inertia for 
visualization, and high-throughput for petabyte file transfer); 3, roughly 40 Gbps of backbone 
production capacity for supporting high-impact science programs. 

Dynamically provisioning of 3-4 link-layer OC768 circuits that parallel the production 
backbone can provide these capabilities.  For example, a “clear channel” link dedicated to a UDP-
based control protocol can deliver the needed capabilities, while at the same time allowing normal 
production traffic to proceed uninterrupted.  The problem is that to deliver on the promise of switched 
link-layer circuits, the logistics of brokering, switching, and delivering bandwidth to users, services 
and file systems has to be developed and tested prior to deployment.  This proposal describes the 
UltraNet which constitutes an initial implementation of a testbed network that will support these 
research, development, and testing activities. 
 
 
 

 
Figure 2. ESnet current backbone map and architecture 

 
2.    Current State of Networking  

The newer challenges of DOE large-scale science applications require capabilities that far 
transcend its production network capabilities. Consequently, the next generation network demands are 
simply beyond the capabilities of ESnet (shown in Figure 2) both in terms of the required large 
bandwidths and the sophistication of the capabilities. First, there is no provision in ESnet for testing 
Gbps dedicated cross-country connections with dynamic switching capability. Second, during the 
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technology development process, it is quite possible for various components of the network to be 
unavailable for production operations; such situations cause undue disruptions for normal ESnet 
activities. Therefore, as the recent series of DOE Roadmap workshops has indicated, the future of 
DOE networking lies in creating high-impact and research networks. This proposal can be viewed as 
the foundational step towards building such a research network envisioned in this roadmap. 

 

 
 
 

Figure 3. Performance gap between application throughput and optical network speeds 
 

The field of ultra high-speed networking is currently at a critical crossroads with no clear 
evolutionary path to eliminate the ever-widening performance gap between link speeds and 
application throughputs indicated in Figure 3. On one hand, optical technologies promise lambda-
switched links at Tbps rates but offer no corresponding provisioning and transport technologies to 
deliver this performance to applications. On the other hand, legacy protocols, including the most 
widely deployed transport protocols, namely Transmission Control Protocol (TCP), and other network 
components (that are optimized for low network speeds) cannot easily scale to the unprecedented 
optical link bandwidths.  A comprehensive solution to achieving the end-to-end Tbps application 
throughputs must address the following end-to-end issues: 

a. Backbone Networks  - Today’s core network is a static configuration of  several layers of 
transport network technologies involving IP, ATM, MPLS, SONET, and DWDM technologies 
shown in Figure 4. Each layer of technology adds a degree of complexity to the overall 
backbone network, often limiting the capability that can be pushed to the applications. 
UltraNet will explore innovative scalable architectural options that use a minimum number of 
layers, primarily options (d) and (e) in Figure 4, that make wavelengths available directly to 
the applications. 
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Figure 4. Structure of network layers. 
 

b. Transport Protocols - .  TCP was designed and optimized for low-speed data transfers over 
congested IP-based networks. It has many appealing features, such as its ability to deal with 
congestion and attain certain levels of fairness. These features have contributed to its longevity 
in different networking environments including wireless, satellite, and optical networks.  
However, its effectiveness in ultra high-speed networks based on the emerging all-optical 
networks is being seriously questioned, especially in the transfer of petabytes data over inter-
continental distances. Today’s IP networks expect that TCP will provide reliable transport 
mechanism for higher layer services. Exploring radical enhancements to TCP or more general 
alternatives to it, did not result in the major (for example 1000x) performance improvements 
needed to harness the abundant bandwidth in the optical core network. UltraNet will provide a 
rich environment to explore high-performance transport protocols that will achieve 
throughputs of the order of available capacity in the optical core networks.  

 
c. Traffic Engineering – In IP best-effort networks, it is very challenging to deal with the 

congestion in an effective and fair manner. This problem is further exacerbated by IP routing 
which has convergence problems in large networks. Attempts to address these issues have 
generated a wide range of network technologies, notably Quality of Service (QoS) and 
recently Multi-Protocol Label Switching (MPLS). The corresponding IP traffic engineering 
methods can potentially steer traffic away from the congested parts of the network. MPLS has 
recently been extended to IP-based DWDM networks to take advantage of the optical 
bandwidths to address congestion problem in the IP layer. Unfortunately, the required 
advanced traffic engineering methods have not been widely deployed in operational networks 
because they involve complex inter-domain signaling and costing. UltraNet will provide an 
excellent environment to prototype the needed practical traffic engineering methods within the 
context of DOE networking environments.  

 
d. Host Systems – The components of an end system, such as the transport protocol stack, 

Network Interface Cards (NICs), operating System, I/O sub systems, and science application 
modules, all affect the end-to-end network performance. They have many design and 
architectural aspects that significantly limit the abundant optical capacity from reaching the 
science applications. Typically, these end system components have been designed and 
optimized for low speed Internet applications and do not easily scale to accommodate the ultra 
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high-speed links. UltraNet will offer a rich research environment to design and prototype 
alternatives that can eliminate the host bottlenecks. 

 
e. Deployable QoS– Differentiated services in packet networks constitute an area that has 

received significant attention in the research communities during the last decade. Yet today, it 
is still unavailable in most production networks, including ESnet. Many science applications 
with real-time constraints will depend on this critical technology or effective alternatives to it. 
Differentiated traffic at the packet level is a difficult capability to achieve, especially at ultra 
high-speeds. There are also several organizational and economic factors that have prevented 
the large-scale deployment of such technologies. UltraNet will develop alternative solutions to 
the QoS problem by developing both coarse-grain and fine-grain QoS mechanisms using a 
combination of dynamic provisioning and GMPLS to provide differentiated services at the 
wavelength and sub-wavelength levels, respectively. 

 
This proposal constitutes the foundation of a comprehensive effort to develop the infrastructure and 
networking technologies required to support the needs of DOE large-scale science applications. There 
have been two major shortcomings in the previous efforts to develop high-performance network 
capabilities.  

• First, there have been no testbeds that provide adequate operating conditions in terms of 
bandwidths, distances and traffic levels. Historically, methods based on simulations and small- 
scale testbeds often resulted in technologies which fell short of the needs.  

• Second, the adoption of research tools by the users has been highly limited due to the lack of a 
natural transition path. Tools developed by network researchers often require a significant 
amount of integration before they can be used by non-experts, which often results in under 
deployment in the field. 

 
This proposal addresses both these issues by providing a high-performance development and 

testing environment as well as a smooth transition path for the technologies from research stages all 
the way to applications running on production networks. 
 
 
3. Office of Science Networking Roadmap 

In anticipation of major scientific computations and experiments requiring unprecedented 
network capabilities (beyond the projected capabilities of ESnet), the Office of Science conducted a 
series of workshops to identify the needs and plans for the next generation wide-area networks to 
meet the demands of DOE large-scale science applications. The DOE planning workshop [DOE-A02] 
of August 2002 identified a number of science areas with high-performance networking needs. The 
follow-up workshop of April 2003 [DOE-A03] focused on the specific areas of network provisioning 
and transport to address the DOE large-scale science networking needs. In the DOE Science Network 
Workshop [DOE-AJ03.1], a roadmap to 2008 has been laid out to enhance the current production 
infrastructure to meet these next generation demands both in terms of production, high-impact and 
research networks. Again, at DOE Science Computing Conference [DOE-J03.2] the highly 
demanding nature of the high-performance networking needs for large-scale science applications has 
been asserted. A recurring theme among the conclusions of these workshops has been the need for a 
wide-area network testbed with adequate capabilities and support environments.  

This proposal is a concrete step towards the development of the testbed that was deemed 
essential to meeting the challenges of these large-scale science applications. A roadmap of network 
infrastructure has been formulated as a result of extensive discussions at these workshops, which 
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consists of three networks, namely the production network, a high-impact science network and a 
research network as shown in Figure 5. The production network provides the traditional network 
services that are akin to the Internet. The high-impact science network provides the infrastructure for 
applications requiring high bandwidth, low latency and jitter. The research network enables the 
development of the required network technologies on wide-area networks running actual applications. 
The main idea is to provide natural transition paths for network technologies from the development 
stages to testing then to production networks. The UltraNet proposed in this proposal has been 
designed as a foundation to meet the requirements of the research network identified by the Office of 
Science networking roadmap. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5.  Defining features of production network, high-impact network, and research UltraNet 
 

These DOE workshops and the subsequent plans have been cognizant of and are 
complementary to related efforts from other federal agencies. Analogous activities but typically with a 
different focus have been taking place within the National Science Foundation (NSF) over the past 
few years. The 2001 workshop [NSF-01] on e-Science grand challenges identified the cyber-
infrastructure requirements, which included networking technologies, to address the nation’s science 
and engineering needs. The scope of this workshop was broader than this proposal both in terms of 
class of applications as well as infrastructure areas. The two workshops on testbeds [NSF-02.2] and 
infostructure [NSF-02.3] specifically dealt with developing networks with capabilities beyond the 
current ones. Both these workshops focused on technical issues that are broad but not specific enough 
to encompass DOE large-scale science needs. Several of the high-performance network capabilities 
could be enabled by optical networking technologies, and the NSF workshop [NSF-02.1] on this topic 
is narrower in terms of the technologies considered but is broader in terms of the network capabilities. 
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4.  The Proposed Science UltraNet  

The networking research areas to be investigated for DOE large-scale science projects are 
quite specific but wide-ranging, from TCP and non-TCP transport methods capable of sustained 
throughput at 40Gbps over long-haul networks to cyber security methods capable of operating at 
extremely high speeds using dedicated paths. Due to the extreme networking requirements, the 
research and development of the needed capabilities are beyond the scope of existing testbeds, 
analytical methods and simulation tools. Indeed, several of the required advanced capabilities can 
only be adequately developed on powerful research networks. The main challenge in building the 
testbed is to provide realistic test conditions together with robust and stable infrastructure support, 
which includes long-haul high bandwidth circuits with flexible provisioning and development 
environments. We note, however, that not all general network research areas absolutely require 
UltraNet, for example, the development of a new science of network transport based on non-linear 
stochastic systems. On the other hand, not every UltraNet activity is a basic network R&D activity, 
for example, interfacing a latest-release application software with transport middleware. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 6:  Operational Space of UltraNet in the context of other MICS activities 
 
One of the major objectives of the UltraNet is to develop and test on-demand dynamic 

provisioning network technologies. Since the Office of Science research environment consists of 
applications with different network requirements, a single network infrastructure that meets different 
and sometime conflicting network requirements is a challenging task.  We address this problem with a 
single agile network infrastructure that can be dynamically reconfigured to different network 
capabilities to match various large-scale science applications. As a consequence, UltraNet will be 
configured to operate in two basic operating modes, namely packet and circuit switching, as well as 
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their hybrid combination modes. In each mode, the technologies for wavelength scheduling, sharing, 
and reservation will be developed. 

The proposed UltraNet is an integrated network testbed that can deliver production and 
advanced networking services to high-impact science applications, and experimental network services 
to support network research and development activities. The research network will be used to design, 
implement, and test advanced capabilities, and therefore, will need adequate hardware and software 
components, as well as a flexible development environment in order to ensure their smooth transitions 
to production networks. Relevant research topics include reliable transport protocols for high 
sustainable throughput, OS bypass mechanisms to eliminate memory bottlenecks, cyber security 
operations at 40Gbps or higher rates, guaranteed services to deliver real time capabilities, and end-to-
end monitoring and diagnosis to optimize the usage of network-wide resources. Figure 6 illustrates 
the relationship of UltraNet to the production network, the network research program, and the fact 
that it will be a vehicle for transferring technology from the research programs to applications running 
on the production network. 

 

 
 

Figure 7. Testbed progression from 10 Gbps to 40 Gbps . 
 
4.1.  Phases of Deployment 

UltraNet will be deployed in three phases. The first phase, shown in Figure 7, consists of a 10 
Gbps DWDM backbone network linking two major national and international POPs, StarLight in 
Chicago and Sunnyvale in California. The Chicago pop will facilitate the connectivity to Argonne 
National Laboratory (ANL), Fermi National Laboratory (FNL), Brookhaven National Laboratory  
(BNL)and the international connectivity to CERN. The Sunnyvale POP will facilitate the connectivity 
to Lawrence Berkeley National Laboratory (LBNL), Stanford Linear Accelerator Center, and 
National Energy Supercomputer Center (NERSC).  The planned connectivity to the individual 
national laboratories will be their responsibility. The POPs will be equipped with 50 TB disk storage 
systems to support the testing of ultra high-speed transport protocols. The initial deployment will 
cover a distance of 4,500 miles and will therefore include the major physical characteristics of a 
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national scale network, a feature that will be critical in testing the behavior of ultra high-speed 
transport protocols over long distances. 
 
4.1.1.  Phase I - Initial Deployment of 10 Gbps Provisioned Network 

During the first year of operation, the research network will be implemented as a pair of 
OC192 links, one from ORNL to Starlight in Chicago and one from Starlight to Sunnyvale, CA as in 
Figure 7.  We deploy an optical switch at Chicago and SONET Add-Drop Multiplexers (ADM's) at all 
three sites to perform a number of switching functions. To facilitate testing of the circuit-switching 
environment as early as possible, these links will be explicitly configured as OC192, rather than 
OC192c links.  This will enable them to be treated as a single OC192c link or as four parallel OC48 
links when desired.  This trick is enabled by the fact that router interfaces that are able to terminate 
either an OC192 or an OC192c link. 

The optical switch provides us the ability to implement three OC192 connections, namely, 
ORNL-Chicago, Chicago-Sunnyvale, and ORNL-Sunnyvale. In addition, we can also test on-demand 
provisioning at much finer granularity. A Programmable ADM (PADM), also referred to as a Multi 
Service Provisioning Platform (MSPP), can easily break out and switch four OC48 links or a larger 
number of lower bandwidth links such as gigabit Ethernet or fiber channel, a function we expect to 
use to provide direct switched access to storage.  A PADM also provides a User-to-Network Interface 
that allows this switching to be performed under software control.  Thus, for example, the switch in 
Chicago could be configured to pass two of the links straight through from Sunnyvale to ORNL, and 
break out the other two links to router interfaces at either Argonne or Fermi Laboratory.  This would 
create a triangular network that could be used to test express or dynamic routing.  Alternatively, the 
entire bandwidth could be switched on-demand and made available to an application at SLAC for 
moving data to CERN or Fermi Laboratory.   

 
   

 
Figure 8. Configuration of UltraNet in Phase III 
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4.1.2.  Phases II and III - 40 Gbps Integrated UltraNet Testbed 
UltraNet will be upgraded to support multi-lambda operation in subsequent phases.  Based on 

the availability of funds, UltraNet will be upgraded to operate at 20Gbps and 40 Gbps in Phase II in 
FY05 and in Phase III in FY07, respectively., In the final phase, UltraNet, will consist of OC-768 (40 
Gbps) lambda-switched shown in Figure 8.  The major differences between phase I and the later 
phases are the increased capacity, connectivity to the major sites, and the incorporation of all-optical 
networking technologies. It is expected that SLAC, ANL, and Fermi National Labs will have dark 
fiber links to Sunnyvale and StarLight respectively. This will give these Labs the ability to connect to 
Sunnyvale and StarLight with several wavelengths. Other Labs, LBL, LBL, NERCS, BNL will be 
connected to the testbed at 10 Gbps.   

Some additional capabilities and features of the network are only hinted at by the drawing in 
Figures 7 and 8. For example, with the switches providing isolation between the provisioned 
channels, we can segregate TCP-hostile protocols from TCP traffic by using different dedicated 
lambdas or using sub-lambda provisioning within a single lambda.  As another example, it could 
provide a direct, dedicated high-bandwidth visualization channel between NERSC and ORNL.  

UltraNet is conceived to be an agile infrastructure that can be dynamically reconfigured to 
produce different network scenarios needed to test different advanced networking technologies and 
concepts. The network will operate in two distinct switching modes, each corresponding to a transport 
mode and the corresponding underling layer-two technologies, and also their hybrid combinations. 
These include: 
 

 Packet-Switched Operations: Using UltraNet the packet switched traffic can be supported in 
a straight forward manner by connecting hosts with GigE NICs directly into a PADM. In this 
mode the GigE host traffic will be aggregated and sent out on OC192 or OC48 output line 
cards. 

 
 Circuit-Switched Operations: Although Figure 7 shows single connections on each switch, 

this is my no means the limit.  By providing more (as many as four) local ports on each 
switch, we will enable switch selection of the host or service to be connected to the wide area 
part of UltraNet. 

 
 Hybrid Operations: In Phase I, by utilizing one through three OC48 connections out of 

OC192 in circuit switched mode and others in packet-switched mode, we will realize hybrid 
connections. In phase II, entire lambdas can be dedicated to individual types of traffic as 
shown for examples in Figure 9. 

 
 StarLight:   We expect to locate the Chicago switch at Starlight (710 North Lakeshore Drive 

in downtown Chicago).  This is a carrier-neutral meet-me location at which connections are 
available to ANL, Europe (CERN) and (soon) to FNL. 

 
 Transport Protocol Multiplexing: Using the provisioned circuits, protocols will be 

multiplexed across various hybrid connections as well as on single connections. 
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Figure 9.  Multiple traffic types on different wavelengths. 
 

 In the later phases of UltraNet there will be multiple wavelengths between ORNL and 
Chicago, and Chicago and Sunnyvale. With several laboratories connected to Sunnyvale and 
StarLight with one or more wavelengths, most of the dynamic provisioning services between them 
can be accomplished through optical switching. As an example, all four wavelengths can be used for 
bulk data transfers between Sunnyvale and ORNL by placing the Chicago switch in the pass-through 
configuration. Then a high-priority interactive visualization data stream from ORNL to SLAC (for 
example) could use the entire bandwidth of the switched Sunnyvale-ORNL link, while bulk transfers 
could use the other three wavelengths. Such transitions can be achieved on-demand by signaling the 
switches at Chicago and Sunnyvale and the ADM at ORNL. More generally, multiple dedicated 
wavelengths can be provisioned between various sites on-demand in groups to support various types 
of traffic as shown in Figure 10. Here we configure the specialized connections of the network into 
two example cases (visualization and ultra high-speed data transfer) in addition to routine production 
use.  With four lambdas available, production capacity can assume “ownership” of all four as shown 
in mode one (this is the mode the National Science Foundation’s Distributed Terascale Facility will 
operate in).  But under special circumstances, one or two lambdas could be assigned to applications 
that need to use TCP-hostile protocols such as those based on UDP.  These configurations provide 
coarse-level QoS where the channels are provides at the resolution of single wavelength. 

By combining wavelength-level optical switching with PADMs at the host nodes, we propose 
to achieve much finer QoS at the levels of sub-wavelength. In these modes, PADMs can partition the 
outgoing OC192 bandwidth into channels of much smaller resolutions such as GigE, OC48, or much 
smaller bandwidth. Furthermore, such provisioning can be accomplished for on-demand provisioning 
of channels at sub-second timeframes. Accomplishing on-demand provisioning of dedicated 
connections at sub-wavelength level requires capabilities that are unprecedented in current IP 
networks. First, the signaling infrastructure needed for setting up and tearing done the required 
connections must be established as an integral part of the network. We propose to utilize the 
production network for this purpose. Second, we propose to develop a scheduling system to: (a) keep 
track of the available link bandwidths, and (b) receive and grant the connection requests from the 
applications. To minimize the cost of development, much of the bandwidth brokering software would 
be adapted from the DCS scheduling software developed under DOE projects.   
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Figure 10. Using dynamic provisioning to realize coarse-grain QOS services. 

 
Although the cost of link-level access to DWDM bandwidth is becoming significantly 

cheaper, it is still a non-trivial expense.  For example, to build a single, unprotected, 10G circuit from 
the West coast to Chicago using the most aggressive public pricing today would cost ~$1M/yr by 
utilizing existing companies.  Building four parallel OC48 circuits (same total bandwidth) would cost 
~$2.5M/yr. With the planned deployment of nationwide optical network infrastructures, the current 
expectation is that much cheaper prices could be possible for the 10Gbps connections. We propose to 
pursue the most cost-effective options based on the available service providers at various stages of 
this project. 

 
4.2.   Relationship to other MICS Programs  

The UltraNet will be an important vehicle for the development of network research and 
middleware technologies for DOE large-scale science applications. While it interfaces with various 
other programs from DOE Division of Mathematics, Information and Computer Science (MICS), it 
plays an extremely important role that is distinct from the network research, middleware, applications 
and ESnet programs. 
 

 UltraNet and Network/Middleware Research Programs: UltraNet provides a test and 
development environment for various network research and middleware projects to account 
for real high-performance networking environments. Note however that there are other areas 
in these programs that are not necessarily tied to UltraNet such as the development of a 
science of network transport. 

 UltraNet and Applications: Several science applications will be executed on UltraNet by 
utilizing various research modules during the development. Indeed, the network and 
middleware technologies will be developed within the context of applications. As the 
technologies mature after an extensive testing phase, they will be transitioned to applications 
running under production network environments. 
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 UltraNet and ESnet: The UltraNet is separate from the current ESnet. In the road-map for the 
next generation of ESnet, a research network is planned to be an integral part of the 
infrastructure [DOE-J03.1]. UltraNet will be a foundation to that research network which will 
be built by augmenting the former with additional links, routers, switches and end hosts. 

 UltraNet and Office of Science Networking Roadmap: A research network testbed has been 
identified as an essential component of Office of Science Networking roadmap needed to meet 
DOE science demands [DOE-J03.2]. UltraNet has been designed to match these requirements 
and to be a strong contributor to this roadmap. 

 
4.3.   Network Operations and Management 

The research network will be governed by a committee in deciding the access policies for 
various institutions and projects at a high-level as well as for various users and applications on a daily 
operational level. In addition, there are lower level allocation issues due to the on-demand 
provisioning aspects as well as the possibility of network becoming unavailable for certain durations 
as result of experimentation and testing. Note that applications could request dedicated circuits or 
stable but shared connections at certain times. On the other hand, certain network research projects 
could push the network limits, possibly crashing the routers and/or hosts. These tasks will be 
scheduled on a demand basis. Furthermore, this committee will also setup and decide the security 
issues. The connections to other networks, such as EU and NSF networks, will also be decided by this 
committee. The operational policies will be implemented by a scheduling system that will provide on-
demand allocation of circuits, and will also activate the signaling modules to setup and tear down the 
required paths. These policies will be updated in view of completed and upcoming projects. 
 
5.  Collaborations and Applications 

The proposed testbed will be flexible to easily “plug-in” the data and middleware from 
SciDAC and other DOE large-scale science applications to asses the performance improvements 
offered by various ultra high-speed transport methods. For initial experimentation, we will utilize data 
from SciDAC Supernova Terascale Initiative in collaboration with Mezzacappa (PI of TSI). 
Computations on ORNL computers will be used to generate tera-scale data, which will be used for 
storage, remote visualization and computational steering. The logistical networking framework of 
Beck (PI on SciDAC and NSF projects on logistical networks) will be utilized for efficiently realizing 
the needed data transfers by suitably buffering the data at the Chicago data depot.  This initial data 
depot will be augmented with others if Beck wishes to add them. Climate data produced at ORNL will 
also be utilized for experimentation in collaboration with Burris (in charge of ORNL storage 
activities). We wish to emphasize that the transport methods will be general and will be equally 
applicable to other large-scale science applications from HENP and molecular dynamics 
computations. We will be working closely with various SciDAC and other applications communities 
with ultra high-speed networking needs to identify the network configurations that meet these 
requirements. 
 
The transport component of this project significantly leverages a number of ongoing projects at 
ORNL funded by DOE High-Performance Networking Program, NSF Advanced Infrastructure 
Initiative and DARPA Network Modeling and Simulation Program. The net100 package, including 
buffer turning and parallel-TCP modules from the first project will be utilized in developing the 
transport methods. The remote visualization methods developed under the NSF project will be 
extended to the proposed high-performance network configuration. The throughput stabilization 
methods used to control mobile robots remotely under the DARPA project will be extended to support 
computational steering and remote interactive visualization. The methods from NSF and DARPA 
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projects are basically targeted to Internet environments, and they must be suitably extended or re-
designed to suit ultra high-speed networks needed for DOE large-scale science applications. 
  
 
6. Statement of Work  

The main components of this proposal include (a) establishing the testbed in its various 
configurations, (b) developing the dynamic provisioning capability, (c) adapting various transport and 
middleware technologies, and (d) testing applications.  
 
Year 1  Goal - To Deploy and configure a 10 Gbps SONET/DWDM channel between ORNL and 
StarLight in Chicago and between StarLight and Sunnyvale California.  Several research projects yet 
to be funded in FY04 will use the UltraNet for R&R activities  
 
I. Testbed Milestones: 
 Initiate procurement of ORNL Chicago Link        Sept  2003 
 Place order for circuit from ORNL to Chicago:              Nov  2003 
 Purchase needed equipment:                            Nov 2003 
 Install equipment and initiate testing                  Dec  2003 
 Install logistical networking depot                       Jan 2004 
 Install lab-based circuit switches                        Jan  2004 
 Integrate software with lab-based set-up              July  2004 

 
Year-one costs: 

 Contract for OC192 Circuit ORNL-Chicago              $600k 
 Network components  $200k 
 1 FTE  $200k  

 
II. Engineering, Research and Applications Goals 

1. Transport Protocol Testing (with a goal of demonstrating a 10TB transfer) 
2. Dynamic Channel Provisioning (demonstrate coarse-grained QoS) 
3. Application and Middleware Research Activities (demonstrate stable remote visualization) 

 
 

Year2: Goal - Establish Phase II of the testbed with active optical and an additional lambda. Test the 
dynamic provisioning technologies locally with router-switch configurations; test transport and 
middleware under routed configurations that simulate various connectivity structures to support 
collection of lambda and sub-lambda circuits. 
 
I. Testbed Milestones: 

 Procure second lambda                             Oct 2004 
 Place order for second through fourth all-optical switches      Dec 2004  
 Procure additional network components for west-coast connection   Aug 2004 
 Demonstrate lambda-agile switching                               Feb 2005 

 
Year-two costs: 
 Contract  for second 10 Gbps Circuit            $600k 
 Network components          850k 
 1 FTE                   300k 
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II. Engineering, Research and Applications Goals 

 Transport Protocol Testing (demonstrate 20 TB transfer over 10 Gbps in 3,000 miles) 
 Dynamic Channel Provisioning (demonstrate channel scheduling at network level through 

switched paths) 
 Applications Activities (demonstrate synchronizing climate data) 

 
Year 3: Goal - Install additional lambdas and integrate the testbed fully with production traffic; 
implement the dynamic provisioning on the testbed; test transport and middleware under the dynamic 
provisioning over the testbed; test two large-scale science applications over the testbed as well as the 
combination of testbed and production network. 
 
I. Testbed Milestones: 

 Integrate automated call setup with PADM and Optical Switch   Sep 2005  
 Migrate Router-based switching to Circuit-based           Dec 2005  
 Migrate demonstration applications to circuit switched operation    Dec 2005 
 Initiate procurement of additional lambdas                   Dec 2005 

 
      Year-three costs: 

 Additional lambdas          $1,200k 
 Network components                                     250k 
 1 FTE                300k 

 
II. Engineering, Research and Application Goals 
 Transport Protocol Testing (demo 40 TB transfer over 30+ Gbps in 3,000 miles) 
 Dynamic Channel Provisioning (demo channel scheduling for concurrent data and control 

streams) 
 Application Activities (demo load-balanced transfers between ORNL and Sunnyvale) 
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7.0 Budget 
The cost of this project is $1071K in the first year, $1753K in the second year, and $1758K in 

the third year (for FY2003 through 2005). Cost for each year includes the OC192 links from ORNL to 
Chicago and also Chicago to Sunnyvale including fees to the service providers and the associated 
routers and switches. In each year, one post-doctoral fellow at full-time and two staff members at 
half-time will be supported at ORNL. One staff member will be in charge of the testbed hardware 
setup and configuration, and the other will be involved in software development for dynamic 
provisioning and adaptation and testing of various transport modules, middleware and application 
modules. The post-doctoral fellow will be the involved in both aspects and will closely work with 
both staff members. 
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8.0 Appendix A: Examples from DOE Large-Scale Science Applications 

The following projections of network requirements by Climate and High-Energy Physics are 
quoted from materials found in [DOEWorkshop-1].  They represent a small fraction of the material 
presented at the workshop, but are quoted here to give a flavor of the requirements projected for DOE 
networking in 3-5 year time frame. 
 
8.1 Climate: The Next Five Years 

Over the next five years, climate models will see an even greater increase in complexity than 
that seen in the last ten years. Influences on climate will no longer be approximated by essentially 
fixed quantities, but will become interactive components in and of themselves. The North American 
Carbon Project (NACP), which endeavors to fully simulate the carbon cycle, is an example. Increases 
in resolution, both spatially and temporally, are in the plans for the next two to three years. The 
atmospheric component of the coupled system will have a horizontal resolution of approximately 150 
km and 30 levels.  A plan is being finalized for model simulations that will create about 30 terabytes 
of data in the next 18 months, which is double the rate of model data generation of the PCM. 
These much finer resolution models, as well as the distributed nature of computing resources, will 
demand much greater bandwidth and robustness from computer networks than is presently available.  
These studies will be driven by the need to determine future climate at both local and regional scales 
as well as changes in climate extremes - droughts, floods, severe storm events, and other phenomena.  
Climate models will also incorporate the vastly increased volume of observational data now available 
(and that available in the future), both for hindcasting and intercomparison purposes. The end result is 
that instead of tens of terabytes of data per model instantiation, hundreds of terabytes to a few 
petabytes (1015) of data will be stored at multiple computing sites, to be analyzed by climate scientists 
worldwide. The Earth System Grid and its descendents will be fully utilized to disseminate model 
data and for scientific analysis. 
 
8.2 High Energy: 

In order to build a “ survivable” , flexible distributed system, much larger bandwidths are 
required, so that the typical transactions, drawing 1 to 10 Terabyte and eventually 100 Terabyte 
subsamples from the multi-petabyte data stores, can be completed in 1 to 10 minutes.  Completing 
these transactions in a few minutes (rather than hours) is necessary to avoid the inherently fragile state 
that would result if hundreds to thousands of requests were left pending for long periods, and to avoid 
the bottleneck that would result from tens and then hundreds of such “data-intensive” requests per day 
(each still representing a very small fraction of the stored data).  It is important to note that 
transactions on this scale correspond to data throughputs across networks of 10 Gbps to 1 Tbps for 10 
minute transactions, and up to 10 Tbps (more than the current capacity of a fully instrumented fiber 
circa 2002) for 1 minute transactions. 
 
In order to fully understand the potential of these applications to overwhelm future planned networks, 
we note that the binary (compacted) data stored is pre-filtered by a factor of 106 to 107 by the “Online 
System” (a large cluster of hundreds to thousands of CPUs that filter the data in real time).  This real-
time filtering, though traditional, runs a certain risk of throwing away data from subtly new 
interactions that do not pre-conceived existing or hypothesized theories.  The basic problem is to find 
new interactions from the particle collisions, down to the level of a few interactions per year out of 
1016 produced.  A direct attack on this data analysis and reduction problem, analyzing every event in 
some depth, is beyond the current and foreseen states of network and computing technologies. 
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