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Teleconference 

April 23, 2008; 2:00 - 4:00pm ET

Moderator:  Elaine Freund
Executive Summary

The Annual Meeting and how it is being organized was presented by Patti Kwong. Information on registration was provided. Ted Liefeld presented the EY1 final results for the ASBP working group showing the times for implementing an analytical service via the custom model standard methods and by using the generic parameters model and methods. Next step is a pilot project. Aris Floratos described the Columbia ICR tools adoption project and experience and answered questions on lessons learned.
Action Items

	Assigned To
	Description
	Due Date

	Elaine
	Post ASBP presentation raw data
	


Meeting Notes
Announcements:

· ICR Centra Event ID has changed to ICR_WS
· Please adjust your login to show both your first and last name

· WS planning continues:

· the big picture layed out and presented 

· identifying and engaging WG potential participants well underway

· logistics and detailed planning over the next few weeks

· Annual Meeting Flyer was attached to the meeting announcement
· Meeting minutes are all current and posted in GForge – but neglected to circulate the e-mail announcement 
Presentations:
· Annual Meeting - Patti Kwong, Booz Allen Hamilton

https://gforge.nci.nih.gov/frs/download.php/3951/Annual_Meeting_Overview_workspace_230408.ppt
The caBIG Annual Meeting is being June 23-25 in Washington D.C.
Day 1 – caBIG Overview – geared towards newcomers to explain what caBIG is all about and disseminate information on needs and logistics in getting connected 

Day 2 - caBIG in Action - geared towards End users and shows how caBIG is already changing biomedical research
Day 3 – caBIG Inside – geared towards technical users and shows caBIG under the hood 
· Mon and Tuesday – Holding a caBIG World’s Fair is an exhibit hall. There will be live demonstrations of tools. The focus was on tools and infrastructure available for adoption.

· There will be posters (submissions are in and closed) in the exhibit hall.
· Tuesday will also have an awards session (nominations are closed).
Please go ahead and register for the meeting. The website also has hotel information. http://cabig.nci.nih.gov/2008AnnualMeeting/ 

· Analytical Services Best Practices EY1 final results – Ted Liefeld, Broad Institute
https://gforge.nci.nih.gov/frs/download.php/3952/20080423_ASBP_Generic_params_final_eval.ppt
Issue: The life cycle of an Analytical Service is shorter than a Data Service. This makes the modeling step a larger portion of development life cycle than with data services. 
· Review of generic parameters model and the pros and cons of implementation
· Presentation of time taken to stand up an analytical service via standard custom model methods and via utilization of generic parameters

· Common elements in the two processes were shown and discussed

· Conclusions on time differences (minus common elements): 

· Custom: elapsed time 5 weeks

· Generic: elapsed time 1.5 weeks

· Next steps are:

· a pilot with real discovery

· work on defining the line between a tuning parameter and data 

Questions:
Q. What is the time difference on update time or adding tuning parameters 
R. 4:1 (3 hours: 45 minutes) from starting model to update. There is significant time in review and resubmission of custom models. The time included the EVS team time.
Q. For the GISTIC pilot, what is the level of complexity for that project?

R. 
· Appears to only have a MatLab fxn

· Estimate 3 to 5 tuning parameters

· Input is copy number

· Harmonize with caB2B on model

Q. Is there something useful in pilots to answer the questions related to tuning parameter vs. data.
R. Resolution around the ambiguity for tuning parameters vs data likely not there. However there are 80 analytical services in GenePattern that could potentially be useful.
Action Item – raw data posting
Q. Is Generic Parameters still proof of concept or can others use it (caBIG Q)?
R. Anyone could use it, but it is not clear if this approach would pass silver level compatibility reviews. It is still in proof of concept. VCDE has approved going forward to answer more Q, but there is no guarantee that it will be approved as a standard implementation.
Q. What are the open questions?

R.

1. Can we come up with a line in the sand for data vs parameter and get agreement/rules to be applied?
2. What is the experience in Grid parameter metadata with service metadata – can this be used or does the implementer have to call the developer?
They will be looking at the caB2B interaction with GenePattern. 

Comment – They haven’t tested if you can advertise on Grid. Service level metadata from caDSR (vs direct) and the impact of needing to go to different places to get required information.
· ICR Tools Adoption Project Outcomes Presentation -  Aris Floratos, Columbia University
https://gforge.nci.nih.gov/frs/download.php/3953/ICR_WS_call_Apr_23_08_Columbia_Adoption.ppt
Columbia adopter project was undertaken to address the pressing need to store and manage large amounts of data from microarray experiments and for tissue banking. The information and workflows were shown, along with the pain points addressed in the project. 
Tools adopted:
· caTissue – a functional way to manage and query biospecimen data 

· caArray – to handle the large volume of microarray data
· caIntegrator – an infrastructure to develop applications with generic schema for clinic, proteomic and genomic data and use with powerful query capabilities

· geWorkbench – has tools for visualization and analysis of genomic data and acts as a front end to data services such as caArray 

Deployment experience:

caTissue has gaps so Columbia can not yet completely abandon their legacy molecular banking system. A temporary work around is to use nightly script transfers to caTissue so the data is available to query and get reports. caTissue Suite is anticipated to address many issues. 

caArray – deployed and use v1.6. A few issues arose and were resolved. caArray 2.0 has been released.
caIntegrator – this version did not have a way to load data for a new study, but it was built for NCI internal use. Next generation will have this capability.  Columbia worked with the caIntegrator team on the ISPY version of caIntegrator to address specific issues and developed the ability to define user groups in order to let labs share data with other members. They also simplified the registration system by integrating it into the system. 
geWorkbench work included the creation of an ANOVA analysis module and Grid enablement.
Improvement from current operations was shown. Next steps are to put results back from geWorkbench analysis back into caIntegrator. 
Questions:

Q. Is Columbia a center on the deployment list.
A. Not that Aris is aware of. 

Comment. It is important to check expectations and objectives of the end user to make sure the tools meet the basic need.
Q. With so many different tools, it will be too difficult to find all the individual developers.
A. Enterprise Support Network was conceived to meet this need and will be there to provide support at multiple levels. It is being stood up now and should be complete in the annual meeting time frame.
Next Meeting

The next ICR Workspace meeting will be May 14, 2008. 


Teleconference: 800-593-0616 Passcode: 2927756

Centra session: http://ncicb.centra.com Passcode: ICR_WS
Attendees
	Elaine Freund
	 3rd Millennium

	Aris Floratos
	Columbia

	David Steffen
	Baylor

	Li Kramer
	Booz Allen Hamilton

	Bart Brown
	U of Iowa

	Donna Messersmith
	SAIC

	Kiran Keshav
	Columbia

	Patti Kwong
	BAH

	Mary McAdams
	IMS

	Juli Klemm
	NCI

	Mukesh Sharma
	Washington University

	Pankaj Agarwal
	Duke University

	Patty Spears
	Patient Advocate

	Pankaj Agarwal
	Duke University

	Grace Stafford
	Jackson Laboratory

	Gunter Schemmann
	Princeton

	Roger Day
	U of Pittsburgh

	Baris Suzek
	Georgetown

	Paul Mulhern
	BAH

	Sal Mungal
	U of Utah

	Seza Orcun
	Purdue U

	Ted Liefeld
	Broad Institute

	Jared Nedzel
	Broad Institute

	Terry Braun
	U of Iowa


caBIG™ Teleconference Meeting Record

[image: image1.jpg]