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• Semi-Implicit + SemSemi Implicit + Sem
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High-resolution solution DWD (Germ

Flow impingin

SEM error 10 timeSEM error 10 time
To generate same error one mo

SE

ng a mountain
man weather service) T426

ng a mountain

es lower than FVMes lower than FVM
ore ref in FVM: 6.5 slower than 

EM



NSF-CDI/NSF CDI/
prop

• Multi-institutional: VTU, UW, U
Nice Sophia Antipolis

p p
Nice Sophia-Antipolis

• Expertise in: time-stepping, op
th d ft i iTemethods, software engineering

methods, adjoints.

•

Te

• Goal: The discovery of efficien
multiscale adaptive, multidisci
systemsystem

• Build an all scales simulation f

PetaAppsPetaApps 
posal

U Geneva, U Louvain la Neuve, U 

p

ptimal solvers, high/low-order 
HPC K l bextg, HPC, Krylov subspace ext

nt computational methods for 
plinary physics on petascale 

framework



Th kThank 
• Mathematically sound fraMathematically sound fra

• Generic enough to solve 

• Unstructured grids (conta

• Error estimation: adjointsj
solution possible given co

• “All”-orders: hides cost of

• Advanced time-stepping:
methods, linearly implicit., y p

• ... Capable of weak scalin
communication costs/halo

!you!:
ameworkamework

more than one problem

ains structured!)

s with equi-distrib (best q (
omputational resources)

f unstructured

 parareal(?), multi-rate, multi-
...?

ng our problems low 
os ...


