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I. Summary.

Psychological research demonstrates that a wide variety of cognitive biases and heuristics (cognitive shortcuts) adversely affect decision making, and the ability to judge decisions made by others.  Coherence-based reasoning can lead to skewed decisions.  Improved knowledge structures and schemas lead to better decisions.  Due to attribution errors and dispositionist thinking, we tend to ascribe more to preferences and will, while missing the situation.  This can skew opinions on causation, responsibility and blame, and decrease effectiveness of remedial measures.  


Because there is an infinite amount of information which can be brought to bear on any decision process, the mind employs simplifying processes which facilitate timely decisions, with enough confidence to carry them out.  Otherwise the situation could become fatal before a decision is made.  Information is quickly analyzed against one’s own knowledge structures and schemas which operate subconsciously and include stereotypes and what firefighters call “slides” from past experiences.  Recognition Primed Decision making (RPD) facilitates good, quick decisions in many situations, but the available information is often ambiguous and conflicting, requiring Critical Thinking.   RPD is insufficient for the less experienced, younger firefighters, and can cause overconfidence in the very experienced firefighters - critical thinking fills the gap.  However, critical thinking is contaminated with cognitive biases, heuristics (short cuts) and processes which need to be understood and mitigated for improved decision making.  


During the decision process, alternatives begin to emerge in a bi-directional process which begins to favor one hypothesis for action over the others.  The confirmation bias finds within memory, information which tends to confirm the favored hypothesis, while not recalling, minimizing or ignoring information which tends to refute the hypothesis.  Temporary coherence shifts begin to attribute more belief that evidence which is ambiguous or conflicting actually supports the emerging decision, and the process results in a confident decision so the actor can act - the leader can lead - analysis - paralysis is overcome.  More often than not these cognitive processes lead to correct or at least acceptable decisions.   Unfortunately, poor knowledge structures and schemas, cognitive shortcuts, biases and coherence shifts can generate a confident decision which is just flat wrong from a purely rational analysis, especially in hindsight.  Studies have shown that coherence shifts and many cognitive biases can be significantly reduced.  Some cannot, and need to be mitigated.


The United States Navy has developed and implemented a program called Tactical Decision Making Under Stress (TADMUS) to improve decisions whether to engage a radar screen target - is it civilian, friendly, hostile, hostile but merely on patrol or harassing, or does the hostile intend to attack the ship?  The program was built around known human cognitive decision making processes, including known cognitive biases such as the confirmation bias, availability bias, representativeness heuristic, contrast bias and framing. The program employs de-biasing decision support systems.  The program combines decision making training with a Decision Support System (DSS) which is not “command” based (what to do), but rather “information” and “status” based, with trigger point reminders and a “Quick Check” de-biasing technique when time to decide is short.  Unlike command based systems, the system provides critical information in graphic and other forms compatible with human cognitive processes.  Short and long term memory is relieved, leaving more capacity for cognition.  Situational awareness is enhanced.  The system fits the “story model” of human decision making, in which the most coherent story - rather than specific pieces of evidence - becomes the decision and action taken.  The DSS rejects the “checklist mentality”, replacing it with an “intelligent” assistant, promoting the development and analysis of alternatives within the human mind.  The program acknowledges the role of RPD, and uses Critical Thinking to fill in the gap.  The results of critical thinking training greatly reduced “coherence shifts” and the effects of biases, increasing the number of correct decisions and resulting actions.  E.g., “Integrated Critical Thinking Training and Decision Support for Tactical Anti-Air Warfare”, Marvin S. Cohen, Ph.D., Jared T. Freeman, Ph.D., and Bryan B. Thompson; “Decisionmaking in Complex Military Environments”, Gary Klein; “Principles for Intelligent Decision Aiding”, Susan G. Hutchins, 1996.  


Many scholars have noted the unfortunate use of the term “bias” in describing  what has turned out to be normal human cognitive processes, such as the “Hindsight Bias”, but the nomenclature is firmly established in the literature and therefore unavoidable.  Human emotions also plays a part in higher cognition - they are not completely separate processes, and emotion can play a strong role in decision making under stress and uncertainty. E.g., “Deep Survival: Who Lives, Who Dies, and Why”, Laurence Gonzales.


The Outcome Bias contaminates our ability to judge the quality of a decision and the character of the person who made it.  There is an entire field of cognitive science on how to judge the quality of another’s decision, and at least three models for doing so. E.g. “On the Assessment of Decision Quality: Considerations Regarding Utility, Conflict and Accountability”, Gideon Keren and Wandi Bruine de Bruin, from Thinking: Psychological Perspectives on Reasoning, Judgment and Decision Making, Eds. Harding, D and Macchi, L., Wiley 2003.  


The research also helps explain such things as inter-group conflict, why it is so hard to change someone’s mind, why history keeps repeating itself, and many other social and political phenomena.  An interesting study on Belief Perseverance” used a model in which people formed beliefs about which kind of personality made for a better firefighter.  Groups were intentionally mislead - lied to - and told afterward that they had been intentionally mislead.  Nonetheless, they continued to hold onto their misinformed beliefs against every effort to correct it, including explaining the lies and trickery. “Perseverance of Social Theories: The Role of Explanation in the Persistence of Discredited Information”, Craig A. Anderson, Mark R. Lepper, and Lee Ross, Journal of Personality and Social Psychology, Vol 39, No.6, 1037-1049 (1980).


Cultural cognition sheds light on why social-political issues can seem intractable – resistant to change based merely on empirical evidence, and provides methods for progress in resolving them. 


The new Foundational Doctrine for Wildland Firefighters continues to rely on quality, professional decision making on the fire ground. Region One's recent Doctrinal policy explains, for example, that risk management is evaluated on the decision-making process, not on the outcome; training will teach employees how to think and make appropriate decisions; safe practices are to be embedded in all workforce decisions and actions; training will teach how to think, make good decisions, and act decisively - not what to think, and so on. “Foundational Doctrine and Guiding Principles for The Northern Region Fire, Aviation and Air Program”, USDA Forest Service, October 2006.  


Understanding and training in decision processes, including Critical Thinking, seems appropriate at every level from basic training to advanced leadership training.  The current Leadership Training courses teach RPD but expressly do not teach critical thinking.  Improvement of our existing Decision Support Systems could also facilitate better decisions under stress and uncertainty.  


Building all the appropriate knowledge structures and schemas is also important at every level of training.  Our knowledge of fire behavior, including conditions conducive to blow ups, has exploded over the past few decades.


The requirements for creating a “Just Culture” and “High Reliability Organization” is beyond the scope here, but this paper provides useful knowledge in understanding those requirements as well.  Current accident investigation processes are inconsistent with the requirements.   SEQ CHAPTER \h \r 1Dr. Mary Omodei and others at the Complex Decision Research Group, LaTrobe University, Melbourne, Australia, developed a protocol for wildland fire accident investigations to get to the bottom of human factors and decisionmaking.  They are collecting the data.  They note how the hindsight bias impedes collecting the information needed to understand the role of human factors. They also note how the self-affirming biases or “self-protective justifications” are a normal part of human cognition and should be expected to occur and need to be dealt with appropriately in an accident investigation.  See “Identifying Why Even Well-Trained Firefighters Make Unsafe Decisions: A Human Factors Interview Protocol”, In Butler, B.W. and Alexander, M.E. Eds. 2005. Eighth International Wildland Firefighter Safety Summit-Human Factors-10 Years Later.  Dr. Omodei has commented to me that “The threat of litigation and/or being called before an enquiry, either judicial or agency mandated, is in my view the single biggest impediment to accurate investigation and/or research into the human factors underlying ”problematic” decision making in incident management (at all levels).”  They recommend separate, priviledged investigations to get at the human factors.  They recognize the value of Safe-Net type reporting.  

In a similar vein, the following is from the medical side of the same issue:

“The importance of near-misses and no harm events stems from the documented observation of their frequency: they occur 300 to 400 times more often than actual adverse events and thus enable quantitative analysis and modeling.”
* * *
“One study documented that intensive care entails 178 activities per patient per day and reported an average of 1.2 errors per patient per day.[fn.29] This works out to safety ratio of 0.955 compared with civilian airline ratio of 0.98.” “Nature of Human Error, Implications for Surgical Practice”, Alfred Cuschieri, MD, FRCS, FACS (Hon), FRSE

AMERICAN SURGICAL ASSOCIATION FORUM, Annals of Surgery • Volume 244, Number 5, November 2006. 

For further analysis of how the hindsight bias and the outcome bias interfere with current accident analysis and prevention efforts, see also “Perspectives on Human Error. Hindsight Biases and Local Rationality”, Woods, D.D. and Cook, R.I., In F. Durso (Ed.), Handbook of applied cognitive psychology (pp. 141-191). NY Wiley.  


The intent of this paper, then, is to encourage better decision making, better actions, better judgments about the decisions and actions of others, and to encourage development of better decision support systems and remedial measures.

�The views expressed in this paper are my own and not the position of the Department of Justice or the U.S. Attorney for the District of Arizona.





