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Abstract. ThePacanowski-Philander (1'1") and Mcllor-Yamada (MY) parameterization
models of vertical mixing by turbulent processes were embedded 1n the Geophysical Jiluid
1)ynamics 1 .aboratory high-resolution ocean general circulation model of the tropical Pacific Ocean,
All other facets of the. numeric.a simulations were the same.. Simulations were made for the 1987 -
1988 period. At the equator, the M Y simulat ion produced near surface temperat ures more uniform
with deptl I, adeeper thermocline, a deeper core speed of the Hauatorial Undercurrent, and a South
Yiquatorial CuJ rent with greater vertical thickness compared to thatcomputedwiththe PP method.
Along 140°W between 5°N and 10°N, both simulations were the same.

Moored-buoy current and temperatureobservat ions had been recorded by the Pacific Marine
Finvironmental Laboratory at three sites (165°1,140°W, J 100W) along the equator and at thice sites
(5°N, 7*N, 9°N) along 140°W.Simulated tempceratures were lower than those. observed in the near
surface layer, and higher than those observed in the thermocline. Temperature simulations were in
better agreement with observations compared to current Simulations. At the cquator, PP current

andtemperature smulations were more representative of the. observations than MY simulat ions,

J. Introduction

A key component {or the success of ocean general circulation model (OGCM) simulations of
upper ocean current and temperature fields is the representation or parameterization, in terms of
largc-scale variables, the turbulent motions and other physical processes occurring at scales smaller
than the. mode.1 grid. Vertical mixing of heat, salt and momentam by turbulent processes is avery
important phenomenon to parameterize, and many parameterization schemes exist. Some are based
on turbulent kinetic encrgy [Mellor and Yamada, 1982; Gaspar et d., 1990], Richardson number
[Pacanowski and Philander, 1981], Richardson number and wind friction velocity |Reason et al.,
1993}, onc-dimensional mixed layer dynamics [Kraus and Turner,1967], observations of mixing,
[Peters et al.,1988), and combinations of the methods|Stockdale et al., 1993]. T'he Pacanowski

and Philander| 1 981] method, hereafter named "PP", and Mellor and Yamada [ 1982]scheme,




hereafter named “MY?”, are widely used in uncoupled OGCM [Stockdale et al., 1993]and coupled

occan-atmosphere GCM [Neelin et al.,1992]) simulations. 1 low MY and PP simulations of
temperature and zonal current ficlds in the tropical Pacific compare with cach other, and with
observations, is addressed in this paper. The study encompassed the 1987-1988 intcrval
containing 1i Nijio and 1.a Nifia. Moored-buoy current and temperature data were recorded by the
1>acific Marine 1 invironmental 1 .aboratory along the cquator at 165”1 ¢, 1 40°W and 11 O°W
IMcPhaden and Hayes, 1990; McPhaden et (il., 1990] and along 140°W at 5°N, 7°N, and 9"N.

‘J'he two OGCM simulations differ only in the, formulation of the parameterization of vertical
mixing by t urbulent processes. In the PP parameterization the vertical diffusivity and viscosity are
functions of the local Richardson number becausce of a belief that vertical mixing is strongly
influenced by vertical shear of the mean currents. In t he upper 1() m of the model, the cocfficient
of vertical eddy viscosity has a minimum value 10 compenseate for mixing by the high-frequency
wind fluctuations which are absent from the monthly mean winds. The 1'1" paramcterization isan
ad hoc simple solution to include turbulent mixing, inaGCM. Thel'1’ scheme employed inour
analysis had the same cocfficients used by Philander et al.[1987].  1n contrast to the simplificd
representation of mixing portrayed by the PP scheme, t urbulence closure models attempt to
explicitly model the turbulent transports of heat, salt and momentum in terms of the larger scale
fields. The MY parameterization code developed by Rosati and Miyakoda [ 1988] was used.

The Philander-modified version of the Bryan[1969] - Semtner [ 1974] - Cox|1984]0GCM
[Philander et al., 1987] coven the Pacific Occan from 30°S to 5(PN with realistic coastal gcometry.
The model ocean has a constant depth of 4149 m. A rigid lid approximation is made at the surface.
The longitudinal resolutionis 10. The latitudinal gridsize is 1/3° within 10°S and 10°N, and
gradually increascs poleward to 2.5° at 30°S and 50°N. Cocfficients of horizontal eddy viscosity
and eddy diffusivity between10°S and 10°N are 2x103m? s-1. Thercare 2.7 Ievels throughout the
water column with10 uniform layers in the upper 100 m and 8 additional levels bet ween 100 and

317 m. The model time step is 1 hour, and 3-day average temperature, .salinity, and horizontal




velocity components are stored. A model year has 365 clays, or 120 intervals of 3.04 clays, A
model month was equal to ten consccutive 3.04-day intervals.

Initial conditions of the OGCM temperature and salinity distributions were the Levitus [1982)
climatological-mecan January distributions. The model ocean was initially atrest. 1 ‘or the first
three years of simulation the model ocean was forced with the Hellerman and Rosenstein 1 983]
cli matological -mean monthly surface wind stress and the Oort et al.| 1 987] climatological-mean
monthly surface air temperatare. Surface heat flux was computed according to the method
described by Philander et al. 11987 No surface salt flux was i mposed on the OGCM. Simulated
oceanic conditions a the end of the third year became the initial conditions for the 1986-1988
simulations. Simulations for 1986 were uscd elsewhere and we have not explored the, effect of
beginning the simulations in January 1986 instead of ayear later. 1/or the 1986-1988 simulations,
t hc mode.] ocean was forced with surface air temperature from the Iuropean Centre for Medium-
Range Wesather 1 ‘orccasting and surface wind stress computed from the Ilorida State Universit y
(1:SU) monthly mean 2.(" x 2° pscudostress component fields [Goldenberg and O'Brien, 1981 ] by
using a constant drag coefficient (1.4x10- s). This value is about 15% higher than the 12-b value
suggested by 7 renberth et al. [ 1989]. In computing the wind stress the speed of the water is
assured negligible compared with the wind speed, which creates an uncertainty of the monthly

wind stress along the equator as large as 17% for scveralmonths[/Halpern, 1988.

2. Results

2.1. Temperature Along Equator

1dgure 1 displays the annualmean MY and 1’1’ temperature differences at the equator
corresponding to 1988, because these differences were larger than in 1987. Differences bet ween
1’1" and MY scasurface temperatures (SS'1'), i. ¢.,the 0-10 inaverage temperature, were
negligible. Temperature differences greater than 1 °C occurred from 25-100 m and from 150°W to

85°W because depths of MY 15-20°C isotherms were 10-20 m decper than PP isotherms.




Maximum temperature differences (3-4°C) were confined to a thin (10 m) interval near 35 m depth

and a narrow longitudinal band ( 15° wide) in the castern Pacific near 95°W.

At 11 0°W in 1987 (1 ‘igurc 28), MY temperatures at 10, 25 and 35m were 0.6°C more
representative of the moored-buoy observations, named “M 13", than 1'1" temperatures. Also, M 'Y
and MB near surface temperat urcs displayed near- zcro verlical gradients. in 1988 at 110° W
(Ligure 2b), MY temperatures at 10 and 25 m again indicated a near-zero vertical gradient;
however, 1'1" and M B temperatures indicated that the thermocline reached the. surface.

Simulated temperatures above 50 m were less than that observed, named “cold bias’, and
sitnulated temperatures below 75 m were higher than observat ions, named “warm bias” (igure 2).
Maximum cold and warm biases were 2.2°C (45 m, 110°W, 1987) and 2.7°C (12.0 m, 140°W,
1988), respectively. Biases caused the simulated temperature gradient between the surface and 150
m to bc weaker than that obscrved at 140°W and 110°W.

“1’ here were 581 monthly mcan MB values at 165°1, 140°W and 11 O°W. The MH and MY
bias (0.8°C) was significant, according to Student's t-test [Press et al., 1986]. The 95%
significance level is used throughout the paper. T'he MB and PP bias (0.4°C) was not significant,
indicating a better correspondence bet ween M B and PP temperatures.  Correlation cocfficients
bctweemh41l and PP and bet ween M Band MY were equal | y high (0.94). Root-mean-square (rms)
differences bet ween MB and PI” and bet ween M Band MY werecqual | 'y large (1.9°C).

The amplitude of the annual period fluctuation of the 10-m temperature, 1o, during 1987-
1988 was determined by harmonic analysis in which wc assume the cxistence of an annual period
fluctuation of the form (T'jon)a Sin (O - ¢), where (11002 is the amplitude, ® is the annual
angular frequency (= 3600/12), t is the time. inmonths, and ¢ is the. phasc lag in degrees. At 1107 W
theM B, MY and 1'1" amplitudes were about the same (1.6-1.8°C); at 140°W the. amplitudes were
approximately the same (1.0-1.1 °C), but 40% smaller than at 11 0°W.The 1 O-m simulated annual
cycle of tempcerature was not sengitive, to the MY or 1'1" parameterizations. Other vertical inixing,

schemes influence the annual fluctuation of SST in the tropical Pacific [(km ef al., 1994)].




2.2. Temperature Along 140°W

in the 5°N - 10°N band where the North Hquatorial Countercurrent (N1 {CC) occurs, the MY
25, 26 and 27°C isotherms were more uniform with depth than the corresponding 1’1’ isotherms,
and the MY isotherms extended to greater depths compared to the PP isotherms (Figures 3a and
3b). Throughout the NJiCC the PP and M Y differences were less than 1 °C (Figure 3c).

At 5°N (1 ‘igure 3d), the simulated temperatures at the depth (2.0 m) of the uppermost
observation were 0.5-1 .0°C lower than the observed temperature. Whether thissituation
represents anorthward extension of the equatorial cold bias is unknown. 1 n the center of the
N] {CC at 7°N (Figure 3¢), no cold bias occurred near the surface; however, at 9°N (1 ‘gure 31),
simulated temperatures at 20 and 45 m displaycd a cold bias. The warm bias in the thermocline
was largest (2°C) at 9°N and smallest at 7°N.

Most of the diffcrence between simulated and observed temperaturces within the thermocline
at 5°N and 9°N were caused by a3- to 4-month disturbance (not shown) that was not apparent in
cither simulation. At 7°N, the simulated and observed mean temperatures were. fortuitously equal
(1 igure 3¢) because the disturbance also appeared there, At 5°N, 7°N and 9°N, the departure
between amonthly mean observed temperature and the nearly identical simulated temperatures
reached 5°C. The correlation coefficient and rms difference between simulated and observed
temperatures were 0.94 and 2.2°C, respectively, indicating the inability of either simulat ion to
adequately reproduce the magnitude of the fluctuation, The origin of the disturbance, which could

have been a norlh-south meandering of the NECC {Wyriki, 1978], is unknown.

2.3. Current Along Equator

1epths of the PP and MY Equatorial Undercurrent (1 {UC) core speed decreased from west to
cast along the cquator across the entire width of the. Pacific (Figures 4aand 4b). The 1’1" c.ast-west
dope. of the depth of the. core speed was larger and the 1’1" depth of the core speed was less than
that simulated by MY/, resulting in stronger vertical shear from the surfaceto the 1 {UC core for PP

compared to MY. The PP cast ward current component was greater than MY above the depth of the



1<UC core speed, cxcept a about 5 m near 105C'W (1 ‘Ggure 4¢). Below the depth of the core speed,
the 'l and MY shears were approximatel y equal.

The PP and MY annual mean differences in the zonal current component were larger in J 988
than in 1987, and the maximum difference (0.5-0.6 m s-]), which was greater than one-half the
| {UC core speed, occurred at about 65 m in the 145°W- J30°W longitudinal band (1 dgure 4¢). In
1987 the maximum difference (0.3-0.4 ms'1) was also at about 65111, but the position shifted
cast ward t0 120°W- J05°W.

Woc investigated whether the large point-to-point differences between PP and MY zonal
currents (Figure 4 ¢) appeared in integral propertics of the HUC and South @Hquatorial Current
(SLiC)at J65°F, JA0°W and110°W. The 2-year meanl’ 1’1 {UC transports per unit width were
larger compared to MY by about J6% (13 m2s1). The opposite sitnation was found for the SEHC
because the MY transport per unit width was greater than 1'1’ by about 27% (4 m’s1). The 1'1’
and MY vertical thicknesses of the. 1HUC were almost the same (235 m), in marked contrast to the
50% difference between the PI” and MY vertical thicknesses of the S1IC. The PP BUC transport
(32x 10°m3 g1, or 32 Sv) was ncarly 4 Sv, or about13%, greater than the MY valuc, and therms
difference (5.8 Sv) was not much greater than the bias. The correlation coefficient between 1’1 and
MY 1:UC total transports was 0.95.

At JJO°W during both yearsthe. 1’1’ annual mcan zonal current profiles were more
representative of the observat ions with regard to current speed and shear comparedtot he MY
simulation (Figure 5), At140°W, the }’1" and MY currents were similar, except at 80 m where the
MY castward current was too small by 0.3 m s'in J987 and ().5 m s-1in 1988 compared to the
observations. At 165°E, the PP and MY différcnccs were negligible in J 987, and in 1988 the MY
currents a 50 and 100 m were more rcpre.sent at ive of the observat ions.

On many occasions the monthly mean observed and simulate.d zonal currents differed by
more than 0.5 m s’ (not shown). At 11 0°W, the 10-m simulated annual mean west ward current
was 2-3 times greater than that observe.cl (Yigure 5) because the simulat ions did not adequatel y

reveal the observed eastward flow in March-May thatis associated with the annual Kelvin wave.




I’ here were 34 1monthly mcan MB values at165°L, J 40°W and 11 O°W. The MB and 1’1’
zonal current bias (0.02 m s-!) was not significant, and the MB and MY bias (().13 m s'') was
significant. The 1’1" monthly mean zonal current at 165°F, 140°W and 110°W was morc

representative of the observations compared to MY,

2.4 . Current Along 140°W

The 1988 mean PP and h4Y zonal current components throughout the. N] ¢{CC had differences
that were less than 0.05 m s-! (not shown). At 7°N near the middlc of the N] {CC, simulated
currents at 20 and 40 m were 0.15 ms-! larger than observations (Figure 6), and this feature was
persistent each month. The observed current was almost uniform bet ween 20 and 80 m, in
contrast to the large simulated shear (2x 10-3 s°1). Differences between simulated and observed

current decreased with depth and were nonexistent at the 20(-111 bottomof the NJCC.

3. Discussion

3.1. Simulations

Vertical profiles of upper ocean zonal current and temperature at the equator are sensitive to
the vertical mixing of momentum and heat. 1 ‘or example, the 1:UC thickness istoo small and the
maximum speed is too large if the vertical turbulent momentum{luxis too smail [McCreary,

1981 ]. The Situation is expected to be different in the NECC which is in geostrophic balance,
although important nongeostrophic components exist [Jolhnson et al., 19881.

Thatthe MY model created increased mixing compared to the PP technique wasillustrated by
the smaller shear above the depth of the 1:UC core speed (Higures 4a and 4b), deeper penctration of
the westward-flowing SHC (Iigures 4a and 4b), and a more verticall y homogeneous temperature
profile. (Figures 2 (110° W), 3a, anti 3b). Differences bet ween 1’1" and M Y rend currents were
much larger within the BUC and S1 iC comparcedto the NHCC (1 figures 5 and 6). The PP and MY

current bias was significant at the equator but not at 7°N, and the rms difference between 1’1" and



MY currents was sighificantly larger at the equatoria sites compared to 7°N. Point-to-point
differences between PP anti MY HUC simulations were substantial (Figure 4¢); however, integral

characteristics of the BUC, such as vertical thickness and total transport, agreed within15%.

3.2. Observationsand Simulations

3.2.1. Longitudinal Variations. That the 1’1" zonal current and temperature along the
equator were morc represent ative of observat ions compared to MY was not a surprise because t he
PP scheme had been tuned for the equatorial Pacific [ Pacanowski and Philander,1981).The 1’1’
scheme favors regions where the current has large vertical shear. The 1987 mean maximum MB
vertical shears, which were computed inthe interval defined by current-meter depths, were. 0.5,
1.3and 1.3x 10-2 s-!at 165°I,140°W anti 110°W, respectively. At 165°1:, where the maximum
vertical shear was nearly 60% smaller than at 140°W and 110°W, the 1’1" and MY zonal currents
were approximatel y equal, in cent rast to the sitnation at 140@W anti 110°W where P]” currents were
more representative of MB (Figure 5). Also, at 7°N, 140°W where the maximum MB shear
(0.2x 102 5Ty was less than that at 165°Li, the PP and MY zonal currents were the same (Yigure 6).

Comparison of observed and simulated near surface temperatures is sengitive to the longitude
along the equator of the intercomparison test. Theims differences bet ween 1 O-m observed and
simulated temperatures in 1987 and 1988 were 1.5 and 2.4°C at 140°W anti 11 O*W, respectively;
the difference was significant. in addition, the correlation coefficient between observed and
simulated 1()-m temperatures was significantly higher at140°W than at 11 O°W.

3.2.2. Cold Bias. In the approximatc 50-mncar surface layer on the equator at 140°W
and 110°W, the simulated temperaturcs were lower than that observed during the 1987 ¥l Nifio but
not during the 1988 1.a Nina (Figure 2). Why the cold bias had a year-loycar variation is beyond
the scope oft his report.

Possible causes of the cold bias arc excessive upward advection of cold water, too-low heal
flux into the ocean, excessive westward advection of cold water, and incorrect OGCM physics of

the upper ocean heat budget. ‘1’0 reconcile some features of the temperature profile, the vertical
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velocity was computed from the simulated casl-west ancl north-soul}} components of velocity using
the equation of continuity with zero vertical motion at the surface. The simulated maximum
upwelling velocities at 140°W and 11 O°W (1 ‘igure 7) were about 1.5 times greater than that
obscrved several years carlicr [Halpern and Freitag, 1987; Halpern et al., 1989], which arc
referenced because vertical velocity was not measured during 1987 and 1988. Uplifting the
simulated thermocline by a greater amount would Iead to near surface temperatures that would be
lower than observed, athough we can not separate the relative contributions produced by
upwelling and mixing of the uplifted thermocline.

Another factor that likely influenced the simulation of temperature, especiall y at 10m, is the
neglect of the surface renal current in calculating surface zonal wind stress, which isapplicd asa
body force to the uppermost 1 O-m layer of the OGCM. ‘1 'he 17% variat ion in surface wind stress
that is associated with the surface current [/lalpern,1988] is approximately the same as the
uncertainty of the drag coefficient, and issufficient to alter an OGCM simulation of SST by about
2°C | Harrison et al.,1990]. The 1987-1988 average MY cold biasat 10 m at 11 O°W was 17%
large.r in March-May than in September-November, which is consistent with the idea that the
sulfate zonal current was not included in the computation of the surface wind stress.

We investigated whether salinity could be a factor contributing to the cold bias. Vertical
profiles Of PP and MY annual mean salinitics from the surface to 300 m for 1987 and | 988 al
110°W were similar. Salinity measurements [Hayes et al., 1991] indicated stronger near surface
salinity gradient and less saline near surface watt.r compared to simulations. This inhibits vertical
mixing and contributes towards clevated near swrface temperatures compared to those simulated.

3.2.3. Warm Bias. Within the cquatorial thermocline at 1 65°);, 140°W and 11 O°W,
simulated temperatures were higher than observed (1 ‘igurc 2). Onc reason for the warm bias is that
observed upwelling speeds at 150 m a 140°W [Halpern et al., 1989] and 110°W [Halpern and
Freitag, 1 987], which were not made during 1 987-1988, were greater than simulated valucs
(L4dgure 7). “1'bus, the simulated thermocline would be deeper than observe.d. Another possible

contribution to the warm bias is mixing created by the breaking of short-period internal gravity




wave.s [Moum et al.,1992]. The OGCM employed in this analysis did not contain a

parameterization of short-period internal waves.

3.3. Comparison With Other Studies

Wc arc aware of results from one similar kind of investigation. The 1’1’ and MY zonal
current differences displayed in 1 figure 4¢ arc different than those computed by Delecluse et al.
(Iigure3.3.2.cin Stockdale et al. [ 1993]) from OGCM simulations with the Gaspar et al. [ 1990]
turbulent kinetic energy, named"T'KIY", and 1'}" paramcterizations for vertical mixing. in their
result, theisoline of zero difference between 1’1" and "TK1 zonal currents was approximately lincar
from 300 m near 150°F. to 25 m near 120°W. This yielded a 0.7 ms-! difference at 60 m near
90°W, in contrast to the near zcro difference between PP and MY currents at 60 m near 90°W
(Figure 4c). In their result (Figures 3.3.2.a and 3.3.2.bin Stockdale et al. [ 1993]), the TKE EUC
core speed was 20% greater than the PP value, in contrast to our investigation in which the MY
15UC core speed was 10% less than the )’ 1’ value (1 ‘igures 4a and 4b). The apparent disagreement
between our results and those of Delecluse et al. could be influenced by experimental design. Our
OGCM had six additionallayers @bove. 160 m. Also, different levels of complexity of turbulent
kinetic energy models were employed. The MY 2..5 -levelschemce contains three-dimensional
diffusion and advection, and the1.5-level TK1: model dots not include the effects of horizontal
shear and horizontal turbulent diffusion. Smith and Hess | 1993] have shown that a change of the
Mellor and Yamada [ 1982] model from level 2, in which advection and diffusion of turbulent
kinctic energy arc ignored, to level 2.5 significant] y alters the mixing regime. Differences between

our analyses and those by Delecluse et al. need further investigation.

4* conclusion

At the equator, 1'}" and MY simulated current and temperat urc had three generic differences:

(i) MY mixing in the near surface layer was stronger, (i) MY 1 :UC core speed was decper, and
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(iti) MY SEC had a larger vertical thickness. No substantial difference was found between PP and
MY simulationsof integral propertics of the. current and temperature. Bet ween 5°N and 9°N, PP
and M Y simulations of temperature and current were very similar.

‘J'hree generic features distinguish our Simulations and observat ions: (i) warm bias occurred
in the thermocline and a cold bias occurred in t he ncar surface layer, (ii) temperat ure was bet ter
sitnulated thancurrent, and (iii) agrecment bet ween PP and M B currents and temperat ures at the
cquator was slightly better than that between MY and MB.

Temperature Was not as good a discriminator as current because simulated and observed
ternperatures were more highly correlated compared to currents. The correlation coefficients
between simulated and observed currents and temperatures at the three equatorial sites were 0.65
and 0.94, respectively, and the difference was significant. Also, in the NECC the correlation
cocfficients between sitnulated and observed curren s andtemperat ures were 0.81and ().94,
respectively, which were significantly different.

ThePPand MY schemes have a number Of adjustable parameters, and the simulation
sensitivity to arange of values should be tested, That MY temperat ures were more uniform with
depthinthe near surface layer compared to those of 1°1" indicates the PP minimum level of mixing
was too small; a similar conclusion was rcached by Richardson and Philander [1987].

in addition to further attention devoted to vertical mixing, parameterization, increased
accuracy of simulated current and temperature require high frequency and high wavenumber
components of the surface wind ficld, parameterization of internal gravity wave motion, and
representation of salinity flux. Studies of the sensitivity of the1SUC to the parameterization of
horizontal mixing by turbulent processes arc warranted because the maximum speed of the HUC is
2 S% greater for a doubling of the horizont a cdd y viscosit y coefficient [Pacanowski and Philander,
198 1]. However, it is atenct of faith that assimilation of observations will mitigate imperfect
surface wind stress and OGCM physics and will yicld improved simulations of subsurface

temperature and current.
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14dgure 1. Annualmean PP’ and MY temperature difference along the equator during 1988.
Contour interval is 0.5°C, and ncgative values (dashed line) mean that the PP temperature was

smaller than that of MY. Arrows show locations of moored-bmy observations along the equator.

1gure 2. Vertical distributions of annual mean 1'1" and MY simulated and MB obscrved

temperatures along the equator at165°1, 140°W and 11 0°W for two (@) 1987 and (b) 1988.

1igure 3. Simulations of annual mean temperature along 140°W during 1988: (a) PP’ and (b) MY'.
(c) PP and MY temperature difference computed from (a) and (b), and negative values mean that
the 1’1" temperature was smaller than MY . Contour interval of (@), (b) and (c)is 1 °C. (d) to (f)
Vertical dist ributions of June-l)cccmber 19881' 1" and MY simulated and M13 observed

temperatures along 140°W at (d) 5°N, (c) 7°N, and (f) 9“N.

1¢igure 4. Simulations of annual mean renal current (eastward is positive, solid line; westward is
negative, dashed line) along the cquator during 1988: (8) 1’1" and (b) MY. (¢c)PPand MY
difference computed from (a) and (b), anti positive vaues (solid lines) mean that the PP current

was greater than that of MY . Contour interval of (a), (b) and (c) is 10 cm s-1.

1 igure 5. Vertical distributions of annual mean PP and MY simulated and M B observed zonal
current component along the equator at 165°1:, 140°W and 11 O°W for (8) 1987 and (b) 1988.

Posit ive valucs arc eastward and negative value.s arc westward.

Tipure 6. Vertical distributions of June.-] december 19881'1" and MY simulated and M B observed

current at 7°N, 140°W. Positive values arc castward and negative values are westward.,

1gure 7. Vertical distributions of 1987-1988 mcan 1'1" and MY vertical velocities along the

cquator at 165°E, 140°W and 11 0°W. Positive values are upward.
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