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Efficiency of Bankrupt Firms and Industry Conditions: 
Theory and Evidence 

Abstract 

We show that the incentives to reorganize inefficient firms and redeploy their assets depend on the 

change in industry output and industry characteristics. We use plant-level data to investigate the 
productivity of Chapter 11 bankrupt firms and asset-sale and closure decisions. We find no evidence 

of bankruptcy costs in industries with declining output growth, where most bankruptcies occur. In 
declining industries, bankrupt firms’ plants are less productive than industry averages and do 

not decline in productivity while in Chapter 11. In these industries, Chapter 11 appears to be a 

mechanism for fostering exit of capacity. In high-growth industries, there is some limited evidence 
of productivity declines while in Chapter 11 for a subsample of firms that remain in Chapter 11 for 
four or more years. Examining asset sales and closures by bankrupt firms and their competitors, 
we find that Chapter 11 status is of limited importance in predicting these decisions once industry 

and plant characteristics are taken into account. More generally, the findings imply that Chapter 
11 may involve few real economic costs, and that industry effects and sample selection issues are 
very important in evaluating the performance of bankrupt firms. 

Key Words: Bankruptcy, Total Factor Productivity, Industry Equilibrium. 



1. Introduction 

A key question in the corporate finance literature is whether Chapter 11 bankruptcy 
provides a mechanism by which insolvent firms are efficiently reorganized and the assets 
of unproductive firms are effectively redeployed. The literature has focused on whether 

Chapter 11 bankruptcy and the bargaining between claimants to the firm’s assets leads to 
efficient reorganizations. The effect of industry demand and supply conditions on the value 
of reorganization and real bankruptcy costs has received less attention. In this paper, we 
examine how industry conditions affect the productivity of bankrupt firms and their decisions 

to sell or scrap assets. 
Our model shows the incentives of firms to sell or close assets depend on industry demand 

and the amount of productive capacity in the industry. Using a sample of 1195 plants of 302 
firms that declared Chapter 11 and over 50,000 plants of non-bankrupt firms - representing 
both public and private firms in the US manufacturing sector - we examine the importance 
of industry, firm and plant-level factors to manufacturing productivity, asset sales and plant 

closures. 
Our paper is related to two central issues in bankruptcy research: the costs of bankruptcy 

and the factors influencing sales and closures of assets of Chapter 11 firms. As pointed out by 

Haugen and Senbet (1978), the costs of bankruptcy reorganization per se are unlikely to be 
significant .² Several recent papers, among them Harris and Raviv (1990), Diamond (1993), 
Jensen (1993), and Hart and Moore (1995), argue that bankruptcy can even be beneficial 
as a trigger that effects a change in control of the firm and the termination of unprofitable 

projects. By contrast, Giammarino (1988) and Bergman and Callen (1991) have identified 
potential conflicts that, if unresolved, may cause the firm not to maintain, sell or close assets 
optimally.³ We provide evidence on whether bankruptcy facilitates the redeployment of 
assets when they are not used efficiently by 

²For a review of the literature on bankruptcy costs see Altman (1993) or Seward and Senbet (1995). 
Warner (1977) and Weiss (1990) examine the direct costs (lawyers, accountants) of bankruptcy. Andrade 
and Kaplan (1996) also report low real costs of financial distress for a sample of highly leveraged firms. 

The resolution of bankruptcy is further complicated by coalition formation between different classes of 
investors (Bulow and Shoven (1978), Gertner and Scharfstein (1991)). 

literature has considered asset sales by firms. Rajan (1992), Diamond (1993), Brown, James, 
and Mooridian (1993) have considered how the presence of financial intermediaries (who have a comparative 
advantage in monitoring) among debtors in bankruptcy will affect the resolution of claims and the disposal 
of the bankrupt firm’s assets. Bolton and Scharfstein (1993) allow for partial liquidation and value of the 
assets to  be stochastic. 
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Central to our model is the simple idea that industry conditions affect the marginal 
product of capital and, thus, the incentives to disinvest and redeploy assets. In declining 
demand industries where the marginal product of capacity is low, bankruptcy may result from 
excess industry capacity as well as from firm inefficiency. In high-growth industries, relative 
firm efficiency may be more important to asset redeployment. If there are agency costs, 
then the redeployment may not occur optimally. In particular, in high-growth industries, 
inefficient firms may have sufficient cash flows to continue to operate assets despite high 
gains to  asset transfers. 

Our empirical results show that industry effects are important determinants of the fre- 
quency of bankruptcy and economic decisions in bankruptcy. We find that there are more 
than three times the proportion of plants of Chapter 11 firms in low growth industries as 
in high growth industries. However, in low-shipment growth industries the productivity of 
plants while in Chapter 11 bankruptcy and subsequent to emerging does not significantly 
differ from that of their industry counterparts. These plants also do not decline in produc- 
tivity during Chapter 11. Thus, Haugen and Senbet’s contention that there are no indirect 
bankruptcy costs is supported in these industries where most Chapter 11 bankruptcies occur. 

The detailed plant-level census manufacturing data we use enables us to examine how 
the composition of bankrupt firms changes as they make marginal decisions - to  retain, sell 
or close plants. After controlling for asset sales and closures, we find significant declines in 
productivity only for plants in high growth industries that immediately exit Chapter 11 or 

remain in Chapter 11 for four or more years. Thus, bankruptcy costs and the effectiveness 
of a reorganization cannot be evaluated by examining only the performance of the survivor 
firm. 

We directly examine asset sales and closures by both Chapter 11 firms and industry 
competitors. There is little evidence that Chapter 11 facilitates asset sales by less efficient 
firms. Bankrupt firms do sell plants at a higher rate than non-bankrupt firms. However, for 
the most part, this difference is accounted for by sample selection and industry conditions 
and not by bankruptcy status. Although the probability of an asset sale is not strongly 
affected by bankruptcy status, we do find that in high growth industries the plants that are 
sold by bankrupt firms experience a subsequent increase in productivity. 

For the sub-sample of plants in declining industries, Chapter 11 status is associated with 
a higher probability of closing a plant. This increased probability is caused by a greater 
sensitivity to the change in industry shipments rather than any increased tendency to  weed 
out inefficient plants. These findings suggest that Chapter 11 bankruptcy has a greater role 
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in promoting the exit of capacity from declining industries than in changing the incentives 
for firms to dispose of inefficient 

The empirical analysis in our paper is related to the study of bankruptcy outcomes 
by Hotchkiss (1995), and the study of pre-bankruptcy asset sales by Khanna and Poulsen 
(1995). We differ from these papers in several key respects. First, we embed the bankruptcy 
process in an industry equilibrium setting that yields predictions about the frequency and 
resolution of bankruptcy. Second, our data enables us to examine the performance and to  
track the closures and sales of individual plants, rather than of the firm as a whole. Third, 
our sample also includes firms that do not emerge from Chapter 11 bankruptcy protection. 
An implication of our results is that one cannot evaluate endogenous changes in corporate 
governance (boards of directors, managers) on bankrupt firms without explicitly considering 
the industry environment. 

The paper is also part of a group of articles that considers the industry environment and 
the interaction of firms’ asset sale and exit decisions with their The effect of 
demand conditions on the reorganization of insolvent firms has been recognized by Shleifer 
and Vishny They focus on asset sales and on how liquidation value depends on 
the cash reserves of firms in the same industry. The intuition behind their model is that 
informational asymmetries prevent the bankrupt firm from realizing the full value of its assets 
because of the likelihood that the most informed purchasers are also in financial distress. 
Our approach differs because we focus on whether economically efficient sales and closures 
occur and do not model the gains and losses of the various parties. 

The rest of the paper is organized as follows. Our framework is discussed in Section 
2. We discuss data and our methodology in Section 3. Section 4 contains results on firm 
productivity and the bankruptcy process. Section 5 concludes the paper. All the formal 
proofs are in the Appendix. 

related finding, by Morck, Shleifer and Vishny (1989), is that  hostile takeovers are used to discipline 
managers in poorly performing industries, but alternative mechanisms are used in healthy industries. 

‘Papers in this group include Maksimovic and Zechner (1994), Chevalier (1995), and Kovenock and 
Phillips (1995). 

and Stulz (1992) have examined the  stock price reactions t o  bankruptcy announcements by firms 
within the  same industry. They examine the  information content of the  announcement rather than the  
efficiency of reorganizations. 
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2. Bankruptcy in an Industry Equilibrium 
To provide a benchmark for our empirical analysis of bankrupt firms, we first develop a 

simple model of how productivity, asset sales and closures depend on industry conditions. 
We then use this model to  predict the characteristics of firms that become bankrupt in high 
and low growth industries and to identify possible costs of bankruptcy. 

Most models of optimal capacity liquidation in finance, such as Harris and Raviv (1990), 
analyze financial structures that induce firms to  liquidate unproductive capacity. In this 
single firm analysis, the opportunity cost of capacity is taken as exogenous, and it is optimal 
to liquidate a plant when its productivity falls below the firm’s marginal gain from operating 

Hence, the analysis suggests that there is a critical value of the asset’s marginal product 
below which it is optimal to liquidate it, and above which it is optimal to retain it. 

In multi-firm industry settings the firm’s capacity decision is more complex. At any time 
there may be firms with different cost structures producing in the industry. These differences 
may occur because different firms may choose investments that minimize costs in different 
industry demand conditions or because entrepreneurs may discover that their chosen product 
market strategy has worked out better or worse than expected. If industry demand changes, 
the comparative advantages of firms may alter and it may become optimal for some firms 
to scrap capacity. However, a less productive firm also has the alternative of liquidating 
capacity by selling it to those firms that have a comparative advantage in producing under 
the new conditions. The gain from selling a unit of capacity to other firms in the industry 
depends on the difference between the profits firms with different cost structures can realize 
from a marginal unit of capacity. This difference is endogenously determined and depends on 
industry conditions. Importantly, the demand conditions in which it is optimal to liquidate 
assets by selling them to other firms may not be the same for each firm. 

How do industry conditions affect which firms enter bankruptcy and costs in bankruptcy? 
If bankruptcy is used as a trigger to force firms to  optimally liquidate assets, the quality of 
firms going into bankruptcy may systematically vary with industry demand conditions. The 
type and relative magnitude of bankruptcy costs, if they exist, may also depend on the level 
of industry demand. In high demand industries the cost may be a failure to sell plants when 
productivity under alternative ownership is higher. In low demand industries the cost may 
be a failure to close. 

‘Dynamic models, such as Brennan and Schwartz (1985) take into account the option value of retaining 
capacity. However, they also take the liquidation value as given. 
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. . ..- 

2.1 Optimal closures and asset transfers 

We first examine the optimal transfer of assets between firms in an industry with firms of 
differing levels of productivity. Our model makes two points. First, high quality firms close 
down when their operating value falls below their salvage value. By contrast, the opportunity 
cost of capacity operated by a low quality firm can be either the salvage value of capacity or 
the value of selling out to high quality firms. As a result, the liquidation decisions of high 
and low quality firms depend in different ways on the level of demand. Second, the total 
firm value and the optimal output produced by the firm are always positively related for 
high quality firms, but may be negatively related for low quality firms. 

We make three key assumptions in order to focus on the effect of differences in efficiency 
between firms on their optimal capacity. First, the level of demand is random and when 
demand uncertainty is resolved the price of capacity adjusts to clear the market. Second, 
we assume that firms differ in their ability to obtain output from assets. Specifically, we 
assume that there are two types of firms: high and low quality firms. The firms discover 
their types only after the initial distribution of capacity is given. A proportion of firms 
are high quality firms and produce one unit of output per unit of capacity. The remaining 
1 - of the firms produce only d (d < 1) units of output per capacity unit. 

Third, we assume that the firms face increasing costs of supervision and management as 
their size increases beyond an efficient minimum Firms use a variable input, called 
labor, together with capacity units to  produce output. As capacity increases beyond the 
minimum efficient scale, firms exhibit neoclassical decreasing returns to scale, so that their 
marginal costs increase with output. Specifically, for ease of exposition we assume that a 
firm with k (k 1) units of capacity faces variable costs of to operate each period, 
where w is a positive constant that depends on the cost of labor and other inputs that all 
firms use. 

In addition to  these key assumptions that drive our model, we also make several assump- 
tions that enable us to illustrate the issues in a tractable framework. The initial number of 

firms n in the industry is given." Each firm initially owns an exogenously given production 
capacity k. Total initial capacity is given as K. Firms are assumed to  be price-takers and 
all produce a homogenous output. The market price that the customers pay for the output 

See Coase (1937) and Lucas (1978), for example, for analyses of such diseconomies of scale. For empirical 
support of decreasing returns t o  scale see Brock and Evans (1986). Decreasing returns to  scale is the simplest 
assumption that  determines a distribution of firm sizes in conjunction with price taking behavior. 

the end of this section we discuss how the entry of new firms may affect asset transfers. 
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is determined as p = a - where Q is the aggregate production, a is a positive random 
variable and is a positive constant. We also assume that the opportunity cost of funds is 
constant. To minimize notation this constant is taken to  be zero. 

There are three dates: i = 0,1,2.  At time t o ,  the firms learn the level of demand in 
the industry and their quality relative to  other firms. The level of demand a is revealed at 
time and remains constant thereafter. At time each firm has a choice of (i) using its 
entire capacity to  produce; (ii) shutting down and selling all its capacity to other firms in 
the same industry or for scrap, (iii) selling some capacity and using the reminder to  produce, 
(iv) buying capacity from other firms and producing or (v) buying new capacity from an 
external market. Capacity has a scrap value of at time and that capacity has no value 
at time We also assume that the scrap value is sufficiently low so that both high and low 
quality firms wish to operate for at least some demand levels. 

The price of one unit of capacity in a perfect market for capacity units at time is 
equal to T.  At time if the price of capacity in the secondhand market, exceeds s, new 
capacity can be purchased from the external market, with the price given by an upward 
sloping inverse supply curve, c = + > 0, where c is the total quantity of new 
capacity purchased." At time the firms that elected to  remain in the industry realize the 
profits from producing in the first period. 

Because firms' average costs increase with size, there is an equilibrium distribution of 
firm sizes. In equilibrium, firms will trade capacity units until the marginal value of each 
capacity unit is the same in each firm. For a given capacity, high quality firms produce more 
output than low quality firms and, therefore, their marginal unit of capacity has a higher 
value. As a result, in equilibrium high quality firms are larger then low quality firms. 

The optimal distribution of capacity depends on the value of the additional output that 
the high-quality firms can produce with each unit of capacity. As demand increases, and 
the value of this additional output increases. The high-quality firms in the industry acquire. 
additional capacity. This process continues until the increase in the value of output, that 
occurs when a unit of capacity is transferred from a low-quality to  high-quality firm, just 
equals the net increase in the costs of supervision. 

In the following proposition, we characterize the optimal operating policies of high and 

we are assuming adjustment costs or tha t  t h e  supply of capacity is not perfectly elastic. In a world 
in which investment instantaneously adjusts to demand conditions without increasing the  marginal cost of 
new investment, the  considerations we model are not important. In this case Tobin’s Q of all firms would 
be equal to one. 
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low quality firms as demand varies. 
Proposition Assume that the opportunity cost of capacity outside the industry is suficiently 
low so that it i s  optimal for  both high and low quality firms to operate for  some feasible level 
of demand. If the difference in productivity between high and low quality firms i s  suficiently 
big (more precisely, i f  d < -), then at : 

(1) I n  industries where demand is suficiently high the low quality firms sell all their capacity 
units to high quality firms and exit the industry. 

For industries where demand is at intermediate range, both high and low quality firms 
produce. At the high end of this intermediate range low quality firms sell capacity units to 
high quality firms. At the low end of this range, both types of firms may sell capacity for  
salvage. 

I n  industries where demand i s  suficiently low, both high and low quality firms sell all 
their capacity units for  salvage and exit the industry. 

Proof: See appendix. 
These results show that if the productivity differences between firms are sufficiently large, 

then as the demand level increases, the difference in the value of their product can become 
so large that it is more efficient to shut down the low quality firms and transfer their assets 
to high quality firms. The more inelastic the supply of new capacity, the lower the level of 
demand at which low quality firms sell off all their 

The optimal firm size distribution characterized in the proposition implies that high and 
low quality firms have different optimal liquidation policies. They are formally stated in the 
following corollary: 
Corollary For low quality firms there are two disjoint intervals of demand levels in which it 
i s  optimal to liquidate the firm’s operations totally. I n  one of the intervals both demand and 
firm value are low whereas in the other interval both are high. I t  is only optimal to liquidate 
high quality firms when the level of demand and their value is low. 

The relationship between the value of the firm and the amount of capacity operated by 
the firm is different for the two types of firms. With high quality firms the two increase 
monotonically with demand. By contrast, with low quality firms, at high demand, value is 
maximized by selling capacity. Thus, if firms are managed by agents whose compensation 
depends on the amount of capacity they control, the interest of the agents and owners will 

value of low quality firms still increases with demand as they sell off their capacity. The firm’s value 
is the sum of the market value of the firm’s assets and the firm’s profits from operations. 
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be directly opposed when demand is high and the firm is of low quality. 
In the long run, entry of new firms or increased investment by existing firms can affect the 

transfer of assets as demand changes. For sufficiently high demand new firms may enter the 
industry or existing firms may find it profitable to construct additional capacity. Over time, 
entry of new firms and the construction of new capacity by high quality existing firms would 
displace existing firms known to  be of low quality. If the attributes of high quality firms do 
not change over time, then as in Jovanovic (1982), the firms in the industry would become 
more homogeneous as the low quality firms were weeded out and the industry attained a 

long-run equilibrium. In such a long-run equilibrium transfers of capacity between more and 
less efficient firms would not be material. However, if over time the comparative advantage 
shifts among firms as a result of technological change or changes in consumer preferences, 
then transfers of assets between firms would persist in the long run, and would be affected 
by changes in the level of demand that we 
2.2 Bankruptcy and Liquidations 

Bankruptcy and financial structure fit into this framework as tools to promote optimal 
liquidation when the firm is controlled by agents who may not maximize firm value. We next 
discuss how financial structures that facilitate value maximization determine the character- 
istics of the firms that become bankrupt at different levels of demand. Below, we use these 
predictions to motivate empirical tests of bankruptcy costs: we test whether bankruptcy 
status affects the likelihood that a firm engages in value maximizing transfers predicted by 
the model. 

Several recent contributions to  the literature argue that corporate insiders have incentives 
to  continue the firm’s operations when full or partial liquidation maximizes the value of the 
corporation (see, for example, Harris and Raviv (1991), Diamond (1993) and Hart and Moore 
(1995)). If such conflicts exist, then financial structures that force the firm into bankruptcy 
when liquidation maximizes the firm’s value may be optimal. 

importance of capacity transfers would be reduced if existing high-quality firms can acquire new 
capacity by building it, rather than by buying it from lower quality firms. This generalization would not 
affect the qualitative results above if the price of new capacity increases when industry demand is high. If the  
price of new capacity is independent of demand, then the price of capacity would be completely exogenously 
determined, and would not affect the distribution of firm sizes. In practice, such perfect adjustment is 
unlikely. Unexpected demand shocks, convex costs of adjustment and fixed costs of entry into the industry 
introduce frictions into the adjustment process. The assumption that  there exists convex adjustment costs 
of adding new capacity is throughly documented in Cabellero, Engel, and Haltiwanger (1995). 
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Efficiency of Bankrupt Firms and Industry Conditions: 
Theory and Evidence 

Abstract 

We show that the incentives to reorganize inefficient firms and redeploy their assets depend on the 
change in industry output and industry characteristics. We use plant-level data to investigate the 
productivity of Chapter 11 bankrupt firms and asset-sale and closure decisions. We find no evidence 
of bankruptcy costs in industries with declining output growth, where most bankruptcies occur. In 
declining industries, bankrupt firms’ plants are not less productive than industry averages and do 
not decline in productivity while in Chapter 11. In these industries, Chapter 11 appears to be a 
mechanism for fostering exit of capacity. In high-growth industries, there is some limited evidence 
of productivity declines while in Chapter 11 for a subsample of firms that remain in Chapter 11 for 
four or more years. Examining asset sales and closures by bankrupt firms and their competitors, 
we find that Chapter 11 status is of limited importance in predicting these decisions once industry 
and plant characteristics are taken into account. More generally, the findings imply that Chapter 
11 may involve few real economic costs, and that industry effects and sample selection issues are 
very important in evaluating the performance of bankrupt firms. 

Key Words: Bankruptcy, Total Factor Productivity, Industry Equilibrium. 



1. Introduction 

A key question in the corporate finance literature is whether Chapter 11 bankruptcy 
provides a mechanism by which insolvent firms are efficiently reorganized and the assets 
of unproductive firms are effectively redeployed. The literature has focused on whether 
Chapter 11 bankruptcy and the bargaining between claimants to the firm’s assets leads to  
efficient reorganizations. The effect of industry demand and supply conditions on the value 
of reorganization and real bankruptcy costs has received less attention. In this paper, we 
examine how industry conditions affect the productivity of bankrupt firms and their decisions 
to sell or scrap assets. 

Our model shows the incentives of firms to sell or close assets depend on industry demand 
and the amount of productive capacity in the industry. Using a sample of 1195 plants of 302 
firms that declared Chapter 11 and over 50,000 plants of non-bankrupt firms - representing 
both public and private firms in the US manufacturing sector - we examine the importance 
of industry, firm and plant-level factors to manufacturing productivity, asset sales and plant 
closures. 

Our paper is related to two central issues in bankruptcy research: the costs of bankruptcy 
. and the factors influencing sales and closures of assets of Chapter 11 firms. As pointed out by 

Haugen and Senbet (1978), the costs of bankruptcy reorganization per se are unlikely to be 
significant Several recent papers, among them Harris and Raviv (1990), Diamond (1993), 
Jensen (1993), and Hart and Moore (1995), argue that bankruptcy can even be beneficial 
as a trigger that effects a change in control of the firm and the termination of unprofitable 
projects. By contrast, Giammarino (1988) and Bergman and Callen (1991) have identified 
potential conflicts that, if unresolved, may cause the firm not to  maintain, sell or close assets 

We provide evidence on whether bankruptcy facilitates the redeployment of 
assets when they are not used efficiently by 

a review of the  literature on bankruptcy costs see Altman (1993) or Seward and Senbet (1995). 
Warner (1977) and Weiss (1990) examine the  direct costs (lawyers, accountants) of bankruptcy. Andrade 
and Kaplan (1996) also report low real costs of financial distress for a sample of highly leveraged firms. 

resolution of bankruptcy is further complicated by coalition formation between different classes of 
investors (Bulow and Shoven (1978), Gertner and Scharfstein (1991)). 

literature has considered asset sales by firms. Rajan (1992), Diamond (1993), Brown, James, 
and Mooridian (1993) have considered how the presence of financial intermediaries (who have a comparative 
advantage in monitoring) among debtors in bankruptcy will affect the resolution of claims and the disposal 
of the bankrupt firm’s assets. Bolton and Scharfstein (1993) allow for partial liquidation and value of the 
assets t o  be stochastic. 
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Liquidation policy must address two different outcomes, closures when demand is low and 
asset transfers when demand is high. Consider first the liquidation region in which demand 
is low and it is optimal to  close the firm and sell its assets for salvage. Optimal liquidation 
can be effected by a debt structure that causes the firm to become insolvent when its value 
is low. Such policies affect optimal liquidation for both high and low quality firms since the 
values of the two types of firms converge for low demand. Closure of some firms may be 
optimal, not only because of relative firm inefficiency, but also because of excess industry 
capacity relative to  demand. 

Second, consider when demand is high and the optimal liquidation policy is for inefficient 
firms to  sell their capacity to efficient firms. This second liquidation region occurs when an 
inefficient firm’s value from continuing operations is less than the value of its assets to high 
quality firms. If there exist costs of financial distress or bankruptcy, it is costly to enforce 
liquidation in this region by the choice of an appropriate financial structure. Enforcement is 
difficult because in this region the overall level of industry cash flows is high. At levels of debt 
high enough to  ensure liquidation, both efficient firms and inefficient firms may also become 
insolvent if the realized demand is lower. As a result, it is optimal to  enforce liquidation in 
this region only if the costs of insolvency for firms that should not be liquidated are low, or 
if the low quality firms are so inefficient that their operating profit is very low even at high 
levels of demand. 

Several predictions, that we subsequently test empirically, can be drawn from this dis- 
cussion of asset redeployment in an industry setting: 

First, if there are costs of insolvency, debt levels are set to  force both high and low quality 
firms into bankruptcy when demand is low and to force only low quality firms that are very 
inefficient into bankruptcy when demand is high. For any fixed debt level, there will a 

higher incidence of bankruptcy in low demand industries. If there are no significant costs of 
insolvency, then debt levels are set sufficiently high to force even moderately inefficient low 
quality firms into bankruptcy at high demand. Thus, in the former case the population of 
bankrupt firms in low demand industries is close to a cross-section of the industry as a whole, 
whereas the population of firms that are bankrupt in high demand industries is significantly 
less efficient than the industry average. The greater the costs of insolvency, the greater the 
difference in efficiency between the population of bankrupt firms and the industry average 
in high demand industries. 

Second, conflicts between claimants are likely to be more severe in high demand industries 
because the opportunity cost of the firm’s assets is higher when the demand is high. Thus, 
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costs of bankruptcy, if they exist, are also likely to  be higher when industry demand is high 
than when industry demand is low. 

Third, the model predicts that an important class of potential agency costs in bankruptcy 
to  be considered in high demand industries is the failure to sell assets to  other firms in the 
industry as soon as it is efficient to  do so. We can determine whether this economic cost 
may exist by comparing productivity under new ownership of assets for bankrupt and non- 
bankrupt firms in high demand 

Fourth, the model predicts that a potentially important bankruptcy cost in low demand 
industries may be the failure to liquidate assets by closing them as soon as it is efficient to 
do so. The existence of this cost may be measured by comparing the closure decisions of 
bankrupt and non-bankrupt firms in low demand industries. 

Fifth, the observation, made by Hotchkiss (1995), that firms that emerge from bankruptcy 
are less profitable and are smaller than non-bankrupt firms does not necessarily imply that 
the bankruptcy process has failed. As the above results suggest, over some demand ranges 
it may be efficient for at  least some low quality firms to remain in the 

3. Empirical Analysis: How Important are Industry Conditions? 

We explore the previous predictions about how industry demand and supply conditions, 
along with firm factors, influence the productivity and investment decisions of firms in Chap- 
ter 11. Our null hypothesis is that value maximizing transfers occur and are related to  de- 
mand and productivity conditions, and that there are no bankruptcy costs. We investigate 
both long-run changes in industry shipments and short-run changes in aggregate industry 
investment to examine whether inefficient firms file for Chapter 11 and whether industry de- 
mand and supply conditions influence the outcomes of the bankruptcy process. The outcomes 
examined include asset sales, plant closures and reorganizations. The detailed micro-level 
plant data we use allows us to control for this changing asset composition and compare the 
productivity of assets before, during, and after emergence from Chapter 11. 

yields a lower bound because we do not know how many value maximizing asset sales do not occur 
because they are prevented by agency conflicts. 

a multi-period model there would an even larger benefit t o  low quality firms remaining in the  industry, 
operating at the minimum scale and selling surplus assets. This benefit would arise from the option value 
of remaining in the industry and gaining from either an increase in demand or an improvement in the firm's 
own efficiency. This effect is akin t o  t he  option value of not closing a loss-making mine in Brennan and 
Schwartz (1985). 
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3.1 Data 

We examine a sample of 302 firms that filed for Chapter 11. The firms had to satisfy 
two basic criteria for inclusion in our sample. First, the firm had to be a manufacturing 
firm producing products in SIC codes 2000-3999. Second, the bankruptcy had to occur in 
the years 1978-1989. Both of these requirements arise because of the unique nature of the 
micro-level data that we use to analyze plant-level productivity. The sample and tests do 
include firms which declared Chapter 11 reorganization and subsequently changed status to 
Chapter 7. We thus include all firms while in Chapter 11 irregardless of whether or not they 
emerge, thus avoiding survivorship bias. 

Our sample of Chapter 11 bankrupt firms comes from several different sources. The most 
exhaustive source we use is a comprehensive list compiled by the Securities and Exchange 
Commission, which was kindly provided to us by Douglas Berman. Our sample also includes 
firms contained in Betker (1995) and Altman (1984). Finally we examined the Street 

Index for additional firms. From these sources, 393 firms satisfied our criteria for 
sample inclusion. We then verified the outcome of the bankruptcy process using Lexis - 
Nexis and the Street Index. We classified the outcome of the bankruptcy 
process as either plan confirmed and emerged, firm still in Chapter 11, or status changed to 
Chapter 7 under which the firm was liquidated. For firms for which we were unable to find a 
bankruptcy resolution date, we located phone numbers from Business Directory and 
placed calls to these firms. We were able to verify the resolution of the bankruptcy process 
for an additional 20 firms in this manner. 

We use data from the Longitudinal Research Database (LRD), located at  the Center 
for Economic Studies at the Bureau of the Census. The LRD database contains detailed 
plant-level data on the value of shipments produced by each plant, investment broken down 
by equipment and buildings, and the number of employees. There are several advantages 
to this database in addition to detailed plant-level data. First, the database covers both 
public and private firms in manufacturing industries. This mix is especially advantageous 
when examining firms in bankruptcy. We can examine public firms which subsequently do 
not emerge from Chapter 11 or emerge as private firms. Second, coverage is at the plant 
level and output is assigned by plants at the 4 digit industry SIC code level. Thus, firms 
that produce in multiple SIC codes are not assigned to just one industry. Third, coverage at 
the plant level allows us to track plants even as they change owners. Fourth, the database 
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identifies when plants are closed and not merely changing 
The LRD covers approximately 50,000 manufacturing plants every year in the Annual 

Survey of Manufactures (ASM), the database we utilize. In the ASM, plants are covered 
with certainty if they have greater than 250 employees, and smaller plants are randomly 
selected every fifth year to  complete a rotating 5 year panel. We confine our analysis to  1977 
- 1990. We use 1977 as the starting year of our analysis because it is a complete Census 
year. Earlier name records for the firms in this panel are incomplete thus making it difficult 
to  identify bankrupt firms in the early '70s. 1990 is the last year of data available at  the 
time the analysis was undertaken. 

We matched our sample of bankrupt firms to  name records from the LRD. We were 
unable to match the names of several firms either because they were not manufacturing 
firms or because we were unable to  find the name records for the firms in the LRD. Name 
records may not be able to be matched for several potential reasons. The bankrupt firm 
may be part of a larger corporation and the name records in the LRD are frequently at  the 
division level, name changes at the firm level may not be updated in the LRD, or because 
of abbreviations in firm names that do not permit unique identification. Given that the 
remaining firms for which we were unable to  find a resolution date were generally small 
firms that changed names, we used the Longitudinal Research Database (LRD) to locate 
subsequent name changes for these firms. Of the original 393 firms, 302 firms remained 
in our final sample of matched firms with verification that there was either a resolution of 
bankruptcy or that the firm remained in bankruptcy. 

3.2 Variable Selection 

We use both plant-level efficiency variables and industry-level variables in order to  test our 
hypotheses that there are no bankruptcy costs and that value-maximizing transfers occur 
for bankrupt firms. We examine whether plant-level efficiency and asset sale and closure 
decisions are different than the decisions of industry competitors. The following section 
describes the variables used. 

potential disadvantage of this database is that  it does not have capital structure data. We have both 
private and public firms and thus cannot add this data as many of the firms are private, in addition t o  the  
extensive matching tha t  would be required. However, we identify bankruptcy status and, thus, can test our 
null hypotheses of no bankruptcy costs and that  transfers and closures are unaffected by bankruptcy status. 
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3.2.1 Productivity and Cash Flow Variables 

We calculate both productivity and a simple measure of plant cash flow for the bankrupt 
and non-bankrupt industry firms. Operating cash flow is a simple measure of performance 
that is calculated as the value of shipments less labor, materials and energy costs divided by 
value of shipments. This measure is calculated at the plant- and firm-level, noting that at 
neither the plant- nor firm-level do we have corporate overhead or corporate selling, general 
and administration expense. The cash flow measure is thus an operating margin. 

Our primary measure of performance is Total Factor Productivity (TFP). TFP compares 
the actual amount of output produced for a given amount of inputs with a predicted amount 
of output. Predicted output is what the plant should have produced given the amount of 
inputs it used. A plant that produces more than the predicted amount of output, given its 
actual inputs, has a greater than average productivity. This measure has the advantage over 
the simple cash flow measure in that it is much more flexible - and does not impose the 
restriction of constant returns to scale and constant elasticity of scale that a “dollar-in” - 
“dollar-out” cash flow measure imposes. 

In calculating the predicted output of each plant we make an assumption about the 
functional form of the firm’s production function which defines the relationship between the 
plant’s inputs and outputs. We then obtain TFP as the residual from the estimation of a 

production function using all plants in the industry from 
We assume that all the plants in our sample have a translog production function. This 

functional form is a second-degree approximation to any arbitrary production function and 
thus takes into account interactions between To estimate predicted outputs we 
take the translog production function and run a regression of log (total value of shipments) 
on log of inputs - including cross product and squared terms: 

approach follows Kovenock and Phillips (1995). Alternatively, predicted outputs for each plant can 
be calculated using averages of each of the inputs in the  industry and the  plant’s own inputs. However, the  
regression approach has the advantage that  the  calculated average TFP is zero for each industry. Thus, the  
TFP numbers we present describe the  plant’s productivity relative t o  others in the industry. An additional 
advantage of our approach is that  it does not impose constant returns to  scale nor constant elasticity of 
subst it ut  ion. 

“The translog production function has been used by Kim and Maksimovic (1990) in a study of agency 
costs and airline productivity and by Caves and Barton (1991). 
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where represents output of plant in year t ,  the quantity (j, k = 1, ..., N ) ,  denotes the 
quantity of input j or k used in production for plant for time period t. is a technology 
shift parameter, assumed to be constant by industry, and = indexes returns to 
scale. We standardize plant-level TFP by dividing by the standard deviation of TFP for each 
industry. Thus, our results are not driven by differences across industries in the dispersion 
of productivity in each industry. 

In estimating the TFPs for plants in our sample we use data for over 500,000 plant years, 
and approximately 50,000 plants each year. Over 90 percent of the plants in the ASM in 
this period are in an industry in which a firm has filed for Chapter 11. As explanatory 
variables in the productivity regression for each industry we include three different types of 
inputs: capital, labor, and materials. All of these data exist at the plant level. However, 
the ASM does not contain the actual quantity shipped by each plant but rather the value 
of shipments. As a result, we take the difference between actual shipments and predicted 
shipments as our measure of TFP. Inflation adjustments to the data are made using 4 digit 
SIC code data from the Bartelsman and Gray (1994) database. Depreciation adjustments 
are made at the two digit level using data from the Bureau of Economic Analysis. These 
inputs and how we account for inflation and depreciation of capital stock are described in 
more detail in Kovenock and Phillips 

In addition to the productivity and cash flow variables at the plant level, we include other 
firm and plant-level variables to help control for unmeasured productivity differences and 
other factors such as size that may influence the asset sale and closure decision. We include 
the log of firm size, relative plant scale, plant age and the number of plants a firm operates. 
Firm size is the total value of shipments. The number of plants and size may influence the 
closure decision as firms may reallocate production to other plants if there is underutilized 
capacity. Plant scale is the plant’s asset size divided by the average asset size for plants in 
each industry. Plant age is the earlier of 1972, the first year of the database, or the first year 
the plant appeared in the database. 

3.2.2 Industry Variables: Shipments and Capacity Utilization 

We focus on shipment or output growth and industry conditions for three reasons. First, 
we want to capture what is the value of capital and the value of transferring assets in an 
industry. Second, there may be an “option-like” effect. Firms may be less likely to close 

a more detailed description of the  the  Longitudinal Research Database (LRD) see McGuckin and 
Pascoe (1988). 
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unproductive plants because variable demand makes it valuable for firms to remain in the 
industry. Third, there may be a cash constraint effect. If bankrupt firms in high growth 
industries are less cash constrained than those in low growth industries, then managers may 
not sell or close assets at the optimal time. 

We calculate several different measures of industry demand and supply conditions. Our 
central variables are the yearly and long-run changes in industry shipments, industry-level 
research and development and capacity utilization. For industry shipments we use the Bar- 
telsman and Gray (1994) database at  the National Bureau of Economic Research (NBER) at 
the 3 digit SIC code level. We use industry shipments and investment data to investigate if 
long run changes in an industry affect the number of firms entering and leaving bankruptcy 
and the relative performance of these firms. 

Industry research and development is calculated from COMPUSTAT firm-level data and 
represents research and development and advertising weighted by the firm’s percentage of 
industry sales aggregated up to the 3 digit SIC code level. Industry research and development 
is included to capture how industries may differ by whether they may be creating specialized 
or unique products that are hard to value because of differences in quality and information. 

Capacity utilization is obtained from the The Annual Survey of Capacity Utilization, a 
publication of The Bureau of the Census. The capacity utilization measure we use from 
this survey is output as a percentage of normal full production at the 3 digit SIC code 
level. Capacity utilization is included to capture changes in the supply relative to demand 
conditions and to examine whether excess capacity may exist in industries that could cause 
firms to optimally close down plants. 

Our model suggests that the level of industry demand is important in determining the 
incentives of firms to transfer assets and of the gains to managers of acting opportunisti- 
cally. To investigate whether these changes in incentives alter the relationship between the 
explanatory variables and actions (closures, asset sales) we divide our sample of industries 
into quartiles by level of demand. Where appropriate, we report results for both the entire 
sample and the quartiles. 

Industries are classified into “demand” or change in shipment quartiles by constructing 
an index of long-run changes in real industry shipments over a 10 year period. We include 
all industries in constructing these quartiles - not just those which have firms entering bank- 
ruptcy. We measure the change by using the log of a three-year average of total shipments 
during the years 1986-1988 divided by the three year average from 1977-1979. We use total 
value of shipments - a production based number - for U.S. producers. Thus this measure will 
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also capture cost shifts from increased foreign imports or shocks to  production costs, as well 
as demand changes in the industry. We use a three-year average as the endpoints to  avoid 
short-term changes in demand. We classify all the three digit SIC industries in our database 
into quartiles based on our index of long-run changes in industry shipments. Three digit 
SIC industries are used to  prevent smaller four digit industries from being overrepresented 
in any quartile. Next, we examine the productivity of the bankrupt firms’ plants in these 
quartiles. 

Note that by design we will not have a similar number of firms in each quartile. If 
certain industries have more firms and also more bankruptcies, the quartile containing these 
industries will have more firms represented. This enables us to  examine whether industries 
with low growth have a higher frequency of bankruptcies and whether productivity of these 
firms is both significantly different from other firms in their quartile and from firms in other 
quartiles. 

In addition to  shipment growth quartiles, we also classify industries by annual changes 
in aggregate investment. We classify industries into quartiles by examining investment ex- 
pressed in real 1982 dollars divided by total industry assets, again in real 1982 dollars. We use 
the Bartelsman and Gray data for investment and assets along with their constructed price 
deflators. Classifying industries in this fashion provides an aggregate industry-level mea- 
sure of investment in an industry. These investment changes are a proxy for the marginal 
productivity of capital in an industry and the expectation of future returns in the industry. 
We then examine the relative number and productivity of plants for the bankrupt firms in 
each quartile. Again, there is no reason to expect a similar number of firms across quartiles. 
Using this procedure we examine whether bankrupt firms in industries with high investment 
have lower productivity than industry non-bankrupt firms and whether investment rates are 
lower than industry non-bankrupt firms. We also examine whether productivity decreases for 
firms while they are under Chapter 11 bankruptcy protection, for firms in each investment 
quartile. The results are similar using this classification and are available from the authors. 

4. Results 
4.1 Summary Statistics 

Table 1 presents summary statistics for the firms and plants in our sample. Inspection of 
Table 1 reveals that in our sample the plants of bankrupt firms are on average bigger than 
those of non-bankrupt firms (average value of plant-level shipments of $61.95m and $29.76m 
respectively) and somewhat older (11.5 and 8.2 years respectively). In the whole sample, 
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the average standardized TFP of plants of firms that filed for bankruptcy, calculated the 
year prior to filing of Chapter 11, is -0.048. Thus, these plants do have a lower productivity 
than their industry averages. The difference across all industries and all shipment growth 
quartiles is statistically significant at the 10 percent level. 

Table 1 also shows the median growth in real industry shipments for each industry quartile 
and the summary statistics of the frequency of Chapter 11 bankruptcies across quartiles. 
There is a large difference in the real growth of industry shipments between quartile one 
and quartile four. In quartile four shipments increase by 23.14 percent over the 10 year 
period, while in quartile one they decrease by 33.93 percent. There is also a large difference 
in the frequency of Chapter 11 across quartiles. The proportion of plants in Chapter 11 falls 
monotonically from 3.23% to 0.98% as we move from low growth industries to high growth 
industries, suggesting that the incidence of bankruptcy depends on industry demand. 

Table 1 goes here 

4.2 Industry Conditions and Bankruptcy 
In this section we show how the efficiency of firms’ plants and the numbers of plants 

entering and emerging from bankruptcy vary with industry growth. We test the first two 
of our predictions regarding the existence of bankruptcy costs from the theoretical model. 
First, in Table 2, we test whether the population of bankrupt firms differs across high and low 
growth industries. Second, in Table 3, we examine whether there are declines in productivity 
during bankruptcy and whether these declines are greater in the high growth industries. 

Table 2 provides evidence on the relative productivity and cash flows of Chapter 11 
plants before, during and after emergence from bankruptcy. This table includes plants of 
firms which do not emerge from Chapter 11 as well as those plants which eventually emerge, 
are sold off, closed or transferred to Chapter 7 ,  for the years in which they are in Chapter 
11. Thus, these initial data do not control for changes in the composition of firms over time 
as firms make partial firm asset sale and closure decisions. 

Insert Table 2 

Table 2 presents industry-adjusted productivity statistics by year - relative to the year 
the firm filed for Chapter 11, which we call year zero. In the interest of space, we present 
data only for the total sample and quartiles one and 

The largest differences in average plant productivities are 
for quartiles two and three are available from the authors. 

four. The last column of the table 

between quartiles one and four. The results 
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tests whether there is a significant difference between the productivities of plants in quartile 
one and quartile four. 

Panel A reports average total factor productivity of plants of bankrupt firms relative to 
industry counterparts for the two years prior to filing for Chapter 11 protection. Panel B 
presents average industry-adjusted productivity for years while the firm is under Chapter 11 
protection and Panel C, for the years after emerging from Chapter 11. These panels also 
report t-statistics for this average and for the unreported change in productivity relative 
to year prior to Chapter 11. The unreported changes can be calculated by subtracting the 
average productivity in the year prior to  Chapter 11 from the productivity for the year in 
quest ion. 

Inspection of Panel A reveals that on average, across all quartiles, plants have signifi- 
cantly lower productivity than their industry counterparts. However, this significant negative 
productivity is concentrated in Quartile 4. The average productivity for the other quartiles 
in the year prior to Chapter 11 is not significantly different from their industry counterparts. 
Quartile one does have negative average productivity, however, this difference is insignificant. 

In Panel B, we test for whether the average productivity is significantly different from 
zero and whether there are significant declines in productivity relative to  year -1. For the full 
sample the average industry-adjusted productivity in year 0 is negative and significant. All 
other industry-adjusted levels are insignificant. However we find very different results when 
we subdivide by quartiles: In quartile one the average levels are positive, albeit insignificant, 
for four of the five years covered while the firm is under Chapter 11 bankruptcy protection. 
In quartile four, the average industry-adjusted productivity is negative, and significant, in 
four of the five years. 

In the last column, we test for equality of means across quartiles and find significant 
differences between quartiles four and one. In 3 out of 5 years during Chapter 11, the 
average industry-adjusted productivity, reported in table 2 in quartile four are significantly 
different from quartile one. This initial evidence indicates that for firms in industries with 
low or negative demand growth, Chapter 11 does not seem to be associated with relatively 
inefficient operat ions. Secondly, these findings show that differences between industries are 
important in determining the relative productivity and cash flow while in Chapter 11. 

We next test whether the average productivity of plants of firms in Chapter 11 changes 
during bankruptcy relative to  the year prior to  bankruptcy. The table only presents the 
t-statistic for this change in productivity, since the actual change can be computed using 
the level at time -1 and the reported level from that year. For the full sample and quartiles 
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one and four there is no evidence of significant changes in industry-adjusted productivity. 
Thus, we cannot reject the hypothesis that the plants of bankrupt firms do not decline in 
productivity in Chapter 11, either for the whole sample or for the quartiles separately. 

However, this table only gives us the change in the average productivity for assets that 
remain associated with bankrupt firms and does not control for changing asset composition 
because of asset sales and closures. We revisit the question of whether plant productivity 
declines during Chapter 11 in Table 3, where we control for changing asset composition.. 

Panel C shows the productivity of the plants of firms which emerged from Chapter 11. 
Average productivity is on emergence is negative and significant at the 10 percent level for 
the whole sample and for the low growth quartile. Only in the year of emergence do we find 
that industry-adjusted average productivity is significantly different from zero. In no years 
do we find that the change in industry productivity relative to the year prior to Chapter 11 is 
significantly different from zero. However number of plants the firm operates on emergence 
has declined sharply to  372 plants out of 1075 plants. Plant counts are low because of asset 
sales and closures in addition to the firm failing to emerge from Chapter 11. We directly 
examine asset sale decisions in Tables 4 6  and closure decisions in Tables 7-9. 

We also examined cashflows of plants of Chapter 11 firms. The overall findings are 

consistent with Table 2, thus in the interest of space, we do not present these findings. We 
did find some interesting patterns when looking at  average cash flow unadjusted for industry 
averages in the year prior to bankruptcy. Average cash flows of plants (.212 in year t-1), 
that had negative industry-adjusted productivity in quartile four in year t-1 in Table 2, are 
significantly higher (t-statistic = 2.75) than cash flows of plants of firms in quartile one (.144 
in year t-1) whose productivity is not lower than that of their industry. This finding tells 
us that industry effects are very important. Plants that are relatively very unproductive in 
growing industries have higher cash flows than plants of firms that not less productive than 
their industry average in declining industries. 

Table 3 directly controls for the changing asset composition of firms’ assets while they 
remain under Chapter 11 bankruptcy protection. The productivity in the year prior to 
Chapter 11 and the change in productivity relative to that year are presented. Each row of 

Table 3 follows the same set of plants over time, based on the number of years the plants 
are in Chapter 11. Thus, for example, in the two-year row, if plants are sold or closed prior 
to the end relative year 2, or retained for more 3 years, we exclude those plants in this row. 

Insert Table 3 here 
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Inspection of Table 3 reveals significant differences between quartiles one and four. In 
industries with the lowest output growth, there is no significant decline in industry-adjusted 
productivity in Chapter 11. Thus, there is no evidence of any costs of bankruptcy in the 
form of declines in productivity, in the low growth quartiles. There is evidence that plants 
in quartile one that exit within a year are on average less productive than their industry 
counterparts in year t-1 - but they do not suffer significant declines while in Chapter 11. 
In quartile four the productivity of bankrupt firms’ plants shows a different pattern. After 
controlling for composition changes, the productivity of firms’ plants that remain in Chapter 
11 for four or more years significantly declines for years -1 to +2, -1 to +3 and -1 to +4. 
These declines are also significantly different from the productivity changes in quartile one. 

The results in tables 2 and 3 do not allow any conclusions about whether or not bankrupt 
firms in the highest quartile should be making different economic decisions. However, we 
can conclude that in high output growth industries, bankrupt firms’ plant-level productivity 
significantly declines when they remain in Chapter 11 four or more years. The evidence is 
consistent with a different population of bankrupt firms based on industry growth and a 
potential cost of Chapter 11 bankruptcy - the failure to transfer or close low-productivity 
assets. In the next section we examine whether the outcomes (asset sales and closures) vary 
depending on industry conditions. 

4.3 Chapter 11 Outcomes: Asset Sales and Plant Closures 
In this section we examine asset sale and closure decisions of Chapter 11 and industry 

firms. We present average productivities for plants sold, closed and retained, and estimate 
logistic regressions to evaluate the effects of industry-, firm- and plant-level variables on the 
probability of asset sales and closures. The logistic regressions enable us to test whether, 
conditional on these variables, bankrupt firms’ asset sale and closure decisions are similar to 
those of industry firms and sensitive to the same set of variables. 
4.3.1 Asset Sales 

This section examines asset sales for bankrupt firms for before, during and after Chapter 
11. The plant-level focus of the database allows us to examine the productivity of the 
individual plants under new ownership. We also test for whether the productivity of the 
firms’ remaining assets is on average lower because the firm has sold off its more productive 
assets. Our theoretical model makes three predictions about asset sales. First, relatively 
more asset sales will occur in high growth industries. Second, if there are increased conflicts 
of interest in bankruptcy, the frequency of asset sales will be reduced in these industries. 
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Third, for those asset sales by bankrupt firms which do occur, the increase in the productivity 
of assets sold will be greater under new ownership in high-growth industries. 

Table 4A presents the results of a simple regression for bankrupt and non-bankrupt 
plants. We regresses the change in the productivity of the sold plant on plant-, firm- and 
industry-level variables. Three indicators for the bankrupt status of the firm are included. 
The variables BEFORE, DURING, AFTER equal one for the years prior to, during, and after 
emerging from Chapter 11, respectively. We interact the during-bankruptcy indicator vari- 
able with lagged plant cash flow and the industry-level variables. These during-bankruptcy 
interactions are indicated with a prefix. 

Table 4A 
Productivity of Asset Sales 

Firm-level variables include log of firm shipments, FSHIP, and the number of plants for the 
firm, FPLANTS. Industry-level variables include the change in industry shipments, ISHIP, the 
standard deviation of industry shipments, DSD, industry-level research and develo ment, RD, and 

plant size divide by average industry plant size, plant age, AGE, and cash flows divided 
by sales CASHF. We include three indicators for the bankru t status of the firm: BEFORE, 

AFTER equal one for the years prior to, during, emerging from Cha ter 11 
respectively. We interact the during bankruptcy indicator variable with lagged plant cash apte flow 
the industry-level variables. The during bankruptcy interactions are indicated using a D prefix. We 
also include unreported year dummy variables. (pvalues are in parentheses. n = 5109, R²=.052) 

industry-level ca acity utilization, CAPUTIL. La ed lant-level variables inclu e relative scale, 

= .117 + .872*** .001 .009 .000 
(.490) (.0001) (.492) (.312) (.968) 

+ .003 
(.646) (.067*) (.204) (.672) (.001) 

.757 .594 .001 .762*** 

+ .047 BEFORE- .677 DURING- .001 AFTER- 2.17 D 6.56 D 
(.428) (.426) (.994) (.225) (.334) - 

+ .002 D 1.62*** D 
(.852) (.006) 

***,**,* = significant at the 1, 5, 10-percent level, respectively, using a two-tailed t-test. 

The results in this table support the model’s prediction that the greatest increase in 
productivity following asset transfers occurs when industry shipments are high. Thus, the 
economic cost of imperfections that impede timely asset transfers is likely to be greatest in 
high growth industries. Lagged plant-level cash flow is negatively associated with the gain in 
productivity. Plants with low cash flow do experience productivity gains upon sale. Other 
plant- and industry-level variables are not significantly related to  increases in productivity. 
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In particular, there is no evidence that, conditional on a sale occurring, asset specificity, as 

measured by industry research and development, affects the gains under new ownership. 
We find only limited evidence that bankruptcy status affects the productivity gain of 

sold plants. We do find that the during Chapter 11 dummy variable interacted with plant- 
level cash flows has a positive effect on the change in productivity of plants sold. This 
finding suggests that asset sales of bankrupt firms with relatively higher cash flows than 
their industry counterparts are more likely to increase in productivity. There is no evidence 
of a delay in asset sales by bankrupt firms - a specific type of bankruptcy cost that was one 
of the predictions from our model. 

Table 4B shows the productivity of sold and retained plants for bankrupt and industry 
firms’ plants by quartile. The results are presented in four panels. Panels A, B, and C 
examine the assets sold off by Chapter 11 firms and their industry counterparts, before, 
during and after Chapter 11 respectively. We get a matching set of industry asset sales for 
each of these periods by getting all assets sales for the 4 digit SIC code of the bankrupt firm. 
We assign these industry asset sales to the before, during, and after Chapter 11 periods based 
on the status of the bankrupt firm in that industry. Lastly, panel D examines the productivity 
of the plants of industry purchasers, not including the plants that they purchase. 

Insert Table 4B here 

Inspection of Table 4B reveals several findings. First, more asset sales occur by Chapter 
11 firms in high growth industries. Panel A shows that prior to Chapter 11, conditional on 
selling a plant, bankrupt firms sell 52.4% of their plants in the high growth quartiles versus 
41.3% in low growth quartiles. Panel B shows that during Chapter 11, bankrupt firms sell 
58.75% of their plants versus 44.37% in the bottom two quartiles. Both these proportions 
are higher than their industry counterparts. 

Second, Panel B shows that the productivity of plants sold only improves in the two 
high growth industry quartiles. In Chapter 11, the productivity of the 47 plants sold in 
quartiles 3 and 4 significantly increases under the new owners. In Panel A and B, we also 
examine the plants retained by the firms and not subsequently sold off, finding that the 
plants retained in high growth industries are of lower productivity than the ones sold off - 
while for industry firms, plants retained are of significantly higher productivity than those 

The last finding of this table, in Panel D, is that purchasing firms’ existing plants 

productivity of plants sold off after Chapter 11 are not presented as there were few partial firm 
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are more productive than the industry average - both before and after the purchase. This 
finding does not differ much by quartiles. 

These results show the importance of changes to industry output to the asset sale process 
for all firms. More asset sales occur in high output growth industries. Second, bankrupt firms 
sell their relatively more productive plants in high growth industries and these plants improve 
in productivity under their new owners. The evidence is consistent with the prediction of 
the model that there is higher value of asset reallocations in high growth industries. The 
finding of increased productivity under new owners is consistent with a cost of bankruptcy - 
if these transactions, occurring earlier, would have produced gains. We investigate the asset 
sale process further by examining whether the probability of selling a plant, conditional on 
industry and productivity variables, is different for bankrupt and non-bankrupt firms. 

Table 5 presents logistic results examining the probability of selling plants. The regres- 
sions include industry-level variables, along with plant- and firm-level variables and interact 
several of these variables with indicators of bankruptcy status. We run regressions for the full 
sample and for quartiles one and four of our long-run, 10-year change in industry shipments. 
The last column also presents a test of whether coefficients are significantly different between 
quartiles one and four. We test for differences by running a regression for all quartile one and 
four firms with a quartile four dummy variable interacted with the independent variables. 
We present the p-value for these interaction variables in the last column. 

Insert Table 5 here 

Table 5 shows that there are only limited differences between Chapter 11 and industry 
firms. For all firms, bankrupt and non-bankrupt, the industry variables - change in indus- 
try shipments, capacity utilization, industry R&D and the standard deviation of industry 
shipments are highly significant at  the less than the one percent level. These results, in 
conjunction with Table 4A, show that growth in industry output positively affects both the 
frequency of asset sales and the productivity gain from asset sales, results consistent with 
our model. This suggests that the lower frequency of assets sales by bankrupt firms in low 
growth industries is not caused by imperfections that cause constrained firms to sell assets. 
The significance of the coefficients on our cash flow variable supports this conjecture. Plant- 
level cash flows are highly significant and positively related to the probability of selling a 
plant. 

asset sales in quartiles 3 and 4 - preventing these numbers from being disclosed under government disclosure 
restrictions. 
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The results in Table 5 also show that asset sales are more frequent in industries with high 
research and development. This suggests that increased asymmetry of informat ion in these 
industries does not impede the efficient transfer of assets. This is consistent with the finding 
in Table 4A that the level of research and development in the industry does not predict the 
change in productivity of sold plants. 

There are some limited differences between the Chapter 11 bankrupt and industry firms. 
The coefficient on the dummy variable for the years before Chapter 11 is positive and highly 
significant. Chapter 11 firms are selling more assets before they enter Chapter 11. However, 
the dummy variables for the during and after Chapter 11 periods are insignificant. This 
finding shows that while in and after emerging from Chapter 11, bankrupt firms make asset 
sale decisions that are, on average, similar to their industries. 

We also investigate whether asset sales of bankrupt firms are more sensitive to industry 
and productivity variables. We interact the before Chapter 11 and the during-bankruptcy 
dummy variables with total factor productivity, industry research and development, change 
in shipments and capacity utilization. There were no significant interactions between the 
before bankrupt-firm dummy and our independent variables. For the full sample of bankrupt 
firms there were also no significant interactions between the during-bankrupt firm dummy 
and the independent variables. 

We do find differences in the during-bankruptcy interaction variables when we split our 
sample by quartiles. In quartile one, plants of Chapter 11 firms in industries with high 
research and development are more likely to be sold, while in quartile four they are 
likely to be sold. These results are consistent with the population of firms in quartiles one 
and four being different. For all firms in quartile four, high research and development in the 
industry is associated with increased asset sales. By contrast, for bankrupt firms the rate is 
lower. This suggests that failed research and development and not asymmetric information 
is responsible for lower rates of asset sales by bankrupt firms in this quartile. 

Other significant interactions also exist in quartile four. In quartile four, plants that 
are more productive and are in industries experiencing greater growth are more likely to be 
sold. This is consistent with our findings in Table We also find a significant negative 
interaction between firm-level cash flow and during bankruptcy dummy variable. These 
findings are also consistent with the bankrupt firm in the high growth quartile selling off its 
more efficient plants to raise cash. 

that  industries are classified into quartiles by growth over the  whole sample period, whereas the  
change in industry shipments is calculated annually. 
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The last column of this table reports p-values for tests of the equality of coefficients 
between quartiles four and one. The firm and plant specific productivity variables have a 
similar effect in high and low growth quartiles for both bankrupt and nonbankrupt firms. 
The only two firm specific variable that have a differential effect by quartiles are the number 
of plants a firm operates and plant age. It is mainly the industry variables, including the 
industry variables interacted with the in Chapter 11 dummy variable, that have significantly 
different effects in the high and low growth quartiles. 

Insert Table 6 here 

In Table 6 the economic significance of our results is presented by calculating the esti- 
mated probabilities of assets sales by bankrupt and non-bankrupt firms. The probabilities 
are computed at the means of all variables for the bankrupt sample and at the means of the 
non-bankrupt sample variables.²³ TFP is then varied from the 10th to the 90th percentile 
to examine how productivity differences affect the probability of asset sales for both of these 
samples of plants. Panel A illustrates that transition into bankruptcy does not have an 
economic important effect on the probability of asset sales. The probability of asset sales is 
similar in bankrupt year t+1 and in year t-1. Bankrupt firms do have a higher probability of 
selling assets, but this increased probability is driven by the differences in the mean values of 
our explanatory productivity, firm-level cash flows and industry variables for bankrupt and 
nonbankrupt firms. Evaluating the probability of asset sales by bankrupt firms at the mean 
of the data of the non-bankrupt sample, we find a 3-4 percentage points lower probability 
of asset sale. Evaluating the non-bankrupt firm’s probability of sale at the mean of the 
bankrupt sample, there is a 2-2.5 percentage ‘points increase in the probability of an asset 
sale. Thus, approximately two-thirds of the increased probability of sales by bankrupt firms 
is accounted for by differences in the sample means and one third by the before bankruptcy 
and during bankruptcy dummy variables. The during-bankruptcy interaction variables do 
not contribute significantly to the results. 

The one case where there is an economically important difference for asset sales in bank- 
ruptcy is in quartile four. When we examine the probability of an asset sale by quartiles 
in Panel B, we find that for quartile four firms the probability of an asset sale in the year 

calculating the probability of an asset sale for the same subsample of data, the only difference ²³When 
between bankrupt and nonbankrupt firms’ probability in year t-1 will be the  effect of the bankrupt firm 
dummy. In year t+l for the bankrupt firm, we add the  during bankruptcy variable and its interactions. This 
procedure thus controls for differential data such as productivity differences. 
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subsequent to bankruptcy, increases with TFP. This is consistent with our earlier finding 
that quartile four firms sell their better assets in bankruptcy. 

The results support our model’s predictions about there being a higher value of real- 
location for all firms, bankrupt and non-bankrupt, in high growth industries. We find no 
evidence of a lower rate of asset transfers for bankrupt firms. Thus the third prediction of 
our model, that a cost of bankruptcy in high growth industries is the failure to sell assets 
to more efficient firms is not supported. More asset sales do occur for bankrupt firms and 
the industry and plant productivity variables are highly significant in explaining these asset 
sales. 
4.3.2 Plant Closures and Liquidations 

In this section we consider plant closures by and liquidations of bankrupt firms. We first 
present average productivity numbers for closed plants and frequencies of closures for both 
bankrupt and industry firms. Next we examine whether the industry-, firm- and plant-level 
factors are associated with the decision to close a plant. We examine if there is any delay 
in closing plants by bankrupt firms - a potential bankruptcy cost that is predicted by our 
model if conflicts of interest are higher in bankruptcy. 

Insert Table 7 here 

Table 7 reveals that proportionally fewer closures occur in high shipment growth quartile 
four than in low growth quartile one industries. The plants closed in high growth industries 
are of significantly lower productivity than those closed in low growth industries. These 
findings show that relatively more unproductive plants remain open in the high growth in- 
dustries, consistent with the finding in Table 2 of declining productivity in the high growth 
quartile four. This may occur because the plant may earn enough profits to cover variable 
costs. It may also be in a plant owner’s interest not to sell or close an unproductive plant 
in a high growth industry because of the possibility of future productivity increases. Non- 
pecuniary benefits of control may also decrease the incentives to transfer or close assets. We 
next investigate whether industry characteristics can explain the probability of plant closure 
using logistic regressions. 

The regressions include industry-level variables along with plant- and firm-level variables 
and interactions of several of these variables with indicators of bankruptcy status. We 
present logistic results for the full sample and for quartiles one and four. As in table 5, the 
last column presents a test of whether coefficients are significantly different between quartiles 
one and four. We test for differences by running a regression for all quartile one and four 
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firms with a quartile four dummy variable interacted with the independent variables. We 
present the p-value for this interaction variable in the last column. 

Insert Table 8 here 

Overall, we do not find evidence of costs of bankruptcy in the form of delay or failure 
to close plants. The logistic regressions show that for all firms the industry-level variables, 
change in industry shipments and weighted industry research and development, are highly 
significant at  the less than the one percent level. We find that the probability of closure is 
negatively related to the change in industry shipments. Plant-level cash flows and produc- 
tivity are also significantly negatively related to closures. Both results are consistent with 
economic efficiency. 

While there are some differences between firms that experience bankruptcy and non- 
bankrupt firms, we find limited evidence that being in Chapter 11 affects closing decisions. 
After controlling for other variables, firms that declare bankruptcy have increased rates of 
closures before Chapter 11 and after Chapter 11 but not during Chapter 11. The coefficient 
on the dummy variables for before and after Chapter 11 are positive and highly significant. 
However, the variable indicating that the firm is in Chapter 11 is not significant. 

We interacted the before, during, and after Chapter 11 bankrupt-firm dummy variables 
with total factor productivity, cash flow, industry research and development, change in 
shipments and capacity utilization. There were no significant interactions between the before 
and after Chapter 11 bankrupt-firm dummy variables and the industry variables. We do not 
report these interactions. 

There were significant interactions between the during Chapter 11 dummy variable and 
our independent variables. While in Chapter 11, firms’ closing decisions were more sensitive 
to the change in industry shipments and the level of industry research and development. The 
interaction with the change in industry shipments is negative and significant, showing that a 
decline in shipments causes the probability of closure to increase. The increased sensitivity 
to industry shipments suggests that the bankrupt firms’ plants are marginal plants in the 
industry. The negative association between the interaction of bankruptcy and industry 
research and development shows that firms are closing more in industries with low research 
and development. This finding is consistent with there being fewer perceived growth options 
in these industries. 

Except for the case of quartile four firms, we find no evidence that the productivity of 
plants closed by bankrupt firms differs from that of plants closed by other industry firms. 
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In quartile four, there is a negative interaction, significant at the 10 percent level, between 
total factor productivity and the in-bankruptcy variable. Thus, as productivity increases 
these plants are less likely to be closed. No significant interactions exist between cash flow 

and the in-bankruptcy variable. This indicates that cash flows do not differentially effect 
closure decisions of bankrupt firms. 

The last column of this tables tests whether coefficients are significantly different be- 
tween quartiles four and one. We report pvalues for this test in the last column of this 
table. The significant differences between these quartiles are in the effect of the industry 
and productivity variables for all firms. For bankrupt firms, we find significant differences 
between quartiles one and four in the effect of the industry research and development. In 
high growth quartiles, increased industry research and development is associated with a lower 
probability of closing a plant. 

Insert Table 9 here 

In Table 9 we investigate the economic significance of our results. As in the case of 
asset sales, we compute the estimated probabilities of plant closures at the means of all 
variables for the bankrupt sample and at the means of the non-bankrupt sample. In this 
table, we examine how the change in industry shipments affects the probability of closure 
for the bankrupt and non-bankrupt samples. We find that the probability of closure is 
higher for bankrupt firms. At the 50th percentile, the probability of closing the year prior 
to bankruptcy is 3.11 percent for bankrupt firms and 1.64 percent for non-bankrupt firms, 
both evaluated at the mean of the variables of the bankrupt firm sample. The increased 
probability is related to the higher sensitivity of bankrupt firms’ closure decisions to the 
industry variables interacted with the during-bankruptcy dummy variable. We also find a 
striking difference between quartile one and quartile four. At the means of these quartiles, 
the probability of closing is 9.1 percent for quartile one and only 0.38 percent for quartile 
four. These results show that average closure rates are significantly higher and economically 
important for bankrupt firms in the low growth quartile. In declining industries, Chapter 11 
appears to be a mechanism for fostering the exit of capacity. 

The final piece of evidence examines firms that convert to Chapter 7 from Chapter 11. In 
Chapter 7 the firm does not emerge but either sells or closes all its plants. All the prior tables 
did include these Chapter 7 firms while they were in Chapter 11 - thus avoiding survivorship 
bias. We remove the firms which subsequently file for Chapter 7 firms from the full Chapter 
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11 set in this table. Thus this table compares firms selected for Chapter 7 liquidation with 
those that emerged or remain in Chapter 11. In Panel C, columns 1 and 3 represent the 
years after Chapter 11 for firms emerging from bankruptcy. Columns 2 and 4 represent the 
years in Chapter 7 after transferring from Chapter 11 for the bottom 2 and top 2 quartiles, 
respectively. We assign firms to  Chapter 7 based on the year end status, thus some firms 
transfer to  Chapter 7 within the same year of declaring Chapter 11. Year 0 is not included 
in this panel because in this year firms spend part of the year in Chapter 11 and part of the 
year in Chapter 7. 

Insert Table 10 here 

Inspection of Panel C in Table 10 shows that the productivity of plants while in Chapter 
7 is much lower than the productivity of plants of firms that emerge from Chapter 11. The 
productivity of these plants of Chapter 7 firms is also much lower than the productivity 
of plants while firms are in Chapter 11, shown in Panel B. There are also more Chapter 7 
liquidations in the lowest two shipment growth quartiles. The lower productivity of Chapter 
7 plants shows that, consistent with economic efficiency, plants selected for liquidation are 
indeed significantly less productive. Both plants selected for Chapter 7 liquidation and 

closed plants (presented in Table 7), that are closed outside of Chapter 7 have significantly 
negative productivity, suggesting Chapter 11 process does discriminate between inefficient 
and efficient firms. Overall, the higher incidence of Chapter 7 liquidations, combined with 
higher incidence of closures and Chapter 11 bankruptcies in low industry growth quartiles, 
again emphasizes the importance of industry effects to the selection into Chapter 11 and 
Chapter 7. 

5. Conclusions 
In this paper we have investigated how industry shipments and other industry charac- 

teristics affect firms’ performance in bankruptcy and the decision to redeploy assets. We do 
not find much evidence of real bankruptcy costs. Chapter 11 bankruptcy status is relatively 
less important than industry and plant-level productivity factors in influencing bankrupt 
firms’ decisions. Bankrupt firms do have a higher probability of closing plants in declining 
industries. This higher probability results from an increased sensitivity of closure to  industry 
shipments. 

Our model and evidence show that incentives to sell and close plants depend on industry 
demand and capacity utilization which determine opportunity costs of assets. Firms may 
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enter bankruptcy, sell and/or close plants because the number of plants that can operate 
profitably in the industry may change and not because of relative firm inefficiency. Under 
plausible assumptions, the value of reorganizing is highest when industry growth is highest. 
However, at this time the likelihood of bankruptcy may be lowest because the overall level 
of industry cash flows is high. Our empirical results show that the frequency of bankruptcy 
is indeed lowest in high growth industries. This suggests that bankruptcy may not be a 
mechanism used to screen out inefficient firms in these industries. 

Most bankruptcies are likely to occur precisely when the opportunity costs of assets are 
low. The efficient resolution of bankruptcy may involve the sale of some assets, closure 
of other assets and the survival of some less productive assets, whose value derives from an 
option on the level of industry demand. As a result, the evaluation of the bankruptcy process 
must track all of these outcomes and cannot focus only on the productivity of survivor firms. 

Our empirical results support our model of asset transfers. They show that for all firms, 
sales are more likely when industry growth is high and that these sold assets increase in 
productivity under new ownership. Our findings also show that frequencies of bankruptcies, 
asset transfers, and plant closures are systematically related to  growth in industry shipments. 
We find that there are more than three times the proportion of plants that are in Chapter 11 
in low growth industries as in high growth industries. However, productivity of plants in low 
or negative growth industries is not significantly different from their industry counterparts. 
Thus we find no evidence of any bankruptcy costs in these industries. For firms in industries 
with low or negative demand growth, Chapter 11 protection does not seem to be used by 
low productivity firms so that they can avoid closing or selling inefficient plants. 

The results are different for plants belonging to firms that declare Chapter 11 in indus- 
tries where shipment growth is in the highest quartile. Although these plants are a lower 
proportion of plants in their industries, their average productivity is significantly lower than 
that of their industry counterparts. After correcting for survivorship bias because of plant 
sales and closures, the productivity of plants of bankrupt firms in high growth industries, 
while low, only decreases over time for firms that remain in Chapter 11 for four or more 
years. These findings show that asset composition and survivorship bias is a serious problem 
that must be accounted for before making any comparisons between ex-post and ex-ante 
performance. Bankrupt firms’ performance measures change for the most part because of 
asset sales and closures and not because of any change in the efficiency of retained assets. 

When we analyze the redeployment of plants of Chapter 11 firms several conclusions 
emerge. First, in high growth industries the productivity of purchased plants increases under 
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new ownership whereas in declining industries it does not. This finding is consistent with the 
conclusion of our model that the value of asset transfers increases in high growth industries. 
Second, the purchasers of bankrupt firms' plants are more efficient than the average firm in 
their industry. 

Our logistic regressions show that industry-level research and development is significant 
in explaining the asset sale and closing decisions. In industries with high research and 
development and high growth in shipments, firms in bankruptcy are less likely to close and 
sell plants. These results suggest that asset specificity and technological change may affect 
the value of assets and whether assets are sold. 

The logistic regressions also show that for all firms, bankrupt and non-bankrupt, the 
probability of closure is negatively related and the probability of asset sales is positively 
related to  the change in industry output. Bankruptcy status has a minimal effect on the 
probability of selling a plant. The probability of closures is higher for bankrupt firms in 
declining industries. This higher probability arises from the increased sensitivity of closures 
to changes in industry shipments during Chapter 11. 

The model and results suggest that in industries where the opportunity costs of assets are 
high and positively correlated with cash flows, mechanisms other than bankruptcy may have 
a more important role in restructuring inefficient firms. In future research we will examine 
these factors and whether financial distress and the threat of bankruptcy affects the asset 
redeployment process under different demand conditions. 

Appendix 
Proof of Proposition 1 
Let the optimal number of capacity units operated by firms of high and low quality firms 

be and IC' respectively. The output of high quality firms is obtained by maximizing the 
firm's operating profit, - - w Solving for we as the optimal 
capacity that high quality firms operate at the given opportunity cost The capacity at 
which the low quality firms operate is similarly obtained as IC' = Notice that > 
so that a high quality firm uses more capacity than the bad firm at every price level. 

The market price of the output is p = 

a - + d(1- The rental price of capacity is determined by equating the demand 
for capacity by each type of firm to the total number of capacity units available, either on 

Assume first that no firm exits at time 

31 



the secondary market or supplied by manufacturers, so that 

(1) 
pd - + (1 - K = 

2w 2w 

The first term on the right hand side of the equation is the demand for capacity by the 
nxn  good firms and the second term is the demand for capacity by the (1 - bad firms. 
Solving equation (1) for the opportunity cost of capacity yields 

We first characterize the values of a for which both h and firms produce in the first 
period and > s. Substituting the expression for the rental cost of capital ( 2 )  into the 
expressions for the desired capacity by high and low quality firms, we obtain 

K + (1 - - 
(3) 

h + 

I C =  + + + 
For < as p increases , increases and decreases. The low quality firms are at 
their minimum size of one unit of capacity for = (r + The rental price of capital 

can be obtained from 

- 
2w 

+ (1 - 
Solving the last two relationships yields 

( ( K  - n) - - a ) )  
(1 - - 

= 

Substituting in the expression for in the demand equation yields the level of demand at 
which low quality firms produce at minimum efficient scale. 

a' = - b(K + a - (1 - - 

As a increases above low quality firms have an incentive to sell their remaining unit of 

capacity to  high quality firms and to leave the industry. However, in equilibrium all the 
low quality firms cannot leave the industry at  a = for < 1. If this were to  happen 
at there would be a discontinuous increase in production as 1 - units of capacity are 
transferred to  high quality firms. This increase in production drives the price below 
making it suboptimal for low quality firms to  leave the industry. Thus, low quality firms 
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leave the industry over an interval at a rate that leaves the remaining low quality firms 
indifferent between leaving and continuing to  produce at the minimum efficient scale. 

We next characterize the value of a, at which the last remaining low quality firm 
exits. At the market price of output is = - b(K + a + and the rental price 
of capital is given implicitly by r** = - + a + Solving explicitly for 
the rental cost of each unit of capacity and the price of the final output, we obtain 

and 

- + a ) )  - + a!) 
+ + 2pw 

r** = , 

- + a ) )  - 
+ + p** = 

The last low quality firm exits the industry when r** equals the proceeds from operating 
the capacity - w. Equating the two and solving, yields a**. In the region between these 
two limits the low quality firms adopt mixed strategies. Some sell all their capacity and leave 
the industry at t o ,  whereas others remain in the industry at the minimum efficient scale. To 
characterize the equilibrium in this region, let x be the proportion of low quality firms that 
remain in the industry at time to .  These firms each control one unit of capacity. The price 
of output is equal to = a - + a + + The price of capacity is obtained 
by solving 

( K  + a + - (1 - 
= - 

Explicit values for and r, can be derived by solving the last two equations. The rela- 
tionship between a and x can then be obtained from the marginal equilibrium condition 

= dp, - w. As a increases fewer lower productivity firms remain in the industry. 
Next consider the value of a for which r ,  given in equation (2) equals s. For this and lower 

levels of a the opportunity cost of capacity is and no new capacity enters the industry. 
Thus, the desired capacity of high and low quality firms is given by equations (3) with 

= = 0. As a declines in this region the capacity operated by both high and low quality 
firms also declines and capacity leaves the industry. Low-capacity firms shrink to  their 
minimum efficient scale at a value a‘. As above, in some interval [a”, a’] some low quality 
firms remain in the industry while others close down. At all the low quality firms are 
closed. Similarly, there exists an interval where < a”, in which the high quality 
firms leave the industry. 
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Table 1 
Chapter 11 Bankruptcv Sample Characteristics 

Sample characteristics of plants of bankrupt firms which declared Chapter 11 in the years 1978-1989. Plant-level 
data is obtained from the Annual Survey of Manufactures (ASM) from the Bureau of the Census, U.S. Depart- 
ment of Commerce. Total factor productivity (TFP) statistics are given for the year prior to the declaration of 
Chapter 11 for each of the bankrupt firms. TFP is a relative measure of productivity calculated such that average TFP 
over time equals zero. TFPs are standardized by dividing each TFP by the standard deviation of the industry's TFP 
at the 4 digit level. Shipment or Output change is determined by using aggregate industry data from the National 
Bureau of Economic Research (NBER) for manufacturing industries. Quartiles are determined by computing the change 
in the real value of shipments over 10 years at the 3 digit SIC code level. (Standard error of the mean is in parentheses.) 

Sample of Firms 

Bankrupt Non-bankrupt 
Firms Industrv Firms 

Number of Plants 
a 

(302 Bankrupt Firms) 

Average Plant Size 
(Value of Shipments - $ Millions) 

b Average Plant Age (Years) 
Standard Error of Mean 

1,075 56,256 

61.954 29.764 

11.5 
(.154) 

Total Factor Productivity: Year before Chapter 11 
Ave. Standardized TFP (Bankrupt - Industry Ave.) -0.048* 
Standard Error of Mean (.0282) 

Statistics bv Growth in Industrv Shipments Quartile 
Quartile 1 : Number of Plants 259 

3.23% 
-33.93% 

457 
2.53% 
-4.12% 

% of Industry Plants in Bankruptcy 
Median Growth in Real Industry Shipments: 

Quartile 2 : Number of Plants 
% of Industry Plants in Bankruptcy 
Median Growth in Real Industry Shipments: 

Quartile 3 : Number of Plants 
% of Industry Plants in Bankruptcy 
Median Growth in Real Industry Shipments: 

Quartile 4 : Number of Plants 
% of Industry Plants in Bankruptcy 
Median Growth in Real Industry Shipments: 

199 
1.53% 
8.1 1% 

160 
0.98% 

23.14% 

8.24 
(.025) 

8,021 

18,089 

12,978 

16,295 

* Significantly different from zero at the 10%, level using a two-tailed test for the difference of the mean from zero. 
a 

We use the year of the first bankruptcy in an industry when there'are multiple bankruptcies in an industry 
for the number of non-bankrupt industry firms and industry plants. 

b Average plant age is calculated as the year before Chapter 1 1 less the first time the plant appeared in the 
database starting with 1972. We checked back as far as the 1972 Census of Manufactures for plant births. 
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Table 2 
Productivitv of Plants of Chauter 11 Firms 

This table presents summary statistics that examine whether the productivity and number of plants of bankrupt 
firms varied over aggregate industry quartiles defined by change in industry demand over the 10 year period using 
the change in 3 year averages for 1977-1979 to 1986-1988. Numbers are average relative Total Factor 
Productivity (TFP) less the industry average TFP for firms which declared chapter 1 1  in the years 1977-1989. 
TFPs are standardized by dividing each TFP by the standard deviation of the industry TFPs at the 4 digit SIC 
code level. Quartiles are determined by using aggregate industry shipment data from the National Bureau 
of Economic Research (NBER) for manufacturing industries. The industry shipment data is the real value of 
shipments at the 3 digit SIC code. (T-statistics for significant difference from zero are in parentheses.) 

All Firms n 
Average productivity 

by Industry Growth Quartile 

(lowest quartile) 

t-stat. for significant 

Q1 n Q4 n difference for 44-41 
. . 

Panel A: Years Before Chapter 1 1  
Year -2 -0.044 1188 -0.052 308 -0.009 196 (0.47) 

(-1.53) 

Year -1 -0.048 1075 
(-1.70) 

(-1.04) (-0.12) 

-0.032 259 -0.151 160 (-1.14) 
(-0.53) (-1.70) 

Panel B: In Chapter 1 1 

Year 0 -0.092 ª 873 
t-stat for average (-2.51) 
t-stat for -1 to 0 (-0.89) 

Year +1 0.036 639 
t-stat for average (0.86 ) 

(1.67 ) t-stat for - 1  to +1 

Year +2 -0.024 345 
t-stat for average (-0.51) 

t-stat for -1 to +2 (0.42 ) 

Year +3 -0.071 200 
t-stat for average (-1. 14) 

(-0.33) t-stat for - 1 to +3 

Year +4 -0.023 143 
t-stat for average (-0.3 1) 

t-stat for -1 to +4 

Panel C: After Emergence from Chapter 11 

(0.33 ) 

Year +1 -0.123 372 

t-stat for average (-1.89) 
t-stat for - 1  to +1 (-0.83) 

Year +2 -0.093 213 
t-stat for average (-1 .48) 

t-stat for - 1  to +2 (-0.65) 

Year +3 -0.165 124 
t-stat for average (-1.63) 

(-1.11) t-stat for - 1  to +3 

-0.1 18 207 -0.188 154 
(-1.73) (-1.46) 
(-0.98) (-0.24) 

0.086 156 0.015 102 
(1.06) (0.13) 
( 1.20) (1.14) 

0.072 99 -0.237 61 
(0.72) (- 1.74) 
(1.04) (-0.53) 

0.027 72 -0.369 29 
(0.31) (-2.47) 
(0.57) (-1.26) 

0.093 56 -0.335 24 
(0.87) (-2.66) 
( 1.03) (- 1.19) 

-0.055 75 0.022 49 (0.44) 

(-0.48) (0.17) 
(-0.18) (1.13) 

-0.040 56 -0.003 34 (0.65) 
(-0.3 1) (0.02) 
(-0.06) (0.90) 

-0.003 28 -0.288 30 (-0.63) 
(-0.0 I )  (-1.47) 
(0.10) (-0.64) 

(-0.56) 

(-1.26) 

(-1.98) 

(-2.62) 

(-2.40) ª 
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Table 3 
Productivity Controlling for Compostition Changes 

This table presents the prior productivity of plants by the number of years in Chapter 1 1, for industry growth 
quartiles 1 and 4. The table thus directly controls for changing asset composition. Plants leave Chapter 1 1  because 
they are sold off, close down or because the firm emerges from Chapter 11. Numbers are plant-level Total 
Factor Productivity (TFP) less the industry average TFP for firms which declared chapter 1 1 in the years 1978-1989. 
TFPs are standardized by dividing each TFP by the standard 'deviation of the industry TFPs at the 4 digit SIC code 
level. Quartiles are determined by using the change in 10 year shipments at the aggregate 3 digit SIC code level 
for all industries. (T-statistics for significant difference from zero are in parentheses.) 

Number of years Average 
Year -1 in Chapter 1 I 

Change 
Year -1 to 0 -1 to I -1 to 2 -1 to  3  -1 to 4 

< 1 year, n=47 -0.293 
t-stat. for Q1 (-2.14) 

1 year, n=54 -0.287 
t-stat. for Q1 (-2.19) 

4 or more, n=56 -0.078 
t-stat. for Q1 (-0.71) 

2 years, n=27 
t-stat. for Q1 

3 years, n=13 
1-stat. for Q1 

-0.023 0.148 0.087 0.107 0.176 
(-0.21) (1.18) (0.88) ( I  .02) (1 .55) 

-0.086 
(-0.67) 

0.286 
(1.44) 

0.068 
(0.31) 

0. I87 0.312 
(0.96) (1.48) 

-0.1 10 0.252 0.240 
(-0.55) (1.18) (0.23) 

-0.266 -0. 172 -0.162 
(-0.86) (-0.63) (-0.53) 

0.001 
(0.01) 

industry Quartiie 4: Productivity in Bankrupt1 
Number of years Average 

in Chapter 1 1  Year -1 
< 1 year, n=20 -0.306 

t-stat. for Q4* (-1.61) 

t-stat. for 44-41 (-0.09) 

1 year, n=39 -0. I59 
t-stat. for 4 4  (-0.68) 

t-stat. for 44-41 (0.94) 

2 years, n=29 0.247 
t-stat. for 4 4  (0.99) 

t-stat. for 44-41 (1.40) 

3 years, n=6 -0.541 
(- 1.5 1) 

t-stat. for 44-41 (-2.26) 

t-stat. for 4 4  

4 or more, n=24 -0.076 
t-stat. for 4 4  (-0.69) 

t-stat. for 44-41 (0.02) 

Change 
Year -1 to 0 -1 to I -1 to 2 -1 to 3 -1 to 4 

-0.517 

(-1.71) 

(-1.67) 

0.233 0.212 
(0.66) (0.68) 

(0.12) (0.14) 

0.057 0.055 -0.352 
(0.18) (0.17) (- 1.02) 

(0.45) (-0.52) (-0.54) 

-0.239 -0.25 1 0.029 0.128 
(-0.60) (-0.64) (0.07) (0.34) 

(0.06) (-0.17) (0.40) (0.29) 

-0.037 -0.048 -0.228 -0.274 -0.258 
(-0.27) (-0.37) (-1.78) (-2.35) (-2.11) 

(-0.08) (-0.96) (-1.84) (-2.16) (-2.32) 

Note: Plant counts do not add up exactly to the yearly changes in plants in Table 2 because of missing plant year data. 
Q1 represents productivity of plants in quartile 1, Q4 for quartile 4 respectively. 

a, b, c - Significantly different from zero at the 1%, 5%, 10% level, respectively, using a two-tailed t test for the 
difference of the mean from zero. 

Q4-QI represents the difference in means between quartile 4 and quartile I .  
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Bankrupt Finns 
Old Owners Owners 

sset Sale Firms: Sales 

t-stat for Average TFP=0 
t-stat for Improvement under 

New Owners, relative to industry 
nrrnrber ofplants [% Sold 

Assets Retained: TFP 
t-stat for Average TFP=0 

t-stat for Retain - Sold 
number ofplants 

t-stat for Average TFP=0 
Ion-Asset Sale Firms 

Industry Finns Bankrupt Firms Industry Firms 
Old Owners Owners Old Owners Owners Old Owners Owners 

sset Sale Firms: Sales 
t-stat for Average TFP=0 

t-stat for Improvement under 
New Owners, relative to industry 

number ofplants [% Sold 

Assets Retained: TFP 
t-stat for Average TFP=0 

t-stat for Retain -Sold 
num ber of plants 

t-stat for Average TFP=0 
nrrnrber ofplants 

Ion-Asset Sale Firms 

Assets Retained 0.006 
t-stat for Average TFP=0 (0.15) 

nrrnrber ofplants n=  167 

-0.014 -0.027 
(-0.26) (-0.46) 

(-2.18) 

193, [41.3%] 

-0.049 
(-1.26) 
(-0.54) 
274 

-0.070 
(-1 .63) 

n = 434 

0.027 -0.167 0.020 

(2.50) (-1.72) (2.50) 
n =  1472 n=85 n=1807 

-0.030 
(-0.36) 

138,[44.4%] 

0.053 
(I  .56) 
(0.93) 
I72 

0.064 
(1.19) 
258 

(lowest 2 quartiles) (highest 2 
Productivity of Purchaser Quartile 1 number of plts. Quartile 2 number of plts. Quartile 3 number of plts. 

Before Purchase 0.010 1826 0.080 3464 0.020 3176 
t-stat for Average TFP=0 (0.42) (5.07) (1.32) 

t-stat for Average TFP=0 (1.95) (3.1 1) (0.97) 
After Purchase 0.057 1203 0.057 2939 0.017 2734 

-0.057 
(-1.45) 
(- 1.20) 

quartiles) 
Quartile 4 number of plts. 

0.092 2129 
(4.43) 

(2.01) 
0.053 1540 

-0.0 15 
(-0.98) 

706,[ 18.4%]* 

0.029 
(1.50) 
(1.78) 
3124 

-0.008 
(-1.15) 

n = 19664 

(-2.24) 
-0.033 

437,[20.2%]* 

0.046 
(I .53) 
(2.36) 
1726 

-0.002 
(-0.26) 
2 IS92 

0.0 17 
(1 .23) 

r Period 
-0.008 
(-0.44) 

-0.065 
(-0.9 1 ) 

I22,[52.4%] 

-0.057 
(-1.25) 
(0.09) 

111 

-0.016 
(-0.57) 

n=251  

0.01 I 
(0.11) 

47,[58.8%] 

-0.209 
(-2.37) 
(-1.66) 

33 

-0.154 
(-1.38) 

120 

-0.052 
(-0.60) 
(0.03) 

0.080 
(1.72) 
(2.29) 

-0.032 
(-2.07) 

502,[ 13. 1%]* 

0.040 
(2.28) 
(3.08) 
3324 

-0.009 
(-1.23) 

n = 16967 

-0.009 
(-0.65) 

466,[19%]* 

0.035 
(2.66) 
(2.34) 
1983 

-0.005 
(-0.68) 
19738 

-0.020 
(-1 .l6) 

-0.051 
(-3.33) 
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Table 5 
Asset Sale Decisions 

Regressions test the effects of plant-level productivity and industry-level demand and supply variables on asset sale decisic 
of bankrupt firms and other non-bankrupt industry firms. Regressions are estimated using a logistic limited dependent var 
model. The dependent variable equals 1 if a plant is sold in that year. The change in industry shipments and capacity utili 
are yearly at the 4 digit SIC code level. Weighted Industry R&D is from COMPUSTAT firm-level data and represents R. 
and advertising expense divided firm sales aggregated up to the 3 digit SIC code. Total Factor Productivity (TFP) is calcu 
using a translog production function. Operating Cash flow is the value of shipments less labor, materials and energy costs 
by value of shipments. Plant scale is the plant's asset size divided by the average assets for plants in each industry. 
Data are yearly from 1977-1990. (P-values are in parentheses.) 

Variable Dependent Variable: Plant Asset Sale 
Logit A: Logit B: Logit c: 

Quartile 4 
0.983 0.538 

Industry-level Variables Full Sample Quartile 1 

Change in Industry Shipments 1.141 

Weighted Industry R&D 

Capacity Utilization 

Standard Dev. of Industry Shipments 

Plant- and Firm-level Variables 
(Variables lagged one year) 

Number of Plants Owned by Firm 

Log of Firm Shipments 

Total Factor Productivity (TFP) 

Plant-level Operating Cash Flow 

Relative Plant Scale 

(Lagged one year) 

(Lagged one year) 

Plant Age 

Bankruptcy Variables 
Before Chapter 1 1  dummy variable 

(=1 for years before firm is in Chapter 
In Chapter 1 1 dummy variable 

(=I while firm is in Chapter 1 1 )  
After Chapter 11 dummy variable 

(=I after firm emerges from Chapter 1 
In Chapter 1 1 * TFP 

In Chapter 1 I *Cash Flow 

In Chapter 1 I * Industry R&D 
(firm cash flow in last 3 columns) 

In Chapter 1 1 * Change in Shipments 

In Chapter 1 1 * Capacity Utilization 

(.000) ª 

(.000) ª 

(.000) ª 

(.000) ª 

1.935 

-0.0 15 

-4.744 

-0.005 
(.000) ª 

(.000) ª 

(.000) ª 

0.382 

-0.168 

0.173 
(.007) ª 

-0.154 

0.020 
(.000) ª 

(.000) ª 

0.602 
(.000) 
0.409 
(.198) 

(.583) 
0.25 1 
(.135) 
-0.737 
(.163) 
0.757 
(.845) 
0.467 
(.801) 
-0.004 

-0.1 19 

(.006) ª (.161) 
9.675 0.256 
(.000) ª (.773) 
-0.010 -0.005 
(.000) ª (.129) 
1.381 -3.489 

(. 170) (.001) ª 

-0.009 0.000 
(.000) ª (.839) 
0.404 0.378 
(.000) ª (.000) ª 

(.005) ª (.000) ª 

(.901) (.010) ª 

(.000) ª (.000) ª 

(.000) ª (.000) ª 

-0.130 -0. I32 

0.017 0.339 

-0.167 -0.171 

0.037 0.0 I9 

0.275 
(.073) 

(.963) 

(.184) 
0.483 
(.214) 

(.115) 
22.800 
(.080) 
-2.786 
(.358) 
-0.010 

-0.068 

-0.950 

-1.368 

0.266 
(.209) 
0.654 
(.321) 
-0.465 
(.474) 
0.680 
(.082) 
-3.209 
(.042) 

-14.718 
(.088) 
5.259 
(.012) 
0.009 

(.315) (.581) (.369) 
Total Plant Years 371,373 60,477 85,148 

, Chi - Squared Statistic 4370.57 653.20 1255.57 
Significance Level (p-value) <1% <1% <1 % 

a,b,c - significantly different from zero at the 1%, 5%, and 10% level of significance, respectively, using a two 

'est for Significant Diff. 
Quartile 4 - Quartile 1 
(p-value) 

(.000) ª 

(.000) ª 

(.135) 

(.002) ª 

(.000) ª 

(.399) 

(.207) 

(.115) 

(.905) 

(.006) ª 

(.751) 

(.332) 

(.693) 

(.900) 

(.146) 

(.010) ª 

(.014) 

(.365) 

ailed t-test. 
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Table 6 
Plant Asset Sales: Estimated Probabilities 

Estimated probabilities of an asset sale by bankrupt and non-bankrupt firms at the 10th, 25th, 50th and 90th 
percentiles of total factor productivity (TFP). Estimated probabilities are computed using the coefficients from 
the logit regression predicting asset sales. Probabilities are computed holding all other variables besides 
TFP and TFP interaction terms at the sample means of the non-bankrupt firms and the bankrupt firms. For the 
year t-1, the non-bankrupt firms and the bankrupt firms probabilities are computed with the before bankrupt 
indicator variable equal to zero and one respectively. For the year t+l for the bankrupt firm, we include the 
during bankruptcy indicator variable and the interactions with the industry and productivity variables. 

Probability at: 
Total Factor Productivity TFP TFP TFP TFP 

10th Percentile 25th Percentile 50th Percentile 90th Percentile 

Probabilities from Table 5 Logit Regression A: 
Variables taken at the non-bankrupt / bankrupt means; 
Panel A :  

Bankrupt firm: Yeart-  1 7.65% 7.06% 6.57% 5.59% 
(data from bankrupt sample) Year t + 1 4.91% 5.16% 5.39% 5.88% 

Bankrupt firm: Yea r  t -1 3.15% 2.91% 2.70% 2.25% 
(data from non-bankrupt sample) Year t + 1 2.16% 2.25% 2.33% 2.54% 

Non-Bankrupt firm: Year t - 1 1.75% 1.62% 1 .50% 1.25% 
(data from non-bankrupt sample) Year t + 1 1.85% 1.70% 1.57% 1.31% 

Non-Bankrupt firm: Yeart-  1 4.34% 3.99% 3.71% 3.14% 
(data from bankrupt sample) Year t + 1 4.46% 4.02% 3.68% 3.06% 

Probabilities from Table 5 Logit Regressions B and C by Quartile: 
Variables taken at the bankrupt mean; 
Panel B: 

ª 

Quartile 1 : bankrupt firm Yeart-  1 4.90% 4.62% 
Year t + 1 2.55% 3.23% 

Quartile 1: non-bankrupt firm Year t - 1 4.48% 4.14% 
Year t + 1 3.64% 3.28% 

Quartile 4: bankrupt firm Yeart-  1 8.09% 7.51% 
Year t + 1 3.74% 4.22% 

Quartile 4: non-bankrupt firm Year t - 1 4.78% 4.5 1 % 
Year t + 1 4.86% 4.45% 

4.35% 
3.93% 

3.81% 
2.90% 

6.92% 
4.87% 

4.25% 
4.15% 

3.74% 
5.70% 

3.14% 
2.22% 

5.74% 
6.64% 

3.66% 
3.61% 

For quartiles the percentiles refer to that specific subsample. Thus the 50th percentile for Quartile 1 is the 12.5th 
percentile of the overall sample. In addition, for each quartile we use the means of the data for that quartile for 
all of the other independent variables and use the coefficients from the logit regressions by quartile to calculate 
the probability of asset sale. 
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Table 7 
Plant Closures bv Chapter 11 Firms 

Industry Firms 
t-stat. for average=0 

t -statistic for 
Bankrupt-Industry=0 

This table examines the productivity of firms' plants that were closed by firms that declared Chapter 11 and 
industry plants in the same 4 digit SIC code. Industry quartiles are formed using external industry data from 
the NBER and represent the change in shipments over a ten year period at the 3 digit SIC code level. TFPs are 
standardized by dividing each plant-level TFP by the standard deviation of industry TFP at the 4 digit SIC 
SIC code level. Years after emergence are combined for bottom 2 and top 2 quartiles because of disclosure 
restrictions. (T-statistics are in parentheses.) 

Plant-level Productivity for Year of Closure by Shipments Change Quartile 

-0.288 811 
(-6.49) ª 

(0.57) 

Plant Closures 

Before Chapter 11 

Bankrupt Firms 

%Closed 

Industry Firms 
t-stat. for average=0 

%Closed 

t -statistic for 
Bankrupt- Industry= 0 

11 Period 

Bankrupt Firms 
t-stat. for average=0 

% Closed 

Industry Firms 
t-stat. for average=0 

% Closed 

t -statistic for 
Bankrupt-Industry=0 

After Emergence 
from Chapter 11 

Bankrupt Firms 
t-stat. for average=0 

I 

1 n l  2 n2 
lowest quartile) 

-0.437 57 
(-3.12) ª 

18.0% 

-0.329 660 
(-7.13) ª 

7.5% 

(-0.73) 

-0.040 18 
(-0.16) 

6.5% 

-0.412 350 
(-5.99) ª 

4.1% 

(1.46) 

Quartiles 1 and 2 

-0.131 11 
(-0.48) 

-0.296 71 
(-2.31) 
13.4% 

-0.220 1084 
(-5.90) ª 

5.4% 

(-0.57) 

-0.575 20 
(-3.40) ª 

4.2% 

-0.331 667 
(-6.69) ª 

3.4% 

(-1.38) 

3 n3 4 n4 
(highest quartile) 

-0.372 30 
(-1.92) 
13.1% 

-0.298 848 
(-5.39) ª 

6.3% 

(-0.3 7) 

-0.127 12 
(-0.43) 

5.7% 

-0.259 376 
(-3.77) ª 

2.9% 

(0.43) 

3 and 4 

-0.633 7 
(-1.86) 

-0.234 1073 
(-6.35) ª 

(- 1.17) 

-0.483 21 
(-2.16) 
11.5% 

-0.339 539 
(-5.85) ª 

3.2% 

(-0.62) 

-0.829 9 
(-4.09) ª 

5.3% 

-0.212 325 
(-2.80) ª 

2.0% 

(-2.85) ª 

* For pre-bankruptcy period, % closed is closures divided by the number of plants 4 years prior to bankruptcy. For the 
Chapter I 1 period closures are divided by the number of plants in the year the firm entered Chapter I 1. Note, for many 
firms the number of years in Chapter I 1 can be as low as 1 year, giving a varying number of years in which to close plants. 
a, b, c - Significantly different from zero at the I%, 5%, 10% level, respectively, using a two-tailed t test. 

-statistic for 

(-0.1 8) 

(-0.14) 

(-1.84) 

(1.96) 

(-0.99) 

(0.93) 
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Table 8 
Plant Closing Decisions 

Regressions test the effects of plant-level productivity and industry-level demand and supply variables on plant closing 
decisions of bankrupt firms and non-bankrupt industry firms. Regressions are estimated using a logistic limited depende 
variable model. The dependent variable equals 1 if a plant is closed in that year. The change in industry shipments and 
capacity utilization are yearly at the 4 digit SIC code level. Weighted Industry R&D is from COMPUSTAT firm-level 
and represents R&D and advertising expense divided firm sales aggregated up to the 3 digit SIC code. Total Factor 
Productivity (TFP) is calculated using a translog production function. Operating Cash flow is the value of shipments less 
labor, materials and energy costs divided by value of shipments. Plant scale is the plant's asset size divided by the average 
assets for plants in each industry. Data are yearly from 1977-1990. (P-values are in pare 

Variable Dependent Variable: Plant Closing 
Logit A: Logit B: Logit C: 

Industry-level Variables Full Sample Quartile 1 Quartile 4 
Change in Industry Shipments -1.581 -1.304 -2.135 

Weighted Industry R&D 

Capacity Utilization 

Standard Dev. of Industry Shipme 

Plant- and Firm-level Variables 
(Variables lagged one year) 

Number of Plants Owned by Firm 

Log of Firm Shipments 

Total Factor Productivity (TFP) 

Plant-level Operating Cash Flow 

Relative Plant Scale 

Plant Age 

Bankruptcy Variables 
Before Chapter 11 dummy variabl 

( = I  for years before firm is in C 
In Chapter 1 1  dummy variable 

(=1 while firm is in Chapter 11) 
After Chapter 1 1  dummy variable 

(=I after firm emerges from Ch 
In Chapter 1 1 * TFP 

In Chapter 1 1*Cash Flow 

In Chapter I 1* Industry R&D 

In Chapter 1 1 * Change in Shipme 

In Chapter 1 1 * Capacity Utilizatic 

(.000) ª 

(.000) ª 

(.000) ª 

(.000) ª 

-7.360 

-0.006 

3.783 

0.006 
(.000) ª 

(.000) ª 

(.000) ª 

(.002) ª 

(.000) ª 

(.000) ª 

-0.048 

-0.173 

-0. 147 

-0.276 

-0.022 

0.681 
(.000) ª 

-0.123 
(.916) 
0.382 
(.007) ª 

(.146) 

(.189) 

(.035) 
0.007 

-0.543 

-0.804 

-23.915 

-3.072 

(.002) ª 
-3.286 
(.014) ª 

(.006) ª 
3.256 

-0.007 

(.000) ª 

0.005 
(.000) ª 

(.000) ª 

(.000) ª 

-0.066 

-0.162 

-0.158 

-0.286 
(.000) 

-0.026 
(.000) ª 

0.692 
(.000) ª 

-2.019 
(.384) 

(.787) 

(.351) 

(.751) 

(.008) ª 

(.054) 
0.032 

-0.136 

-0.394 

-0.293 

-70.289 

-9.213 

(.000) ª 

-2.904 
(.038) 
0.001 
(.214) 
12.00 

(.000) ª 

0.007 
(.000) ª 

-0.027 
(.160) 
-0.279 
(.000) ª 
-0.097 
(.296) 
-0.463 
(.000) ª 

(.000) ª 
-0.030 

0.944 
(.000) ª 
-0.473 
(.889) 
0.529 
(.002) ª 
-0.808 

(.351) 
-41.85 
(.069) 
-10.51 
(.025) 
0.03 1 

-0.4 18 

(.216) (.262) (.452) 
Total Plant Years 371,373 60,477 85,148 

Chi - Squared Statistic 1299.79 145.33 463.81 
Significance Level (p-value) <1% <1% <1% 

theses.) 
'est for Significant Diff. 
Quartile 4 - Quartile 1 
(p-value) 

(.018) 

(.396) 

(.000) ª 

(.556) 

(.429) 

(.000) ª 

(.226) 

(.000)ª 

(.261) 

(.663) 

(.899) 

(.056) 

(.417) 

(.966) 

(.008) 

(.393) 
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Table 9 
Plant Closures: Estimated Probabilities 

Estimated probabilities of an asset sale by bankrupt and non-bankrupt firms at the 10th, 25th, 50th and 90th 
percentiles of the change in industry shipments. Estimated probabilities are computed using the coefficients from 
the logit regressions predicting plant closure. Probabilities are computed holding all other variables besides 
change in shipments are at the sample means of the non-bankrupt firms and the bankrupt firms. For the 
year t-1, the non-bankrupt firms and the bankrupt firms probabilities are computed with the before bankrutpcy 
indicator variable equal to zero and one respectively. For the year t+l for the bankrupt firm, we include the 
during bankruptcy indicator variable and the interactions with the industry and productivity variables. 

Probability at: 

Change in Industry Shipments (Chg. Ship) 10th 25th 50th 90th 
Percentile Percentile Percentile Percentile 

Probabilities from Table 8 Logit regression A for full sample and regressions B & C for Quartiles: 
Variables taken at the non-bankrupt / bankrupt sample means: 

Bankrupt firm: All Quartiles 
(data from bankrupt sample) 

Quartile 1 ª 

Quartile 4 ª 

Bankrupt firm: All Quartiles 
(data from non-bankrupt sample) 

Quartile 1 ª 

Quartile4 ª 

Non-Bankrupt firm: 
(data from non-bankrupt sample) 

Non-Bankrupt firm: 
(data from bankrupt sample) 

Yeart- 1 
Year t  + 1 

Yeart+ 1 
Yeart+ 1 

Yeart- 1 
Yeart+ 1 
Yeart+ 1 
Year  t  +  l  

Yeart- 1 
Yeart+ 1 

Yeart- 1 
Yeart+ 1 

3.65% 
5.21% 
13.92% 
1.13% 

3.38% 
4.64% 
1 3.7 1 % 
1.03% 

1.74% 
1.68% 

1.88% 
1.89% 

3.36% 
2.55% 
1 1.20% 
0.65% 

3.10% 
2.43% 
10.20% 
0.59% 

1.59% 
1.51% 

1.73% 
1.73% 

3.1 1% 
1.45% 
9.10% 
0.38% 

2.86% 
1.25% 
7.95% 
0.30% 

1.47% 
1.37% 

1.64% 
1.60% 

2.58% 
0.40% 
5.79% 
0.1 1% 

2.41% 
0.32% 
4.82% 
0.10% 

1.24% 
1.13% 

1.33% 
1.32% 

ª For quartiles the percentiles refer to that specific subsample. Thus the 50th percentile for Quartile 1 is the 12.5th 
percentile of the overall sample. In addition, for each quartile we use the means of the data for that quartile for 
all of the other independent variables and use the coefficients from the logit regressions by quartile to calculate 
the probability of closure. 
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Table 10 
Transfers to Chapter 7 Liauidation 

This table examines the productivity of firms' plants that transferred into Chapter 7 liquidation from Chapter 11 
compared to the remaining Chapter 11 firms that do not enter Chapter 7. Numbers are relative Total Factor 
Productivity (TFP) for plants less the industry average TFP for each year. TFPs are standardized by dividing 
by the standard deviation of industry TFP at the 4 digit SIC code level. Quartiles are determined by using the 
change in the real value of shipments at the 3 digit SIC code from the National Bureau of Economic Research 
(NBER). Productivity (TFP) numbers are presented combining the bottom and top two quartiles to obtain sufficient 
numbers of plants to allow disclosure. (T-statistics are in parentheses.) 

Average productivity 

Growth in Shipments: Lowest 2 Quartiles Highest 2 Quartiles 
I Ch. 1 1  Firms Ch. 11 Firms I 

Chapter 11 n transfered n Chapter 1 1  n transfered n 
Firms* to Chapter 7 Firms* to Chapter 7 

Year - 1  

Panel A: Years Before Chapter 11 
Year -2 I -0.031 636 -0.219 146 0.046 330 -0.198 76 

(-0.82) (-2.81) (0.88) (-1.75) 

-0.036 607 -0.098 109 -0.019 295 -0.189 64 
(-1.04) (-1.20) (-0.33) (-1.38) 

t-stat for - 1  to +3 

Panel B: After Declaratioi 
Year 0 

t-stat for average 
t-stat for -1 to 0 

Year +1 
t-stat for average 

t-stat for -1 to +1 

Year +2 
t-stat for average 

t-stat for -1 to +2 

Year +3 
t-stat for average 

t-stat for - 1  to +3 

Year +4 
t-stat for average 

t-stat for -1 to +4 

(-0.63) (-2.11) 

Panel C: After Leaving C 
Year +1 

t-stat for average 
t-stat for - 1  to +1 

Year +2 
t-stat for average 

t-stat for -1 to +2 

Year +3 
t-stat for average 

of Chapter 11 
-0.100 514 -0.070 24 
(-2.35) 
(- 1.15) 

0.046 412 
(0.89) 
(1.32) 

0.026 208 
(0.46) 
(0.93) 

0.048 133 
(0.62) 
(0.99) 

0.072 85 
(0.76) 
(1.07) 

(-0.40) 
(0.15) 

-0.105 13 
(-0.41) 
(-0.03) 

apter 11, Emerged Firms vs. Firms transfe 
-0.087 260 -0.274 80 
(-1.41) (-2.89) 
(-0.7 1 ) (- 1.40) 

-0.104 136 -0.197 69 
(- 1.2 1) (-1.65) 
(-0.73) (-0.68) 

-0.126 75 -0.389 69 
(-0.92) (-3.50) 

-0.046 299 -0.347 36 
(-0.77) (-2.58) 
(-0.32) (-0.82) 

0.016 209 
(0.19) 
(0.37) 

-0.073 129 
(-0.78) 
(-0.58) 

-0.336 59 
(-2.49) 
(-2.96) ª 

-0.177 49 
(-1 .32) 
(-1.28) 

ed to Chapter 7*** 
-0.207 112 -0.131 38 
(-2.32) (-0.97) 
(-1.78) (0.3 1) 

-0.073 77 -0.409 17 
(-0.86) (-1.99) 
(-0.53) (-0.64) 

-0.226 49 -0.583 15 
(-1.51) (-2.67) 
(-1.29) (-1.53) 

- 
* 
** 

means that the cell cannot be disclosed because there are too few plants in this relative year. 
The Chapter 1 1  fms in this column are the subset of Chapter 11 firms that do not transfer to Chapter 7. 
Columns I and 3 represent the years after Chapter 1 1 for firms emerging from bankruptcy. Columns 2 and 4 represent 
the years in Chapter 7 after transferring from Chapter 1 I for the bottom 2 and top 2 quartiles, respectively. We assign firms 
to Chapter 7 based on the year end status, thus some f m s  transfer to Chapter 7 within the same year of declaring Chapter 11. 

46 




