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Abstract

This paper is a theoretical and enpirical investigation of
t he connecti on between science, R& and the growth of capital.
St udi es of high technol ogy industries and recent | abor studies
agree in assigning a large role to science and technology in the
growt h of human and physical capital, although direct tests of
t hese rel ati onshi ps have not been carried out. This paper builds
on the search approach to R& of Ecenson and Kislev (1976) to
unravel the conplex interactions between science, R&D, and factor

mar ket s suggested by these studies. |In our theory |agged science
increases the retruns to R&D, so that scientific advance | ater
feeds into growh of R&D. In turn, product quality inprovenents

and price declines lead to the growh of industry by shifting out
new product demand, perhaps at the expense of traditional
industries. Al this tends to be in favor of the human and
physi cal capital used intensively by high technol ogy industries.
This is the source of the factor bias which is inplicit in the
growt h of capital per head. Qur enpirical work overwhel m ngly
supports the contention that growth of |abor skills and physi cal
capital are linked to science and R&. It al so supports the
strong sequencing of events that is a crucial feature of our
nodel , first fromscience to R&D, and later to output and factor
mar ket s.
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| nt roducti on

St udi es of high technol ogy industries assign to science a
pivotal role in the conduct of R&D and the subsequent growth of
busi ness capital, while | abor econom sts have pointed to
technol ogy as a key force behind the recent rise in the return to
skills!. Together these findings inply strong |inks between
knowl edge and capital in its many forns, and yet the |inks have
been elusive. In seeking a renedy for this situation we are |ed
in two principal directions.

First, we apply Evenson and Kislev's (1976) search approach
to R&D to the relation between scientific and industri al
progress? A fundanental advantage of this approach is that the
results of R&D are stochastic, thereby allowing for failure as
wel | as success in the quest for new technol ogies, wth science
tilting the odds towards success.

Second, we carry the |link between know edge and growth
beyond total factor productivity® The additional link with
growt h "expl ai ned" by factors follows fromthe dependence of
i nput growth on technol ogy. The topic clearly touches on the role
of enbodi ment in growth* Know edge is al nost surely biased
t owar ds human and physical capital because of the enbodying
function of capital® And though we cannot identify enbodi nent,
still we can probe the relation between know edge and parti cul ar

inputs for pertinent evidence®. Indirect evidence for our
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perspective is already present in studies of capital deepening.
Ceneral growth of human and physical capital per head has been
docunented by Schultz (1961), Denison (1962), Giliches and
Jorgenson (1967), Becker (1975), Kendrick (1976), and Jorgenson,
ol | op, and Frauneni (1987).
The theory proceeds fromthe assunption that science is

hel pful in the R&D search process, so that advances in science
i ncrease R&D. Furthernore, it assunes that hunman and physi cal
capital are enployed intensively by R& intensive industries, and
t hat demand curves for the output of such industries are shifted
out in response to quality inprovenents from new technol ogy even
whil e costs decline, provoking entry and growth in input denmand.
Factor bias then follows fromthe intensity assunptions.

In the empirical work we find that science and technol ogy are
bi ased in favor of physical capital, especially equipnment. W
also find powerful effects in favor of college trained |abor, and
fromscience to R&D. W enploy two sets of manufacturing
production data. The first is Jorgenson, Gollop, and Frauneni's
(1987). Their data include growmh in | abor, physical capital, and
i ntermedi ate goods. The second is fromthe Bureau of Labor
Statistics (Gullickson and Harper [1987]). It consists of
di stinct categories of |abor and capital plus internedi ate goods.
We study growth in two kinds of physical capital, equipnrent and
all other, and two | abor categories, college-educated workers and

| ess than coll ege.
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Each has its advantages. The Jorgenson et alia data express
growh in the quantity and quality of inputs in convenient
summary form But key avenues of technical change are conceal ed
by this aggregation. The BLS data are able to capture sone of
t hese through the disaggregati on of factor categories.

The paper is arranged as follows. Section Il nodels the |ink
bet ween know edge and R&D, derives industry factor demand curves
in gromh rate form and draws inplications for these demands.
Section Il discusses the data we have collected to study this
problem Estimtes of input growth equations are reported in
section IV, section V concludes, and an Appendi x spells out the

deri vati ons.

1. Analytical Franmework
A. Heterogeneous Firns and Technol ogi es

Thi s paper relates factor growh and factor bias to
i ndustrial R&D and academ c science. To account for this behavior
we consi der heterogeneous firnms using distinct processes. W
depart fromthe idea of production as one process and use a
m xture of sinple production functions to generate observed
factor biases. Qur approach tallies closely with Census data,
whi ch reveal large differences in plants within and between firnms
(see Dunne, Roberts, and Sanuel son [1989]).

| ndustries use a m x of processes, but nost are unprofitable

and inactive at any one tinme. A key paraneter that determ nes
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activity is the productivity state, defined as best practice in
that process. In this paper, productivity evolves stochastically
with current R&D but stays the same when R&D is zero’. And since
process and product R&D are often inseparable, technol ogy raises
both the demand curve and productive efficiency.

We sharply distinguish R& spillovers and science in their
effects on the tinme path of the firms R&. Spillovers accelerate
productivity gains through imtation but have little or no effect
on technol ogi cal opportunity. Spillovers tend to replace future
R&D with present R&D since |less remains to be discovered if
opportunities are held constant. In contrast science inproves the
distribution of returns to R&D. Ot herw se R& eventual ly ceases
because search over a fixed distribution encounters falling
payof fs as higher productivities are reached. In this manner
science sustains future as well as present R&D.

We proceed conparatively sinply, leaving Section Il.D to
informally extend our argunments to other cases. There are two
processes, 1 and 2. ldentical type 1 firns specialize in process
1 and conversely for type 2s. Specialization follows froma
conparative advantage argunent. Firnms stay type 1s even when
profits are higher for incunbent type 2s because they | ack inputs
that woul d render them profitable as type 2s.

The scientific foundations of 1 stay the sane, no R&D is
performed, and productivity stays the sane. Since 1 relies on old

technology it uses unskilled | abor intensively® In contrast, the
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sci ence underlying 2 changes rapidly, R& is |l arge, and
technol ogy rises apace. Type 2 firns use skilled | abor heavily in
l[ine with rapid changes in their technol ogy.

To keep natters sinple there are two inputs, skilled and
unskilled | abor. W could, at this stage, include several forns
of physical capital, but the analytical gains would not equal the
resulting notational conplexity. Per firmquantities are out put
d;;, unskilled |abor |,,, skilled Iabor h;,, and productivity A,

all type i (i=1,2). Production is Cobb-Dougl as:
[+ [+ Q.
Y Wl e i (1)

Di mi ni shing returns prevail given A,, so ", ;+",<l. Assuned factor

intensity differences inmply ", >",, and " ;<",,, while the static
technol ogy of 1 neans that A=A, for all t. Now, process 2

enpl oys R&D scientists and engi neers (hereafter S&Es, or R)
whose purpose is to raise future productivity. Thus R is not an
argunment of (1), though past values of it influence the expected
value of Ay. p;, is the price of output i, s;, is the price of

input j, the wage of S& s is w, and anortized fixed costs are

Cit- In ternms of our notation profits are
Hit-pitqit_zih SzeZ3eWelye Caes (i-1,2) (2)

where R,;=0, since there is no R&D in process 1. (2) is concave in
| abor and S&Es. Let E, be the expectation at tine t and $ be the

di scount factor (0<$<l1l). Present value is then



Evit.Etg By, (i-1,2). (3)

Mar ket conditions are that process 1 is conpetitive so py;
is fixed to individual firms. W assune that skills required of
innovative firnms are limted in supply, so 2 is an oligopoly
l[imted to R&D firns wth market power.

Qutputs of 1 and 2 are substitutes in consunption. Also,
type i technol ogy rai ses demand for good i and | owers demand for

] (1,J=1,2). Reflecting this, market demand is
Qit'bitAleil egzpfglp;gz, (4)

where Q, is type i industry output. W have 0,;<0 but 0;,>0, i.j,
since i and j are price substitutes; and we have ,;;>0, but ,;;<0,
i.j, sincei and j are "quality" substitutes. Technical change in
good 2, the only active technol ogy, | owers demand for 1 by
inproving 2's quality and perhaps by reducing p,. The demand for
2 is increased by the sanme forces, and this is at the heart of
our explanation of factor bias within and between industries.
(1)-(4) conprise the production and revenue side of the industry.
B. Factor Demands at the Firm Level

Type 1 Firns

Decisions of type 1 firnms are essentially static, involving
repeated choice of |, and h; to maximze (3) subject to (1) and

(2). First order conditions are
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11 llt 1t 'hl hj_t ht

Part A of the Appendi x derives factor demand curves from(5). In

log differential formthese are

Dlnzlt_Jt ¢z7[ S-'lt) , (6)

where all coefficients N;; are negative because of the Cobb-
Dougl as assunpti on.

Type 2 Firns

Type 2 firnms solve an inherently dynam c problem since R&D
i nvol ves search and the forecasting of future rewards. By hiring
appropriately trained S&Es, R&D firnms | earn about science and R&D
spillovers, apply that learning to industrial designs, and
produce goods enbodyi ng the desi gns whose | ower cost and hi gher
quality are reflected in (1) and (4) above. For R& to be
profitable firnms nmust have property rights in their inventions
and mar ket power despite imtation and entry. Imtation seens to
occur nore rapidly than the acquisition of science (Giliches,
ed. [1984], Adans [1990]), and we enphasize this with lags of 0
and Mon spillovers and science respectively.

S&Es (R) performtwo functions (Bernstein and Nadiri

[ 1989], Cohen and Levinthal [1989]). They inprove productivity by
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i ncreasing n,, aided by R& spillovers, and by searching the
science literature for ways to raise quality and productivity. W

express these considerations in the rule,

n-SPIFL, (7)

where SP, is R& spillovers and n, is concave. R and SP, are
clearly conplenentary in this formnulation®

Future productivity is a randomvariable which we call a,,
as opposed to current productivity A,. W assune that a, is

exponentially distributed with paraneters 1, and 6:

g, (a,)-6,e & (8)

The nean and vari ance of the exponential are E(a,) =6+1/1, and
V,(a,) =1/ 1,2 Let the stock of scientific results be KN_, R and
KN, _,, i ncrease the nean and vari ance by decreasing 1, and they are
agai n conpl enentary, so 1,= 1(R,KN_.,), where 1,, 1,, 1,,<0. In
this sinple world a, is identically and independently distributed
over projects. W assune that spillovers increase projects but
not the productivity distribution, while science shifts the
distribution but not projects. Though it is exaggerated we
believe in the asymetry for the follow ng reasons. Since firns
performsimlar R& spillovers are unlikely to change research
opportunities very nuch. Science does inprove the distribution,

t hrough wel | -founded departures fromrecei ved know edge.

We now proceed to the probabilities of failure and success
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in R&D. Let G, be the cunulative of a, and let A, be actua

productivity. Then a project fails with probability
t -8, (8yK)
CT'Zt(J"Zt)'fOA2 6.e * da, . (9)

The R&D programof a firmincludes n, projects and fails because
none of these succeed in raising productivity. G ven independence

over projects, the probability of failure is

Pr(Failure)-G,t(4,,) . (10)

and the probability of success is the conpl enent,

Pr(Succe.ss)-l—G,ﬁlt (A,,) . (11)

The density for productivity inprovenents is therefore

dPr(Success)

n-l _
da2 'ntht g2t=h2t(nt’ t) . (12)

In summary, (7)-(12) specify the R& side of type 2 firns.

Type 2s nmaximze (3) subject to (1),(2),(4), and (7)-(12).
Controls are conventional |abor and S&s (Il ,, h,, and g). State
vari abl es are productivity, the stock of academ c science, R&D
spillovers (A, KN., SP,), and prices, suppressed here for
sinplicity. The optim zation nethod is Dynam c Progranm ng.

The value of the firmequals current profit plus the
expected val ue next period. This is the value if productivity
stays the sane tinmes the probability of it staying the same, plus

t he expected val ue given varyi ng degrees of inprovenent.
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Bel |l man's equation for this problemis

EV, (AZt’ KN, ypr SPt) -max [ Ht"BGznttEVul (AZt' KN, yy1 S‘Pol)

- (13)
+Bfﬂ2th2tEVt+1 (az’ KNy pyq 0 SPt+1) daz] .

We assune that (13) is concave in the states and controls. First
order conditions for | and h equate nmargi nal revenue product wth

factor price:

mr, @ mr, @
0!12—-5
1
2t

1t/ ahzh_Zt Sper (14)

where nr,=(1-f,/10,,)p,, f, is market share, and 1>f,/10,,. For
| ater reference, in our symmetric case f, equals 1 over the

nunmber of firnms N,. Note that | and h depend retrospectively on

t echnol ogy since nmarginal product depends on A,.
The first order condition for S&Es, reflecting their
forwar d-| ooki ng aspect, equates nmargi nal benefit w th earnings:

alez] . oy,

B oL, BVer (Azt'.)+fA2t o, Evt+1(a2")a2}‘ Wy (15)

The right hand ternms of (15) are signed as follows. Using (7) and

(10) the effect of S&Es on the probability of failure is

A nG. 1 9G
(1 2t 2t I
- . G t<0. 16
0, G,, o, ) £t (16)

a(c;jg)
ae,

(16) is less than zero!. This follows from G,<1, so rRnG,<0, and

fromthe fact that R shifts the productivity distribution to the
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right, so MG,/M;<0. This last result inplies that the integra

termin (15) is positive. From (11l) the integrand is

InG, + (nt—l) —_—

31’12 t )\utnt Gnt-l
i G2} [ G, ol
t 2t t

oo, o °F

)\‘Utnt 1 aGZt}
(17)

ag.

n.-1 n.-1 2t

Gt Gt Gor —— (-
Glt

By (16) this is positive on average®. Put differently, S&Es
increase the firms value given that A, is surpassed.

(15) shows that the demand for S&Es depends prospectively on

technol ogy and the market and that the probability that R&D fails
goes to 1 given KN_, since A, rises against fixed opportunities.
Thus S&Es go to zero under static conditions of know edge.

(14) inplies a system of denmands for |, and h,. The system
i's nonlinear because nr, is a nonlinear function of firm output.
Part B of the Appendi x derives the follow ng |inear approximtion

in factor growh rates:

)3 oy
Dinz, = ¢, v ¢22jmn[ - ) +§,,0NA,, . (z-1,h) (18)

2t

where N,,; is the jth factor price elasticity for z, and Ny is
the technol ogy elasticity. G ven the Cobb-Douglas assunption, it
cones as no surprise that price elasticities are negative and
that the technology elasticity is positive and neutral.

While a detailed analysis is beyond this paper, we conment

briefly on the demand for S&Es. Qualitative properties can be
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derived fromthe value function. The value function is concave in
S&Es and the effect of S&Es increases as spillovers and science
i ncrease. Using these properties part C of the Appendi x shows
that R decreases wth scientific earnings and increases with R&

spill overs and stocks of academ c science:

Dinl =@+ Gy, AN W+ @y AN KN, s &, o JAN SP,+ G, AN X, (19)

X,= a vector of future prices. Fromwhat has gone before N,<O,
N:se>0, and Nu>0. Effects of future prices are as follows. Gowth
in output price increases growth of S&Es, but increases in real
interest | ower growth. Conparison of (18) with (19) shows that
sci ence cascades through tine, affecting S&s with lag M only

|ater affecting | and h through A,

C. Industry Factor Demands

In our representative firmsetting, industry input growh
equals growth in the nunber of firns plus enploynment growth per
firmin each process. As before let z, stand for any input. Since
N, is the nunber of firns and z;, is enploynent of z per firmin
process i, process enploynent is Z,=N,z,,, while industry
enpl oynent is Z,=Z,,+Z,,. Log differentiating Z, percentage growth
in industry enploynent is the weighted sum of enploynment growth

per firmand growth in the nunber of firns,

DinZ .= (1-v,,) (Dinz,,» DinN,,)+V,,(Dinz, . DInN, ) , (20)
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where <,, is the type 2 share in the enploynent of Z
Enmpl oynent growt h per firmderives fromthe i nput growth

equations (6) and (18). However, these depend on equilibrium

growmh in output price, margi nal revenue, and entry. Thus entry,
out put price, and per firmenploynent growh are simnultaneously
determ ned by factor prices and technol ogy.

Part D of the Appendi x isolates the effects of changes in
A,, by holding factor prices and thus p,, constant®® In this case,

reduced form equilibriumgrowh of p,, and nr, is

€
unpz £ ﬁ unAz £ ¢2PAHHA2 t
(21)
€
Dinmr, | (k,h;+k,) dj—zn " * k‘lhz}anAz = Oomall A, .

The signs of d;, h;,k-- these "supply" terns are defined in the
Appendi x-- are all positive. Furthernore, ,,,>0, and 0,,<0, and
the denom nators are strictly positive. The nunerator of the
expression for Dknp,, on the other hand, conbines two opposing
ef fects of technical progress. ,,, expresses the rightward shift
in demand due to higher quality, which tends to raise price. d,
reflects entry and increased output per firm which tend to | ower
price. The expression for Dinr, includes these two effects and
adds a third, the direct effect on entry froml ower average cost.
Equilibriumentry, which is determ ned by price-average cost

mar gi ns (see Bresnahan and Reiss [1991]) is given by
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n,,(e,,-d)
DinN, t{%@:m}m% = PpalinA,,

h, (e,,-d)

(22)
W" hz}HHAZt' oA, -

Din N2 e

The equation for DRnN, reflects price and quality substitution as
does that for DRnN,,. However, the latter also includes cost
reductions that encourage entry. Since 0,,>0, exit from1l occurs
gi ven that p, declines (,,<d,), and quality substitution
increases the rate of exit from1, since ,,,<0. The reverse
occurs in process 2. Note that it is quite possible to observe
exit froml in spite of arisein py,, and entry into 2 despite a
fall in p,. Hereafter we shall take the pattern of exit from1l
and entry into 2 as the | eading case for analysis, because
i ndustries with grow ng technol ogi es often seemto show entry
despite falling product price.

Conmbining (6), (18), (20)-(22) we obtain industry growh in

Z, due to technol ogy,

DnZ=[ (1-V,.) @130+ Voz (@0 Poat Popr Gopy) 1 DINA, , . (23)

where N,, and N,, are common effects of marginal revenue and
technology on | and h in process 2 (see the Appendix). In our

| eadi ng case, growmh in A, causes entry in 2, so that N,,>0, and
exit from1, so that N;u,<O. Now, there are two forces at work in

our nodel that generate growth of particular inputs. First there
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is the rightward shift of demand for type 2 output due to rising
product quality. Second, there is the concentration of particul ar
inputs in process 2, the grow ng sector. Wth this in mnd we are
ready to discuss factor biases.

We consider within and between industry effects in turn.
Wthin industry factor bias is nmeasured by the difference in
gromh rates of high and | ow skilled | abor. Evaluating (23) for

H and L, and taking the difference yields

DnH-DINL= (Vo Vor) 1@, 0005 $2a) + (Qopr G1050) 1 DINA, . (24)

Since the high technology sector is skill intensive, <,»><,. And
because of entry into 2 and exit from 1, Nyu N,w>0. |If incunmbents
in process 2 share the expansion (NN, ,,+*N,,>0) then grow h of
hi gh skilled | abor exceeds that of |ow skilled.

Bet ween i ndustry effects are conplicated by differing demand
condi tions, but the sane key el enents should serve a simlar
role. Factors should grow faster in nore rapidly changi ng
i ndustries, provided that product denmand shifts and entry are
domnant. Sinply treat 1 and 2 as honpbgeneous industries rather
than processes. In that case industry 1 contracts due to price
and quality substitution, while 2 expands. Qur framework
acconodates factor bias both wthin and between industries. Both
effects seemto favor high skilled labor in the U S. during the
1963-1988 period (Katz and Murphy [1992]).

Qur theory traces technol ogy back to its origins at
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different | evels of the science and technol ogy system since
productivity growh can be traced to science, R& spillovers,
S&Es, and a conponent reflecting luck in R&. To see this, note
that actual productivity growh equals expected gromh plus the

di fference between actual and expect ed:

DIinA, = EDnA, - (DnA, - EDINA, ) . (25)

We approximate the first termon the right using
EDRNA,; -( EA, .- EA, ) 1 EA,. Supposing that the flow of R& activity
depends on the stock of scientific know edge, and as in Bartel
and Lichtenberg [1989], on recent changes in the stock, and on
S&Es, we can futher deconpose expected productivity grow h.
Expandi ng EA,,, around EA, to the first order using rates of
gromh in science, R& spillovers, and S&Es, and expressing the

result in elasticity formwe find

EA2t+1_EA2t
EA,,

® OuqINKN, (@ ISP, 1+ G, A0, (26)
Differences in lags reflect shorter |ags on technol ogy as

conpared with science and the idea that know edge nust first be
acquired before it can be applied to the search for productivity

gains. Substituting (26) in (25) yields

DInA, % G DINKN, 1+ &, DINSP, .+ &, Dk, » (DNA, -EDINA,,) . (27)

To a first approximation (27) shows that productivity growmh is

due to current luck in R& search, recent R&D spillovers, S&Es at
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a somewhat earlier tine, and know edge still further back.
Substituting (27) into (23) we see that the sane factors tend to
accel erate growth of inputs in process, or industry, 2.
D. Extensions

Al'lowi ng for nore processes and nore dynam c technol ogi es
woul d all ow us to generate a richer set of factor biases. Simlar
to the breakdown by types of |abor, we could consider nmultiple
forms of capital, especially equi pnment versus other capital, in
whi ch equi pnent represents the particul ar enbodi nent of new
t echnol ogi es (DeLong and Sumrers [1991]). Equi pnent woul d exhi bit
faster growh than other capital since it conveys new technol ogy.
We could allow, thirdly, for direct effects of S&Es on
production. This extension would break the separability of the
i nput demand systens and subject S&Es to realized productivity
shocks, though to a | esser degree than ordinary |abor. Since we
are interested in the research function of S& s, we are
consigning their human capital function to high skilled |abor.
For this reason the extension would address neasurenent of true

research activity rather than any substantive change.

I11. Description of the Know edge Data

Qur production data are discussed with considerable clarity

in Jorgenson et al. (1987) and Gullickson and Harper (1987), so

we focus on our neasures of know edge and R&D in industry.
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Knowl edge is a stock that is increasingly based on academ c
science, despite the dom nance of trial and error in earlier
times (Rosenberg [1982]). Presunably this change reflects
i ncreasing division of |abor in know edge production: see Rosen
(1983), and Becker and Murphy (1992) for rel ated anal yses.

But different industries draw upon science differently, and
we assune that the result of their absorption is to create two
stocks of applied know edge. One represents externalities
generated within an industry. This is the own stock. The other is
the externality between industries, or spillover stock. The
destination of the externalities is controlled by imtative R&D
as in Rosenberg (1976) and Schmtz (1989). Each depends on
academ c science and includes a repackagi ng-imtation nmechani sm
mappi ng science into industry.

Since the know edge stocks depend on underlying science and
applied R&D resources, it should come as no surprise that they
turn out to be index nunbers of interactions between | agged
industry scientists and stocks of academ c papers. Two
assunptions underlie the indexes: that scientific papers are
units of theoretical innovation in the sane sense as patents are
units of applied innovation; and that industrial S&Es index the
val ue of science to industry through willingness to pay.
Moreover, the theory tells us that | agged scientists, even
interacted with | agged science stocks in the absorbed stock of

know edge, are predeterm ned variables in input demand curves.
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Qur index of the own stock of know edge in an industry is

KNt—L'g Q.ijt—Dlet—L' ( 28)

in which R, is the enploynent of scientists in industry i and
field j at time t-D and the N, are article count stocks in
fieldj at tinme t-L. This statistic requires distributions of
industrial scientists by field and stocks of scientific papers.
The industrial distribution of scientists derives fromU. S.
Depart ment of Labor (1973), National Science Foundation (various
years), and unpublished National Science Foundation tabul ati ons.
These sources yield R, pin (28), which we introduce by itself in
differenced formin the regressions bel ow

Sources for the article count stocks are described at |ength
in Adans (1990). Annual data on scientific papers are drawn from
maj or abstracting journals in their respective fields. These are
wor |l d-wi de flows of publications usually beginning early in the
20th century and ending in 1983. Flows are accunul ated into
stocks at various rates of obsol escence. Wi ghting the stocks by
i ndustry scientists and summ ng yields (28). In the regressions
bel ow we sonetinmes enter the difference of (28) in the recent
past to capture inpact effects of newer academ c research

Advant ages of the scientific papers entering the stock are
that they stand for the underlying science rather than industrial
devel opnent; that they cover a w de range of studies; that the

series begin earlier than R&D and offer greater flexibility in
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testing lags in effect; that, given their world-w de scope, they
are nore exogenous than R&D; and that, while papers vary in
val ue, the nean value is captured in |arge sanples.

The interindustry spillover stock is defined as

SP, - Coseit; 0y, Ny, . (29)

Cos 1,, is the uncentered correlation between S&ESs in industry i
in different fields and their counterparts in the rest of

i ndustry. The remai nder of (29) is the absorbed stock el sewhere,
defined as in (28), but using as weights &,, S&Es in field j in
the rest of industry.

We al so enpl oy estimates of R&D stocks and flows by applied
product field-- industry of use-- from 1950 to 1986. The fl ow
data were linked to research | aboratory data classified by
industry in 1960 and before, at intervals extending back to 1921.
The resulting series extend from 1921-1986".

Thi s concludes the description of the technol ogy dat a.

| V. Enpirical Results
A. Transition to Enpirical Wrk

Qur theory inposes a tight sequencing of events running from
sceince to R&D in which percentage growth of inputs is treated as
an approximate log linear function of percentage growh in input
prices, percentage growth of nearly contenporaneous R&D

expendi tures, recent percentage growh of S&Es, percentage growh
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in the stock of know edge sonmewhat further in the past, and the
st ock of know edge, perhaps extending fromthe distant past. W
follow this approxi mation, testing over various |lags for the
sequenci ng of events described, and finding, on usual criteria of
statisticial significance, that effects of R& are indeed the
nost recent, followed by growth in S& s, and |lastly by the stock
of know edge and its grow h. Thus the sequenci ng argunment
recei ves consi derabl e support in the pretests.

We depart fromthe elasticity formof the factor demands
(see eq. (23), (25), and (26) above) in the case of our
technol ogy vari ables. Since we use pooled data across industries
and tinme, we hesitate to force constant technol ogy el asticities
across industries. Instead we convert products of elasticities
and technology growh rates into products of derivative effects
on factors and of technol ogy divided by input |evels. Considering

one technology term and letting J be a technol ogy indicator,

0Z A
I]ZETHHT t-aTtZ_TZ . ( 30)
t =3

Z is lagged on the right to avoid division error bias with
factor growh DRnZ, in the demand equation. The reason for
conversion to intensity formis that effects of technol ogy on
inputs are nore nearly equal across industries than are the
elasticities. And the fit of the intensity regressions judged by
adjusted RRis in fact superior to the fit of the constant

el asticity regressions.
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Table 1 offers a description of the technology variables in
intensity form In the pretesting significant effects were found
only for very short [ags on R& of 1-2 years. Sonmewhat stronger
results were found on |lags of 1-10 years on S&Es, | ags of 5-10
years on academ c research in conputer science and engi neering,
and 20-30 years on basic science research in chem stry, physics,
and the |like. Qur choice of technology indicators is conditioned
on collinearity diagnostics (Belsley, Kuh, and Wl sch [1980]),
whi ch strongly suggested that growh in the industry know edge
intensity be replaced by growh in the knowl edge intensity per
S&E. Wth that substitution, collinearity is no | onger a mgjor
issue in our data. Tables 2 and 3 display descriptive statistics
on rates of input growth and the main science and technol ogy
indicators for each of our two sanples. Fromthe factor growth
rates in Table 2 we observe that capital and internedi ate goods
rise relative to | abor. But Table 3 shows that college trained
| abor rises quite rapidly, noncollege hardly at all. The |arge
size of the spillover intensity in either Table reveals the |arge
nunber of sectors entering this variable and an average cosine
bet ween scientific enploynents (see (30)) of about 0.6. Finally,
variation in the sane intensity across factors is due to
differences in factor enploynents. Since college enploynent is
atypically low, though fast growing, its intensities are

unusual Iy | arge.
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Table 1

Description of Technol ogy Indicators

Concept

Intensity of Omn
Know edge Stock in
an | ndustry;
Intensity Relative
to I nput 2)

G owth of the Omn
Know edge Intensity

Growt h of R&D
Spendi ng Intensity

Gowt h of Industry
S&Es

Spi |l I over Stock of
Know edge Bet ween
| ndustries

For mul a

KN/ Z,_.,; see (28)
of the text for
t he nuner at or

(KN-KN_5) / 5Z,

(RD.;-RD.,)/ Z

(SE - SE.10)/ 10

SP,/ Z,.,; see (29)
of the text for
t he nuner at or

Lags
Sel ect ed
in
Pr et est
5 years

on S&E
wei ght s;
5-20
years on
article
counts

past 5-
10 years
of
growt h

| ast
period's
growt h

growt h
over
past 10
years

5 years
on S&E
wei ght s;
10- 30
years on
article
counts

| ndustry
Cover age

14- 15
manuf .
i ndustries

14- 15
manuf .
i ndustries

14- 15
manuf .
i ndustries

14- 15
manuf .
i ndustries

18 manuf.

i ndustries
;9
sectors
out si de
manuf .
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Tabl e 2
Means and Standard Devi ati ons of
| nput Gowth and Sel ected Sci ence and Technol ogy | ndicators
Jorgenson, Gollop, and Frauneni Data
(Standard Devi ati ons i n Parentheses)

Vari abl e Labor Capi t al | nt er medi at e
Goods?®
Rate of Growth 0.014 0. 041 0. 038
(0. 066) (0. 046) (0.117)
Own St ock of 8.1 5.4 5.9
Know edge (6.7) (5.0) (6.4)
Intensity
Spi | I over Stock of 297. 2 177.9 213.9
Know edge (210. 6) (130.7) (225. 8)
Intensity
Change in Real R&D 3.1 3.2 2.9
Intensity (11.0) (10.9) (10.1)

2 I nternmedi ate goods include nmaterials, services, and energy.

Table 3
Means and Standard Devi ati ons of
| nput Gowth and Sel ected Sci ence and Technol ogy | ndicators
Bureau of Labor Statistics Data
(Standard Devi ati ons i n Parent heses)

Vari abl e Col | ege Non- Equi p- O her | nt er med-

Trained College nment Cap. , iate
Labor Labor Capi t al Goods

Rat e of 0. 038 0. 0003 0. 038 0. 029 0. 032

Grow h (0.063) (0.054) (0.031) (0.038) (0.074)

Own St ock of 55.5 12.1 13.6 8.9 7.5

Know edge (29.3) (12.5) (14.9) (8.2) (7.4)

Intensity

Spi | | over 2849. 3 407. 6 427.5 301.8 258.5

St ock of (2382.5) (351.7) (372.9) (228.2) (189.1)

Know edge

Intensity

Change in 21.0 3.9 6.5 4.2 3.2

Real R&D (52.5) (10. 6) (21.3) (12.7) (8.8)

Intensity
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Notes. # All other capital includes buildings, |and, and
i nventories.
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B. Findings fromthe Jorgenson, Gollop, and Frauneni Data

Tables 4 to 6 present estimated factor growth equations
usi ng the Jorgenson data. Dependent variables in all these tables
are annual percentage rates of growh in |abor, capital, and
i nternmedi ate goods, just as in Table 2.

Since we are regressing snall growh rates on technol ogy
intensities which are large in the case of the know edge stocks
(see Table 2), the estimted coefficients are rather snmall.
Furthernore, the factors entering the denom nators of the
intensities vary in size, causing novenents in the coefficients
in the opposite direction. This suggests that nean effects should
be reported, the product of means of the independent vari abl es
and their regression coefficients. Al so, besides indicators of
sci ence and technol ogy, all equations include growh in the three
factor prices, the Federal Reserve Board's capacity utilization
i ndex, and growth in the price of energy. The last two variabl es
control for the business cycle and energy price shocks. However,
to save space, and since the other variables typically behave as
expected, we limt our reporting to the science and technol ogy
i ndi cators and summary goodness of fit statistics.

Table 4 reports regressions omtting industry dummes. This
means that the estimated coefficients conbine within and between
i ndustry effects. Table 4 shows generally positive and
significant effects of science and technol ogy on the growth of

capital and | abor, and very little for intermnmedi ate goods, but
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with sonme differences. Stocks of know edge favor the growth of
| abor and capital, particularly capital. "Shock" effects of
gromh in the stock of know edge and R&D spendi ng are the
reverse, pronoting growth of |abor but not capital. One
interpretation is that the shock effects result in capital
obsol escence, even though know edge builds capital in the |ong
run, as is shown by the significant effects of the know edge
stocks on the growth of capital. As in Bartel and Lichtenberg
(1989), shocks nmay pronote human capital to assist in the
adj ustment to new t echnol ogy.

Tabl e 5 includes industry dummes. Curiously, the resulting
within industry effects, although simlar to before, are even
nore favorable to science and technol ogy. Notice that shock
effects of know edge continue to be strong in the |abor equation,
but not for capital. It seens strange that when cross industry
variation is discarded the findings should increase in
significance. The reason is probably that industries decline for
reasons that are outside our hypothesis, for exanple increased
foreign conpetition, and that this biases cross industry effects
downwar d.

Table 6 revisits the setup of Table 4 allow ng for
endogeneity of the factor prices. The nethod of estimation is
3SLS. The system contai ns six equations corresponding to prices
and quantities for the inputs®. Though the results for capital

are sonmewhat weaker, generally the findings are simlar to Table
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4. This is because the second stage equations explain nmuch of the

variation in gromh of the factor prices.
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Fi ndi ngs fromthe Jorgenson,

Table 4
I ndustrial R&D, and the G owth of Inputs
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Wthin and Between | ndustry Regressions

Dependent Vari abl e:

[ mean effects in brackets]

% Growt h of Factors
(t statistics in parentheses)

Vari abl e or Labor Capi t al I nt ermedi at e
Statistic Goods
4.1 4.2 4.3
| ndustry No No No
Dunm es
Gowh in R&D 0. 79x10°3 0. 38x10°3 0. 89x10°3
Spendi ng (2.9) (1.9) (1.6)
[ 0. 0022] [ 0. 0012] [ 0. 0026]
Oom St ock of 1.18x10° 2.15x10°3 1.79x103
Know edge (2.4) (3.8) (1.3)
[ 0. 0095] [ 0. 0115] [ 0. 0053]
Gowmh in Oan 1.44 -1.84 1.36
St ock of (2.8) (-2.6) (1.0)
Know edge per [ 0. 0055] [ -0.0026] [ 0. 0023]
S&E
Annual G ow h -0.03 -0.04 -0.06
in S&ESs over (-1.0) (-1.9) (-1.0)
t he past 10 [-0.0026] [ -0.0039] [ -0.0053]
years
Spi | | over -0.01x10* 0.83x10* 0. 15x10°*
St ock of (-0.0) (5.1) (0.5)
Know edge [ -0.0002] [ 0. 0149] [ 0. 0033]
Estimation aLs aLs aLs
Met hod
Root MSE 0. 058 0. 040 0. 105
Adj usted R 0. 235 0. 249 0.190
F Statistic 13.9 14.9 10. 8
Notes. Sanple is 15 manufacturing industries. Period is 1952-

1979. Other variables in the regression include gromh in all
growh in the price of energy, and the Federal

factor prices,

Reserve Board i ndex of capacity utilization.

3
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Tabl e 5

Academ ¢ Sci ence, Industrial R&, and the G owh of Inputs
Fi ndi ngs fromthe Jorgenson, Gollop, and Fraunmeni Data
Wthin Industry Regressions
Dependent Variable: % G owh of Factors
(t statistics in parentheses)

[ mean effects in brackets]

Vari abl e Labor Capi t al I nt ermedi at e
or Goods
Statistic 5.1 5.2 5.3

| ndustry Yes Yes Yes
Dunm es
Gowh in R& 0. 62x10°3 0. 53x10°3 0. 58x10°3
Spendi ng (2.6) (2.7) (1.1)

[ 0. 0019] [ 0.0017] [ 0.0017]
Owmn St ock of 2.30x10°3 4.48x10°3 4.93x10°3
Know edge (2.4) (2.8) (1.5)

[ 0. 0185] [ 0. 0240] [ 0. 0292]
Gowmh in Oan 1.82 -0.40 4. 45
St ock of (4.2) (-0.5) (3.1)
Know edge per [ 0. 0070] [ -0.0006] [ 0. 0075]
S&E
Annual G owth 0.03 -0.03 0. 07
in S&Es over (1.2) (-1.2) (1.2)
t he past 10 [ 0.0032] [ -0.0025] [ 0. 0064]
years
Spi | | over 0.56x10* 2.54x10* 0.81x10*
St ock of (2.0) (4.6) (0.8)
Know edge [ 0. 0167] [ 0. 0452] [ 0. 0174]
Root MSE 0. 047 0. 037 0. 094
Adj usted R 0. 488 0. 353 0. 357
F Statistic 17.6 10.5 10. 7

Not es. Sanpl e i

s the sane as in Table 1.
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Tabl e 6

Academ ¢ Science, Industrial R&, and the G owh of Inputs
Fi ndi ngs fromthe Jorgenson, CGollop, and Frauneni Data
3SLS Between and Wthin I ndustry Regressions
Dependent Variable: % G owh of Factors
(asynptotic t-statistics in parentheses)

[ mean effects in brackets]

Vari abl e or Labor Capi t al I nt ermedi at e
Statistic Goods
6.1 6.2 6.3
| ndustry No No No
Dunm es
Gowh in R& 0. 71x10°3 0. 24x10°3 1.05x10°3
Spendi ng (2.8) (1.5) (2.0)
[ 0. 0022] [ 0. 0008] [ 0. 0031]
Owmn St ock of 0. 94x10°3 1.16x10°3 0. 80x10°3
Know edge (2.2) (2.6) (0.7)
[ 0. 0075] [ 0. 0062] [ 0.0047]
Gowmh in Oan 1.29 -0.45 1.62
St ock of (3.0) (-0.8) (1.4)
Know edge per [ 0. 0050] [ -0.0006] [ 0. 0027]
S&E
Annual G owt h -0.01 -0.01 -0.02
in S&ESs over (-0.4) (-0.8) (-0.3)
t he past 10 [-0.0009] [-0.0013] [-0.0015]
years
Spi | | over -0.03x10* 0. 42x10* -0.06x10*
St ock of (-0.2) (3.2) (-0.2)
Know edge [ -0.0009] [ 0. 0076] [-0.0012]
Esti mati on 3SLS 3SLS 3SLS
Met hod
Notes. Sanple is 15 manufacturing industries. Period is

1953-1979. The systemto which 3SLS is applied includes the

3 input growth equations and the 3 input price growh equations.
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Finally, we estimted equations relating percentage growmh in R&
to science intensity. A representative equation, where the intensities
are relative to R&D stock, is the followng (t-statistics in
par ent heses):

% change in R&D stock= 0.045+ 0. 363*(own know edge intensity)+

(7.2)
13. 209*(change in know edge intensity per S&E)-
(2.1)
0. 0001*(spill over know edge intensity)+...+
(-0.5)

Adj . R=0.248.
O her variables in the equation included input price growth, growth in
energy price, and capacity utilization. The preferred | ags resenbl ed
closely those in the input gromh equations. This too suggests the

sequenci ng notion of Section Il.C between science and R&D.

C. Findings fromthe BLS Data

Table 7 reports findings fromBLS data that separate coll ege
trained fromnoncol | ege trained | abor and equi pnent capital from other
capital ®*. The idea of this table is that high skilled | abor enbodies
t he know edge required by fast grow ng processes, and that equi pnent
capital is nore likely to enbody the fruits of sectoral R& than is
other capital. The results for college trained | abor are supportive,
even though they are downward bi ased due to the large errors in the
coll ege trained series'. As far as equi pnent capital is concerned,
mean effects for the own industry science and technol ogy variables are
somewhat in its favor. But interindustry know edge effects are the

reverse, suggesting that disenbodied spillovers between industries
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al so pronotes grom h of capital and industry. The generally strong
i nks between human and physical capital are consistent with
Dertouzos, et al. (1989), which pronotes the wi sdom of technical
sophi stication, and bureaucratic attneuation, in successful plant
ret ool i ngs.

Table 8 presents results with industry dummes. In sone ways the
findings for the college trained are weaker, but know edge spillovers
are stronger, and the bias agai nst noncol | ege | abor continues to
prevail. In relative terns the results for equi pnent and other capital
remai n unchanged, though links with technology in both sets of results
are generally stronger than in Table 7. Thus the results for capital
strengthen at the expense of |abor. The unavoidable tinme series errors
in the college trained series very likely play a role in this.

Table 9 presents 3SLS results which treat input prices as
endogenous®®. These are counterparts to Table 7 since industry dunmies
are omtted. As was the case with the Jorgenson data, findings for the
nmost part stay the sane. This concludes the presentation of the

enpi rical work.
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Table 7

| ndustri al

R&D, and the G owth of

Wthin and Between | ndustry Regressions
% Growt h of Factors

Dependent Vari abl e:

(t statistics in parentheses)

[ mean effects in brackets]

| nput s
Statistics Data

Labor Capi t al | nt er med-

Vari abl e iate
or Col | ege Noncol | ege Equi prent O her Goods
Statistic

7.1 7.2 7.3 7.4 7.5
| ndustry No No No No No
Dunm es
Gowh in 0.16x10°3 0. 28x10°3 0.14x10%® -0.04x10° -0.41x10°3
R&D (2.9) (1.6) (2.3) (-0.3) (-1.1)
Spendi ng [ 0. 0034] [ 0.0011] [ 0. 0009] [-0.0002] [-0.0013]
Owmn St ock 0. 32x10°3 0. 09x10°3 0. 95x10°3 1.40x10°3 1.28x10°3
of (3.0) (0.5) (8. 4) (5.6) (2.7)
Know edge [0.0177] [ 0.0011] [ 0.0129] [0.0116] [ 0. 0096]
Gowh in 0.02 0.14 -0. 34 -0.78 -0. 63
Owmn St ock (0.7) (1.0) (-3.2) (-4.0) (-1.6)
of [0.0011] [0.0017] [ -0.0024] [ -0.0045] [-0.0034]
Know edge
per S&E
Annual 0.01 0.03 -0.01 0.01 0.03
Gowh in (2.0) (2.8) (-2.3) (0.7) (1.3)
S&Es over [ 0.0063] [ 0.0031] [-0.0023] [ 0. 0008] [ 0. 0031]
t he past
10 years
Spi | | over 0. 04x10°* -0. 04x10* 0.04x10* 0. 34x10* 0. 36x10°*
St ock of (2.9) (-0.5) (1.3) (4.9) (2.2)
Know edge [ 0.0114] [-0.0016] [ 0.0019] [ 0. 0103] [ 0. 0094]
Estimatio as as als as as
n Met hod
Root MSE 0. 056 0. 037 0. 024 0. 032 0. 059
Adj ust ed 0. 208 0.528 0.412 0. 308 0. 361
R
F 11. 4 45. 2 29.5 19. 2 24.0

Statistic




35

Notes. Sanple is 14 manufacturing industries. Period is 1953-1986.
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Tabl e 8

| ndustri al

R&D, and the G owth of

Fi ndi ngs fromthe Bureau of Labor
Wthin Industry Regressions

Dependent Vari abl e:

% Growt h

| nput s

Statistics Data

of Factors

(t statistics in parentheses)
[ mean effects in brackets]

Labor Capi t al | nt er med-

Vari abl e iate
or Col I ege Noncol | ege Equi prent O her Goods
Statistic

8.1 8.2 8.3 8.4 8.5
| ndustry Yes Yes Yes Yes Yes
Dunm es
Gowth in 0. 14x10°3 0. 29x10°3 0.19x10® -0.02x10* -0.55x10°
R&D (2.5) (1.6) (3.2) (-0.2) (-1.5)
Spendi ng [ 0. 0029] [ 0. 0011] [ 0.0012] [ -0.0009] [-0.0017]
Owmn St ock 0. 32x10°3 0.12x10°3 1.66x10°3 2.2x10°3 0. 83x10°3
of (1.6) (0. 4) (5.2) (3.6) (0.8)
Know edge [0.0177] [ 0. 0014] [ 0. 0224] [ 0. 0196] [ 0. 0062]
Gowh in 0. 05 0. 06 -0.40 -0.79 -0.98
Owmn St ock (1.5) (0. 4) (-3.4) (-3.9) (-2.3)
of [ 0.0027] [ 0. 0007] [-0.0030] [ -0.0045] [ -0.0053]
Know edge
per S&E
Annual 0.01 0.03 -0.01 0.01 0.02
Gowth in (1.7) (2.0) (-2.3) (1.0) (0. 8)
S&Es over [ 0.0063] [ 0.0031] [-0.0021] [ 0. 0013] [ 0. 0021]
t he past
10 years
Spi |l | over 0.14x10* 0.14x10* 0.02x10* 0. 34x10°* 1.55x10*
St ock of (4.5) (1.0) (0.2) (4.9) (3.5)
Know edge [ 0. 0399] [ 0. 0057] [ 0. 0010] [ 0. 0130] [ 0. 0399]
Esti mati on as als als als als
Met hod
Root MSE 0. 055 0. 036 0. 023 0. 032 0. 059
Adj ust ed 0. 244 0. 559 0. 475 0. 330 0. 369
R
F 7.1 25.1 18.7 10. 6 12.5

Statistic
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Notes. Sanple is 14 manufacturing industries. Period is 1953-1986.
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Table 9

| ndustri al

Dependent Vari abl e:

R&D, and the G owth of
Statistics Data

% Growt h of Factors
(asynptotic t-statistics in parentheses)

[ mean effects in brackets]

| nput s

Vari abl e Labor Capi t al | nt er med-
or iate
Statistic Col | ege Noncol | ege Equi prent O her Goods
9.1 9.2 9.3 9.4 9.5
| ndustry No No No No No
Dunm es
Gowh in 0. 14x10°3 0. 36x10°3 0.13x10® 0.00x10° 0. 18x10°3
R&D (2.5) (2.1) (2.2) (0.1) (0.5)
Spendi ng [ 0. 0029] [ 0. 0014] [ 0. 0008] [ 0. 0000] [ 0. 0006]
Owmn St ock 0. 28x10°3 0.12x10°3 0. 74x10® 0.71x10° 0. 43x10°3
of (2.6) (0.8) (6.5) (3.2) (0.9)
Know edge [ 0. 0155] [ 0. 0015] [ 0. 0100] [ 0. 0063] [ 0. 0032]
Gowh in 0.01 0.23 -0.25 -0. 63 -0.19
Own (0.2) (1.9) (-2.3) (-3.4) (-0.5)
St ock of [ 0. 0005] [ 0. 0028] [-0.0020] [-0.0038] [-0.0011]
Know edge
per S&E
Annual 0.01 0.03 -0.01 0.02 0. 04
Gowh in (1.9) (2.8) (-1.4) (1.7) (1.7)
S&Es over [ 0.0063] [ 0.0031] [-0.0019] [ 0. 0024] [ 0. 0036]
t he past
10 years
Spi | | over 0.03x10* -0.06x10* 0.01x10* 0.16x10* -0.00x10*
St ock of (2.8) (-1.0) (0.3) (2.6) (-0.0)
Know edge [ 0.0114] [ -0.0024] [ 0. 0004] [ 0. 0048] [ -0.0001]
Esti mati on 3SLS 3SLS 3SLS 3SLS 3SLS
Met hod
Notes. Sanple is 15 manufacturing industries. Period is 1953-1986. The

systemto which 3SLS is applied includes 10 equati ons:
I nput price growh.

growt h and

5 for

5 for

I nput
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V. Concl usi on

Thi s paper has presented a new nodel of industry growh with
factor bias that is a synthesis of a |arge body of earlier research.
The theory exposits the connections between science and technol ogy by
assum ng that science plays a critical role in the R& search process,
and by assum ng that human and physical capital are enpl oyed
intensively by technol ogically dynam c processes and i ndustries.
Preci sely because of their growing technology the latter experience
| arge and favorable shifts in product denmand, and consi derable growth
in diverse fornms of capital. Qur enpirical findings are supportive of
this idea, and also of the idea that science and technol ogy cascade
through tine, with the results of science |leading the results of R&D
Sci ence and technology matter to the growh of inputs and industries,
and they appear to be a potent force responsible for capital deepening
in the U S. and other economes. They are a powerful nover of the
entire structure of production, w th consequences no doubt nostly

unf oreseen by the originators of the underlying science.
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Appendi x
Part A. Derivation of Derived Denmands by Type 1 Firns

Taking | ogs of (5) yields

o-1 o, |inl,| ins,-np,,-o,nA (A 1)
o, o,-1f{nh,| ins,-inp, -o,nA |
Solving (A 1) we reach
i1 by (1-0t,) b (25 ot ( J) —o:AlanJ
(A 2)
inh -b [ozll 1 +(l—u11)2n(%)—umenAJ.
Di mi nishing returns (" ;+",;<1) inply
1
1-0(11+qh1—1<0'
Dnz, (A 3)

First differencing yields the derived demands in growh rate form
Part B. Derivation of Derived Denmands by Type 2 Firns

We approximate factor growh rates for type 2 firnms. Consider
(14) at t+1 and expand around period t values to the first order. The
result is

aWP21t aVMP21t
01,, 0h,, || Llze1Loe| |®2161

aVMP2 Bt a‘/MPZ Bt
01, oh,, hy Dyl |®mea

(B. 1)
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where zero order ternms vani sh by (14) and the vector on the right is

a 12t a \‘141 12t
€1 (S1e1 Slt)“amZt (mr,, -mr,, ) - oA, (A4,
+ B. 2
dVMP, ,. OVMP,,, ( )
pea| | (Snor Sne)- oz, (mry, q-mey,) - — z (4,,,-4,,)
L t t |

Not e that changes in nr, are exogenous changes on the right.

Factors are conplenents so off-diagonal terns on the |eft of
(B.1) are positive. Diagonal terns are negative since marginal product
is dimnishing. Miultiplying by the inverse of the matrix on the left

of (B.1) we arrive at the expression
Lyra o) 1111t Core
oY < P Wclzt Coae

where c;;; and *A*, the determnant of the left hand matrix of (A 3),

& 161
S he1

. (B. 3)

are positive and negative by the second order conditions. Further,

factor conplenentarity inplies that c;;,>0, since

anZZt'q)Zzo"' ¢221an( :;:t ) +¢2zhun( ms::t ) +¢22k‘an( ,:r];tt ) +¢2A‘a t* ( B. 5)
0VMP; 0VMP, 9VMP; dVMP,

, B. 4
a7 ok ok o3 (B. 4)

Cigem-

The growth rate formof (B.3), which is (18), is:
The signs, negative except for Ny, follow fromsigns of the c;,.

Furthernore, N,, is positive and the sane for |, and h,, as can be
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shown by expanding (B.3) in the percentage change form of A,.
Part C. Derivation of Derived Demands for S&Es by Type 2 Firns
We apply a simlar procedure to part B to the derived demand for
S&Es. Index (15) at tinme t+1, and expand in Taylor's Series to the

first order around period t val ues:

2

EV,
Y (0,-0)= d,, (C1)
t

where the zero order termvani shes by (15). On the right we have

d .= ( ) TEV (KN, .-KN, )

= (w..-W,) ———— - -

1 t1l t alta‘mvt_M tM1 t-M C 2
_azEVt SP,_.-SP.) —azEVt (X, ,-X,) o
aetaspt( L1 g px, CELCE

Solving (C.1) we obtain

EV. | T
t
0, q1-0= o d.;. (C.3)
t

The term MEV,,,/ M,?> i s negative by the concavity of the value function
inR. (C3) inlog differential formis (19).
D. The System of Industry Rel ati onshi ps

Equi i brium expressions for entry and percent change in price and
mar gi nal revenue are derived as follows. Fixing factor prices pegs py
in constant cost conpetitive markets.

By (4) growth in final demand for type 1 and 2 output is
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Din Qli‘ n 121]np2 t* elzunAQ t
a (D. 1)
DinQ,.-Nn,,Np, +&,,MNA,, .

Here 0,,>0, 0,,<0, while ,,,<0, ,,,>0.

Qutput in each process is Q,=q;:N,. q,; stays the sane so changes
in Q; and N, are equal. Change in Q, is split between g, and N,.
Thus percentage changes in Q, and Q, are

DnQ5-DInN, ,
DnQS-Ding, +DInN,, .

(D. 2)
Mar ket equilibriumrequires D2nQ,=knQ,s.
g, depends on nr, and nt,, the latter declining with A,; entry

depends on p, versus ac,, also declining in A,. Therefore,

Ding,.-g, Dinmr, »g,NA),
DInN, -h Dinp, +h,DInA,, . (D.3)
Signs are g,, 9,>0 and h;, h,>0 from what has gone before.
Percent change in nr, conpletes the system Since nr,=(1-
f./10)py, and f,=1/N,, in the symetric case, we obtain,
Dinmr, -k DInN, «k,Dnp, ., (D. 4)

where k,, k,>0 fromthe definition of nr,.

Solving (D.1)-(D.4) we reach
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Dnp, - djzdz DinA,,

"2 (D. 5)
DnMZt{(kh+k) dj2 k_th}a)nAzt.

The coefficients d, and d, are

d-h (1-g. k) gk,
d-h (1.g.k)-g,. (D. 6)

Both are positive. Simlarly, equilibriumentry is given by

12(€55d)
nant‘{—n a- nzzdz 1Z}HHA2t
(D. 7)

a0,

(D.5) and (D.7) are (21) and (22) of the text.
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Foot not es

1. See Nel son (1982), Hounshell and Smth (1988), and Mowery and
Rosenberg (1989) anong ot her industry studies. Notable |abor
studi es include Murphy and Welch (1992), Bound and Johnson
(1992), and Murphy and Katz (1992).

2. Search theory in its general formwas devel oped by Stigler
(1961, 1962) and McCall (1970).

3. By total factor productivity we nmean the D visia index

consi sting of percentage output growth between periods m nus the
wei ght ed average of input growth between periods, where the

wei ghts are cost shares. The |atter wei ghted average is often
refered to as "expl ai ned" out put grow h.

4. See Giliches and Jorgenson (1967) and Deni son (1969). W are
aware that breaking the effect of know edge into an "expl ai ned"
part enbodied in factors and an "unexpl ai ned" productivity part
linked to research spillovers does require know edge of
enbodinment. If all prices and quantities were correctly neasured
then productivity would reflect only disenbodi ed know edge and
expl ai ned growt h woul d capture only enbodi nent. In such a world
the effects of know edge woul d be additive. But true productivity
IS unobserved so the deconposition is inpossible.

5. For a conpelling study of this effect, see Horowtz and
Sherman [ 1980]).

6. W do not nean that the observed rate of growh is independent
of enbodinment. In new growth theory nodels observed growth falls
short of optimal growh to the extent that growh is di senbodi ed.
See Roner (1986, 1990), and Lucas (1988).

7. The termproductivity state di stinguishes stochastically

evol ving productivity fromdeterm nistic R& capital stock. The
concept of productivity state separates R&D out put from R&

i nputs. Productivity state need not increase with R&D

expendi tures, whereas R&D stock does. This viewis close to that
of Evenson and Kislev (1976).

8. The factor intensity ordering can be notivated by appealing to
the demands for an influx of human and physical capital inposed
adj ustnments to changes in technol ogy, as in Nelson and Phel ps
(1966) and Bartel and Lichtenberg (1989). W do not pursue this
connection in detail.

9. Concavity neans that 8, and 8, |ie between zero and 1 and sum
to less than 1.
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In this fornulation spillovers have a stochastic effect on
productivity. Let the firmis current productivity state be A, A
determnistic effect of spillovers could be obtained by defining
the new productivity state, A ,=g(R,SP;), where g is an
i ncreasing function oF S& s and spillovers. In this case A ,>A,
and G,,=0 once the nunber of scientists and spillovers exceed a
critical mass, but A <A, if spillovers are small, regardl ess of
t he nunber of S&Es. We do not pursue this alternative approach
here, in part because adaptive invention is probably not a sure
bet .

10. The exponential distribution is comonly used to desci be
conti nuous non-negative randomvariables. In our case it is an
approxi mation, since productivity has a finite upper bound while
t he domai n of an exponential variate is unbounded above. W bound
productivity at a high level so that the resulting truncated
distribution is approxi mted by the exponenti al .

11. The derivative in (16) follows fromdifferentiation of the
exponent as well as the base. To see this, use the formula

y=f (x) 9 9™ () " npke the appropriate substitutions for vy,
f(x), and g(x), and differentiate.

12. Recall that h,=n,g,G," ' Repeated application of the product
rule and application of the result in fn. 10 yields (17).

13. Type 1 is a conpetitive activity with identical firns,
changes in p,, are entirely driven by factor prices, and changes
innr, partly so. Though we worked out this nore general case,
we opted for the sinpler presentation in the text.

14. Estimates of research and devel opnent expenditures from 1921
to 1960 were based on information on enploynent in individual
research | aboratories included in directories published by the
Nat i onal Research Council. Individual |aboratories were assigned
to product fields based on their stated areas of research.
Directory information for 1921, 1927, 1933, 1940, 1946,
1950, 1955, and 1960 was used in these calculations. Since the
wartinme pattern of research cannot reasonably be determ ned from
data for 1940 and 1946 al one, estimtes of the wartinme pattern of
R & D expenditures were constructed from The Governnent's Wartine

Research and Devel opnent, 1940-44, a report fromthe Subcommttee
on War Mobilization to the Senate Conmttee on Mlitary Affairs,
and from ot her sources.

The 1921-1960 data were benchmarked to national data on
research and devel opnment expenditures published in BLS Bulletin
2331, The Inpact of Research and Devel opnent on Productivity
Gowth. The individual industry estimates were linked to the
standard National Science Foundation applied product field data
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in 1960. Data were collected fromboth the directories and NSF
sources in 1960, and linked; this adjustnent procedure made it
possible to nodify the directory data to allow for the fact that
research | aboratories of the type covered by the directories
account for a larger proportion of the total research effort in
sonme industries (chemcals) than in others (aircraft).

The NSF applied product field data have not been publi shed
on a conparable basis after 1983. Therefore, estimtes of
applied product field data were constructed for 1984 to 1986
using an alternative NSF industry series for these years.
Subsequently, the 1921-1960 data fromthe directories, the NSF
applied product field data for 1960-1983, and the further
estimates for 1984-1986 were conbined to create the 1921-1986
ti me-series anal yzed here.

15. The factor quantity growth equations are specified as before.
The factor price growh equations include growh in the price of
that factor in other industries, growh in the price of that
factor in the industry |agged one and two periods, and growth in
real GNP. The | abor price growh equation also includes

popul ati on growth, the capital price equation includes the
savings rate, and the internedi ate goods price equation includes
grow h of energy price. This systemsatisfies both the rank and
order conditions for identification.

16. The separation of college fromnoncollege |abor by 2 digit
manufacturing industry is nontrivial, because industry data

di stinguish only white and bl ue collar workers. To obtain

esti mates of college and noncol |l ege workers by industry it is
first necessary to derive college and noncol | ege proportions of
white and blue collar workers by industry. The only source for
this between Census years is the CPS, but the CPS sanple is thin
when it is divided up by industry. Thus the estimtes of the
col l ege proportions exhibit |arge sanpling variability from year
to year. To conbat this problemwe take 3 year noving averages of
t he coll ege proportions. The snoothed proportions are nultiplied
by white and blue collar enpl oyees. W note that data on white
and blue collar enploynment are relaible since they are drawn from
t he conprehensive 790 survey of manufacturing enpl oyers. Adding
together the estimted coll ege nunbers derived from col | ege
proportions in each of white and blue collar enploynent, we
obtain total college enploynent by industry. This exhibits
novenents due to the business cycle, and sonme renai ning sanpling
variability. The latter biases our results for the coll ege

trai ned downward. Noncol |l ege trained are a residual after
subtraction of college enploynment fromtotal enploynent.

17. The attenuation bias for our data is as follows. Let y,= "+
$q,, where g, is the true technology intensity. However, the
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divisor of the intensity is erroneous so we have not ¢, but
z,=g,+e,, and the bias as usual is -$F.?/ (F.2+F,?)<0. See G eene
(1990) anong ot hers.

18. The systemis the sane as in the Jorgenson data, except that
there are 5 input quantity growth equations and 5 input price
growt h equati ons.



