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#### Abstract

Though it is known that clos interconnection networks have many advantages over the other interconnection networks, it would be interesting to see the performance benefits that clos networks can bring to the real world applications. In this paper, we compare the performance of Fast Fourier Transforms (FFT) in clos networks with that of in mesh networks, a popular interconnection topology. We use both two- dimensional (2-d) and three-dimensional (3-d) formulations of FFT for our studies. We show that the performance of FFT in clos networks is significantly better and we further show that 3-d formulation outperforms the 2-d formulation.


## 1. Introduction

A clos network [1] is a rearrangeable, which means that it can route any permutation without blocking. Although the property of being rearrangeable is rarely exploited directly in clusters, a rearrangeable network necessarily exhibits full (maximal) bisection, a property that is crucial to any network that claims to be scalable. A message-passing network's minimum bisection, measured in links, is defined mathematically as the minimum number of links crossing any cut that bisects the hosts (half of the hosts on one side of the cut, the other half on the other side). The minimum bisection provides a metric for the minimum traffic-handling capacity of a network irrespective of the communication patterns among the hosts. The upper bound on the minimum bisection of a network of $N$ hosts is $N / 2$ links because there will be bisecting cuts possible across half of the host links irrespective of the internal topology of the network.

The clos topology provides multiple routes between hosts, and all shortest routes are deadlock-free. This allows the traffic to be dispersed in a way that statistically avoids "hot spots," high utilization of specific network links that can result from single-route mappings of the communication patterns of application programs to the topology. This same dispersive routing technique can provide fault tolerance on a much smaller time scale than by periodic mapping, and can exploit multiple ports on host interfaces.

Though theoretically clos networks are supposed to give better performance for the applications, it is important to perform experimental studies using real world applications. We use FFT [2-11], an application that is both computation and communication intensive, to show the benefits that clos networks can provide when compared to the mesh networks [12]. Discrete Fourier Transform (DFT) [13-15] plays an important role in many scientific and technical applications including wave analysis, solutions to partial differential equations, digital signal processing and image filtering. The DFT is a linear transformation that maps $n$ regularly sampled points from a cycle of a periodic signal onto equal number of points representing the frequency spectrum of the signal. FFT is an algorithm to compute the DFT of an n-point series. We use a 64 -processor and a 128 -processor mesh and clos topology systems for our experiments. The paper is organized as follows. Section 2 describes the topology information. The algorithm used for performing parallel FFT is explained in Section 3. Section 4 provides the experimental results and we conclude in Section 5.

## 2. Topology Information



For a 64 -processor mesh network, 16 switches each containing 16 ports were used. Out of the 16 ports, four ports were used to connect the processors and others were used to connect with the other switches. Similarly for the 128 -processor system, 32 switches were used.


## Each level has 64 processors and multiple levels can be added

Figure 2. 3-d Mesh Topology
For a 64-processor clos network, 16 switches - each containing 16 ports - were used (8 switches in the first level and 8 switches in the second level). In the first level, 8 ports of each of
the switches were used to connect to the processors and the other 8 were used to connect to the switches in the upper level. In the second level, 8 ports were to connect to the switches in the lower level and the other 8 were unused. For a 128-processor system, 24 switches were used (16 in the lower level and 8 in the upper level). All the 16 ports in the upper level switches were used here to connect to the switches in the lower level.


Figure 3. CLOS Topology

## 3. Algorithm

There has been a great interest in implementing FFT on parallel computers [16-23]. Commonly used parallel formulations of the FFT algorithm are binary-exchange algorithm [16, 18, 19, 21-27] and transpose algorithm [17, 23, 25, 26]. We use the transpose algorithm for our studies. We compute the performance of FFT using both the 2-d and 3-d transpose algorithms. In the two-dimensional transpose algorithm, the input of size $D$ elements is arranged in a $\sqrt{ } \mathrm{D} \times \sqrt{ }$ 2-d array that is stripe-partitioned among P processors. These processors, although physically connected in a clos or mesh network, can be regarded as being arranged in a logical onedimensional linear array. We call this as one-dimensional (1-d) layout or two-dimensional FFT.

Thus, in a 1-d layout (2-d FFT), $\sqrt{ } \mathrm{D} \times \sqrt{ }$ input elements are mapped to the $P$ processors logically arranged as linear array. Each processor will have D/P elements. Each of them will compute the FFT for the (column) elements present in it.

Thus, the computation time $=(\sqrt{ } \mathrm{D} / \mathrm{P}) * \mathrm{~S} * \sqrt{ } \mathrm{D} * \log \sqrt{ } \mathrm{D}$, where S is a constant.
The elements are transposed after this computation and for transposing the matrix, the number of elements that needs to be passed on to the other processors is $\mathrm{D} /(\mathrm{P} * \mathrm{P})$. After getting the elements from other processors, each processor computes the FFT again

The communication cost $=(\mathrm{P}-1)\left[\mathrm{t}_{\mathrm{s}}+\mathrm{t}_{\mathrm{w}} * \mathrm{D} /(\mathrm{P} * \mathrm{P})\right]$
As an extension of the above mentioned 1-d layout scheme, in a 2-d layout (3-d FFT), the $D^{1 / 3} \mathrm{X}^{1 / 3} \mathrm{X}^{1 / 3}$ input elements are mapped to P processors logically arranged as $\sqrt{ } \mathrm{P} \times \sqrt{ } \mathrm{P}$ grid. Each processor has $\left(D^{1 / 3} / \sqrt{ }\right) *\left(D^{1 / 3 / \sqrt{P}}\right)$ columns each of size $\mathrm{D} 1 / 3$. The total computation involves three computation phases and two communication phases. In the first, third and fifth phases, each processor does the computation of the elements present in it. In the second phase, the elements are transposed along $\mathbf{x z}$ plane and the fourth phase involves transposition along $\mathbf{y z}$ plane.

The computation cost is $\left(\mathrm{D}^{2 / 3} / \mathrm{P}\right) * \mathrm{~S} * \mathrm{D}^{1 / 3} * \log \mathrm{D}^{1 / 3}$
The communication cost is $(\sqrt{ } \mathrm{P}-1)$ [ $\left.\mathrm{t}_{\mathrm{s}}+\mathrm{t}_{\mathrm{W}} * \mathrm{D} /(\mathrm{P} * \sqrt{ } \mathrm{P})\right]$
Since this algorithm requires transposing the matrix, in the 2-d FFT, every processor needs to communicate with every other processor and in the 3-d FFT, every processor needs to communicate with every other processor in its column in the first phase of communication and every other processor in its row in the second phase of communication. With the clos networks, the number of hops to reach a node in any of the other switches is only 2 hops for the 64 and 128processor systems where there are only two levels. In order to optimize the performance, the input elements are distributed across different processors in such a way that the communication for one of the phases need not go to a different switch.

## 4. Experimental Results

We performed all our experiments using a locally developed discrete event simulator. The time taken for various problem sizes and system sizes were measured for both the 1-d and 2d layouts. Each FFT point was considered as a complex number. Figure 4 shows the time taken for the 2-d FFT in the 64-processor clos and mesh networks for the problem sizes varying from $64^{\wedge} 2$ elements to $4096^{\wedge} 2$ elements.

As can be observed from Figure 4, there is no appreciable difference between mesh and clos for small problem sizes. When the problem size is small, the amount of communication between the processors is less and thus the contention is less in the mesh network. But as the problem size increases, the difference is more pronounced and clos outperforms mesh. For the larger problems, in the mesh networks, the size and the number of messages that need to be communicated among the various processors increase and thus there are a lot of contentions. But, in the clos networks, the contention is less as there are more number of links, and thus it performs much better than the mesh. The percentage improvement is around ( $40-50 \%$ ) for large problem sizes.


Figure 4. Comparison of 64-processor Clos and Mesh networks for 2-d FFT


Figure 5. Comparison of 128-processor Clos and Mesh networks for 2-d FFT
Figure 5 shows the time taken for the 2-d FFT in the 128 -processor clos and mesh networks for the problem sizes varying from 128^2 elements to $4096^{\wedge} 2$ elements.

For the 128 -processor system, the trends are similar to that of the 64 -processor system. We observe that as the number of processors increases from 64 to 128 , the total time taken for the small problem sizes increases whereas the total computation time for the large problem sizes decreases.


Figure 6. Comparison of 64-processor Clos and Mesh networks for 3-d FFT


Figure 7. Comparison of 128-processor Clos and Mesh networks for 3-d FFT
When the problem size is small, the communication time is predominant over the computation time. If we increase the number of processors, the number of communications increases. Even though the computation time reduces and the message size reduces, the startup time incurred for each of the communication attributes a significant overhead to the total computation time.

Figure 6 shows the time taken for the 3 -d FFT in the 64 -processor clos and mesh networks for the problem sizes varying from $16^{\wedge} 3$ elements to $128^{\wedge} 3$ elements. Figure 7 shows the time taken for the $3-\mathrm{d}$ FFT in the 128 -processor clos and mesh networks for the problem sizes varying from $32^{\wedge} 3$ elements to $128^{\wedge} 3$ elements.

The results for 3-d FFT are similar to that of 2-d FFT. It can be observed that the time taken for the total computation in 3-d FFT is less than that of in 2-d FFT for the same problem size. Input size of $64 \times 64 \times 64$ in 3 -d FFT corresponds to an input size of $512 \times 512$. Similarly the problem size of $128 \times 128 \times 128$ corresponds to the size between $1024 \times 1024$ and $2048 \times 2048$.

## 5. Conclusion

We evaluated the performance of parallel FFT in clos networks and mesh networks and observed that clos networks outperformed mesh networks. An improvement of up to $50 \%$ was obtained for larger problem sizes. We have also analyzed the two different formulations of the parallel FFT algorithm namely the two-dimensional form and the three-dimensional form and noted that the three-dimensional form outperformed the two-dimensional form.
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