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Abstract. Determining the likelihood of a disaster is a key component of any comprehensive
hazard assessment. This is particularly true for tsunamis, even though most tsunami hazard
assessments have in the past relied on scenario or deterministic type models. We discuss

probabilistic tsunami hazard analysis (PTHA) from the standpoint of integrating computa-
tional methods with empirical analysis of past tsunami runup. PTHA is derived from prob-
abilistic seismic hazard analysis (PSHA), with the main difference being that PTHA must

account for far-field sources. The computational methods rely on numerical tsunami propa-
gation models rather than empirical attenuation relationships as in PSHA in determining
ground motions. Because a number of source parameters affect local tsunami runup height,

PTHA can become complex and computationally intensive. Empirical analysis can function in
one of two ways, depending on the length and completeness of the tsunami catalog. For site-
specific studies where there is sufficient tsunami runup data available, hazard curves can
primarily be derived from empirical analysis, with computational methods used to highlight

deficiencies in the tsunami catalog. For region-wide analyses and sites where there are little to
no tsunami data, a computationally based method such as Monte Carlo simulation is
the primary method to establish tsunami hazards. Two case studies that describe how

computational and empirical methods can be integrated are presented for Acapulco, Mexico
(site-specific) and the U.S. Pacific Northwest coastline (region-wide analysis).

Key words: tsunami, probabilistic hazard analysis, seismic hazard analysis, Monte Carlo, tide
gauge, empirical, power-law

1. Introduction

Both deterministic and probabilistic analysis have been used in the past to
assess the hazards posed by tsunamis, depending on the objective. For
example, tsunami evacuation maps have recently been derived from tsu-
nami inundation maps based on the maximum credible tsunami for a given
region (i.e., deterministic scenarios). Insurance applications, in contrast,
typically focus on the 1% annual probability of exceedance or the 100-year
base flood standard (U.S. Interagency Advisory Committee on Water
Data, 1982). Other land-use planning objectives may consider other proba-
bilistic standards such as the 10-year or 500-year floods (10, 0.2% annual
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probability, respectively). Though there appears to be a distinct difference
in these approaches, some intuitive measure of probability is involved in
the former case in terms of assigning a maximum credible tsunami for
evacuation maps. For example, asteroid tsunamis which may have signifi-
cant probabilities in a 1000-year time frame (Ward and Asphaug, 2000) are
usually not considered for maximum inundation maps, whereas other sour-
ces such as large earthquakes which have significant 100-year probabilities
usually are included. Other sources, such as submarine landslides and vol-
canogenic processes, are much more difficult to assign average repeat times
and probabilities (Ward, 2001), primarily because of a lack of age dates
for these sources in specific regions. In addition to unstated likelihoods
associated with deterministic analyses, another problem in assigning a
maximum credible event is compounded conservatism (Bogen, 1994). In
cases where deterministic scenarios are not based on historic events, there
may be a tendency to use upper-bound limits on each of the input source
parameters (in the case of landslides, for example, slide velocity, cohesive-
ness of slide block, slide volume, friction, etc.). Under compounded conser-
vatism, the source probability for the entire scenario is considerably
smaller than the probability for each of the input variates used in the anal-
ysis. Probabilistic analysis of tsunamis is therefore not only important in
determining an annualized risk as with insurance applications, but it is also
important in explicitly defining the probability associated with individual
scenarios.

Whereas probabilistic analysis of tsunami hazards yields information on
likelihood in addition to the other components of hazard assessment (e.g.,
location, extent, severity) (Kockelman, 1989), the results of probabilistic
analysis may be difficult to interpret. Typically, probabilistic hazard curves
at a particular site or hazard exeedance maps for a given probability are
computed using many different sources. The difficulty in interpreting the
results is that the hazard does not represent a single event that is easily
understandable in terms of its evolution from generation to runup and
inundation. Tinti and Armigliato (2003) assert that detailed, deterministic
modeling based on a particular source scenario best serves the purposes of
coastal engineers to develop effective tsunami counter-measures. It is likely
that for multiple mitigation objectives, both deterministic and probabilistic
analyses are needed. In a multi-objective hazard analysis, deaggregation of
probabilistic results (cf., Harmsen and Frankel, 2001) is an effective tool
for developing scenarios for deterministic modeling.

In contrast to other natural hazards where probabilistic analysis has
been applied, particularly earthquake hazards, there are several issues un-
ique to tsunami hazard analysis. First, the area affected by tsunami haz-
ards need not be near the source (i.e., at distances several times the source
dimension). This is the case for coastal margins that are affected by dis-

ERIC L. GEIST AND T. PARSONS278



tant, transoceanic tsunamis. The methods used to analyze the hazards
from these far-field source and the associated uncertainties are necessarily
different than the methods and uncertainties for tsunamis generated by lo-
cal sources. These differences are best described for the most common tsu-
nami generating mechanism: earthquakes. In comparison to local tsunamis,
far-field tsunamis have a simpler parameterization according to the earth-
quake’s mechanism, scalar seismic moment, and radiation pattern (Ben-
Menahem and Rosenman, 1972, Comer, 1980; Ward, 1980, 1982; Pelayo
and Wiens, 1992; Abe, 1995; Polet and Kanamori, 2000). Other than the
general cumulative frequency–magnitude relationship for earthquakes
known as the Gutenberg–Richter relationship (Rundle, 1989; Kagan,
1999), assigning specific probabilities to circum-Pacific, subduction-zone
earthquakes has proven to be a difficult topic (Kagan and Jackson, 1995;
Schwartz, 1999; Rong et al., 2003). In contrast, for local tsunamis where
offshore faults may have established historic and paleoseismologic recur-
rence rates, the larger problem is constraining the many other seismic
parameters that affect local tsunami generation (Kajiura, 1981; Geist, 1999;
Geist and Bilek, 2001; Geist, 2002).

A second problem in establishing tsunami probabilities is the limited
amplitude range of tsunami measurements. The two primary methods for
recording tsunami wave heights are from tide gauge stations and from
post-event surveys that measure the elevation of high-water line marks,
broken tree branches, etc. It is important to recognize that these are two
different types of measurements. Whereas tide-gauge stations measure tsu-
nami waveform amplitudes from a stilling well in the water, the post-event
surveys are onshore measurements of wave elevations or flow depths dur-
ing runup. In some cases, such as vegetation removal or intrusion by salt
water, maximum runup can be recorded. Errors associated with this type
of measurement are discussed by Baptista et al. (1993) and Borrero (2001)
and are usually in the 1-m range. For tide gauge data, minimum tsunami
amplitudes reported in catalogs are approximately 0.1 m (Burroughs and
Tebbens, 2005), owing primarily to ambient wave activity in harbors. With
maximum tsunami amplitudes in the 30–40 m range, conventional mea-
surements span less than three orders of magnitude in amplitude. New bot-
tom pressure sensors that record tsunamis in the open ocean and away
from wind-generated wave influence will undoubtedly increase this ampli-
tude range (Hino et al., 2001; Hirata et al., 2003). The existing range rep-
resented in tsunami catalogs, however, is much less than, for example,
earthquakes that span many orders of magnitude (Abercrombie, 1995).

The two aforementioned issues are directly linked to two components of
PTHA: computationally based methods and empirical analysis of tsunami
runup and amplitude data. PTHA is derived from probabilistic seismic
hazard analysis (PSHA) as discussed by a number of authors (Lin and
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Tung, 1982; Rikitake and Aida, 1988; Ward and Asphaug, 2000; Downes
and Stirling, 2001; Ward, 2002; Geist, 2005). Computationally based meth-
ods rely on knowledge of source parameters, recurrence rates and their
uncertainties. Empirical analysis is based solely on the historical record of
tsunamis at a particular location. Hence, it is critically dependent on the
available range of measurements as well as catalog completeness.

The objective of this paper is to demonstrate how computational meth-
ods and empirical analysis can be used jointly to yield a comprehensive
hazard assessment. Both of these approaches have advantages. For exam-
ple, computational methods are valuable where there are few historical re-
cords or for including many possible sources with a wide range of
likelihood of occurring. In contrast to deterministic scenarios, computa-
tional probabilistic methods also have the advantage that they can include
parameter sensitivity estimates. The advantage of empirical analysis is that
no a priori knowledge of source type or location is needed to calculate
probabilities. We first discuss PTHA and review past empirical analysis
techniques for tsunami data. We then develop two contrasting case studies
where both computational and empirical methods are used. The first is a
site-specific study for Acapulco where there is a long record of tsunamis.
The second case study is a regional assessment for the U.S. Pacific North-
west coastline where there is sparse tsunami data.

2. Probabilistic Tsunami Hazard Analysis (PTHA)

The computational method in PTHA generally follows the PSHA method
originally developed by Cornell (1968). PSHA is a widely used method for
assessing seismic hazards and has been comprehensively described and re-
viewed in several reports (National Research Council (NRC), 1988, 1997;
Senior Seismic Hazard Analysis Committee (SSHAC), 1997). In rudimen-
tary terms, the method consists of three steps: (1) specification of the
earthquake source parameters and associated uncertainties; (2) specification
of the attenuation relationships; and (3) the probabilistic calculations (see
http://www.relm.org/tutorial_materials/). Step 2 of PSHA often involves
empirical analysis of existing data to determine ground motion (e.g., Boore
et al., 1997). Various aspects of PSHA have been discussed by a number of
authors, including the distinction between aleatory and epistemic uncer-
tainty (Toro et al., 1997; Anderson and Brune, 1999; Anderson et al.,
2000), use of synthetic earthquake catalogs (Ward, 1991, 1996, 2000),
Monte Carlo methods (Savage, 1991, 1992; Cramer et al., 1996; Ebel and
Kafka, 1999), and logic trees (Coppersmith and Youngs, 1986), application
to fault rupture hazards (Youngs et al., 2003), and deaggregation of prob-
abilistic results (Harmsen and Frankel, 2001).
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2.1. THEORY

Computational methods similar to PSHA have been used to develop
PTHA (Lin and Tung, 1982; Rikitake and Aida, 1988; Ward and Asph-
aug, 2000; Downes and Stirling, 2001; Ward, 2001, 2002; Geist, 2005). The
approach discussed by Ward (2001, 2002), is perhaps the most straightfor-
ward and is summarized as follows. The first step (tsunami generation) is
to determine the maximum tsunami amplitude (hmax(r0,ws)) at a particular
source location given by location vector r0 and a parameter space ws

(Ward, 2001). For earthquake sources, hmax(r0,ws) is equal to the coseismic
vertical displacement field for offshore regions (hmax (r0, ws)=0 for onshore
regions). If the spatial wavelength of vertical displacement is less than
approximately three times the water depth, then a tsunami generation
Green’s function has to be applied to compute hmax(r0, ws) from the verti-
cal displacement field (Kajiura, 1963; Satake, 2002). Also, in regions of
steep bathymetry over the source area, Tanioka and Satake (1996) show
that coseismic horizontal displacement has to be included in the computa-
tion of hmax (r0, ws). Because the phase velocity of tsunami waves is much
less than earthquake rupture velocities, finite rupture duration has a
minimal effect on hmax (r0, ws) (Geist, 1999). During the propagation step,
tsunami amplitude is modified by attenuation and shoaling factors. In addi-
tion, nearshore tsunami amplitudes are significantly affected by small-scale
changes in bathymetry resulting in local amplification, as well as resonance
in bays, inlets, and harbors (Rabinovich, 1997). This is analogous to site
effects in PSHA.

From a numerical propagation model, a set of source parameters ( wcrit
s )

is determined such that at a particular coastal location (given by location
vector r), hmax(r, wcrit

s Þ � hcrit. This highlights a key difference between
PTHA and PSHA. For tsunami computations, displacement of the water
column is first computed at the source and then propagated using numeri-
cal simulations to coastal sites, whereas for PSHA, peak ground accelera-
tion at a particular site is typically established using empirical attenuation
relations that are based only on the magnitude of the source and distance
between the source and site (i.e., r=||r)r0||). The rate at which a particular
source occurs _n (r0, ws), usually follows a power-law function such as the
Gutenberg–Richter (G–R) relation for earthquake magnitude. The total
rate at a particular source location that results in wave heights that exceed
hcrit at our coastal location is calculated by integrating over the parameter
space

_Nðr; r0; hcritÞ ¼
Zwmax

s

wcrit
s

_nðr0;wsÞdws: ð1Þ
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Then, _Nðr;hcritÞ ¼
R

_Nðr0;hcritÞdr0 represents the rate or number of tsuna-
mis per year at which wave heights are exceeded at a coastal location
determined by integrating Equation (1) over all source locations of interest.
If we assume a Poissonian arrival time process, the probability that a tsu-
nami with amplitude hcrit or greater occurring in time period T is given by
the exponential function:

Pðr;T; hcritÞ ¼ 1� e�
_Nðr;hcritÞT: ð2Þ

For far-field seismogenic tsunamis, the parameter space can be simply def-
ined as the moment magnitude of the earthquake magnitude (ws=Mw) and
the source recurrence rate is given by the G–R distribution
_nðMwÞ ¼ 10aþbMw (Ward, 2002). For asteroid-impact tsunamis, _nðr0;ws) is
the annual impact rate per square meter of ocean for bodies of variable
radii (Ward and Asphaug, 2000). For landslide tsunamis (Ward, 2001) and
for local, earthquake-generated tsunamis, determination of _nðr0;ws)
becomes considerably more difficult.

A somewhat different approach has been proposed by Rikitake and
Aida (1988). In this case, characteristic sources (relative to tsunami genera-
tion) are defined at eight zones along subduction zones bordering the Pa-
cific coast of Japan. The tsunami wave height distribution along the Japan
coast is calculated for each characteristic source:

hmaxðr; rzoneÞ zone ¼ 1; 2; . . . ; 8: ð3Þ

In each zone, the characteristic earthquake is assigned a 10-year probabil-
ity (Peq (rzone,T=10 yr)), using both exponential (Equation 2) and Weibull
distributions and based on a recurrence rate of _nðMcharÞ. For each zone,
the probability that tsunami amplitude hcrit will be exceeded in time T is
given by

Pðr; rzone; hcrit;TÞ ¼
Peqðrzone;TÞ; hmaxðrÞ � hcrit
0; hmaxðrÞ<hcrit.

�
ð4Þ

The combined tsunami probability for n zones is

Pðr; hcrit;TÞ ¼ 1�
Yn

zone¼1
½1� Pðr; rzone; hcrit;TÞ:� ð5Þ

In this approach, _Nðr;hcritÞ is not explicitly calculated. As in PSHA, char-
acteristic earthquake size distributions are often considered separately from
G–R distributions, though Field et al. (1999) shows how these two distri-
butions can be combined. One can also modify the Rikitake and Aida
(1988) approach to consider a distribution of discrete earthquake magni-
tudes, each with an assigned G–R recurrence rate, rather than strictly con-
sidering only characteristic earthquakes.
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2.2. UNCERTAINTIES

As discussed in Geist (2005), it is convenient to classify uncertainties asso-
ciated with PTHA calculations according to the generation, propagation,
and runup processes and whether the uncertainties are epistemic or alea-
tory (Senior Seismic Hazard Analysis Committee, SSHAC, 1997; Toro
et al., 1997; Anderson and Brune, 1999). In practice, most of the uncer-
tainties associated with PTHA are epistemic in that collection of additional
data decreases the level of uncertainty (e.g., higher resolution bathymetry
improves the accuracy of numerical propagation computations, Matsuy-
ama et al., 1999). For a few parameters such as event-to-event variations
in slip distribution, uncertainty is inherent in the physics of earthquake
rupture (i.e. aleatory) and is not reduced by the collection of additional
data. Another example of aleatory uncertainty is the tidal level at the time
of tsunami arrival (Mofjeld et al., 1997).

Tsunami source parameters with epistemic uncertainties can be incorpo-
rated in a logic-tree approach (Coppersmith and Youngs, 1986; Cramer
et al., 1996; Senior Seismic Hazard Analysis Committee, (SSHAC), 1997).
For example, the maximum earthquake magnitude that any given fault can
generate may be subject to different interpretations of, for example, fault
length, seismogenic depth, and slip rate. More generally, different fre-
quency–magnitude curves can be envisioned to conform to either a modi-
fied G–R relationship in which the b-value is greater for larger earthquakes
(Pacheco et al., 1992; Sornette and Virieux, 1992; Romanowicz and Run-
dle, 1993; Kagan, 1999; Pisarenko and Sornette, 2004) or a characteristic
model for the largest earthquake (Wesnousky, 1994; Kagan, 2002b). If
hazard analysis is based on the seismic moment (M0=l LWD) of potential
earthquakes, then values and associated uncertainties for first-order param-
eters such as rupture length (L), width (W), shear modulus (l), and aver-
age slip (D) must be provided. A number of theoretical and empirical
scaling relationship linking the geometric and kinematic (i.e., D or static
stress drop) parameters have been proposed (Kanamori and Anderson,
1975; Geller, 1976; Wyss, 1979; Scholz, 1982; Romanowicz and Rundle,
1993; Wells and Coppersmith, 1994; Somerville et al., 1999; Shaw and
Scholz, 2001; Miller, 2002). In addition, values for shear modulus are often
taken from a standard reference earth model (Dziewonski and Anderson,
1981), though recent observations in subduction zones (Bilek and Lay,
1999, 2000) suggest that lower values near the surface may have a signifi-
cant effect on tsunami generation (Geist and Bilek, 2001). Finally, other
parameters that relate to fault zone geometry (dip, fault depth) have a sig-
nificant effect on tsunami generation (Geist, 1999) – typically, these param-
eters are constrained by deep-crustal seismic imaging (e.g., Parsons et al.,
1998) and precise hypocenter locations (e.g., DeShon et al., 2003).
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An example of a simplified logic tree that accommodates epistemic
uncertainty in three model parameters is shown in Figure 1. In this exam-
ple, different seismogenic depths ( z1 � � � z4) that control the rupture width
for large events are considered, dependent on the choice of the recurrence
relation. In contrast in this example, only two choices for shear modulus
are used, independent of the other parameters in the logic tree. The joint
probability for each branch of the logic tree is shown on the right-hand
side. For a realistic analysis of epistemic uncertainty associated with local
tsunamis, the logic tree can become much more complicated than shown in
Figure 1 and Monte Carlo methods that sample extensive logic trees may
need to be employed (e.g., Petersen et al., 2002).

For aleatory uncertainty such as associated with slip distributions, the
uncertainty is typically incorporated directly into the rate calculations

Figure 1. Example of a simplified logic tree for three model parameters: (1) earthquake
recurrence (characteristic, Gutenberg–Richter), (2) seismogenic depths (z1 ... z4), and (3)
shear modulus: PREM (Dziewonski and Anderson, 1981); regional observations (e.g.,

Bilek and Lay, 1999). For each parameter, the weighting factor is shown below in
parentheses. Joint probabilities for each parameter shown on right-hand side.
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(Equation 1). The cumulative probability (/) that some hazard variable
(Y) will be exceeded based on aleatory, normally distributed uncertainty is
given by

Uðy � YjŶ; rYÞ ¼
Z1

Y

1

rY

ffiffiffiffiffiffi
2p
p exp �ðy� ŶÞ2

2r2
Y

" #
dy; ð6Þ

where the expected value (Ŷ) and variance (r2Y) are determined from
regression analysis of existing data (Anderson and Brune, 1999). For
PSHA, the natural logarithm of ground motion is the hazard variable with
Ŷ determined from empirical and theoretical attenuation relations that are
a function of distance and magnitude (Ŷ=f(r,m), r=||r)r0||) and r2Y
determined from comparison to observations (Senior Seismic Hazard Anal-
ysis Committee, (SSHAC), 1997). Anderson and Brune (1999) assert, how-
ever, that a significant fraction of ground-motion uncertainty determined
from attenuation relations is epistemic and should be handled in a different
manner.) Then, the total exceedance rate is modified as follows:

_Nðr;YÞ ¼
Z Z

_nðr;mÞUðy � YjŶ; rYÞdr dm: ð7Þ

Aleatory uncertainty in the hazard variable for local tsunami amplitude
(hmax) mainly arises from the inherent variability in slip distribution during
rupture. Unfortunately, there are few coastal locations where the expected
value (ĥmaxðr;m)) and variance (r2

h) can be determined from empirical
analysis of a sufficient number of earthquakes along a given fault. It is
possible, however, that model-based values for ĥmaxðr;m) and r2

h can be
derived through Monte Carlo analysis of a large number of slip distribu-
tions (D(n,y) ) n, y are coordinates resolved in the fault plane, Figure 2),
such that

ĥmaxðr;mÞ ¼
1

N

X
i

hmaxðr;Diðn; y;mÞÞ ð8Þ

and

r2
h ¼

1

N

X
i

½hmaxðr;Diðn; y;mÞÞ � ĥmaxðr;mÞ�2: ð9Þ

The procedure for calculating tsunami amplitudes from a stochastic,
slip-distribution model is discussed by Geist (2002). If hmax(r,D(n,y,m))
for a particular coastal site and earthquake magnitude is normally dis-
tributed, then Equation (6) can be used to calculate the cumulative
probability /. An example of this method is given for the characteristic
earthquake model in the Cascadia case study below. Similar methods
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can be employed to account for uncertainty in when the tsunami occurs
relative to the tidal stage.

2.3. MONTE CARLO SIMULATIONS

Monte Carlo techniques are useful for including multiple sources of uncer-
tainty in hazard analysis (Savage, 1992; Cramer et al., 1996; Ebel and Kaf-
ka, 1999). Monte Carlo or stochastic simulation (Rubinstein, 1981) involves
using a large statistical sample in calculating initial conditions for a numeri-
cal model. To determine tsunami recurrence rates and probabilities, a seis-
mic zonation scheme is developed based on fault structure and tectonics that
can include both far-field and local sources (e.g., Ward, 1994; Kagan,
2002a). Within each zone, a random sample of earthquake magnitudes are
chosen according to a modified G–R distribution with the epicenter ran-
domized such that the rupture area does not extend outside the seismic zone.
(In contrast, for the characteristic model earthquake magnitude and location
are derived, in part, from fault segment boundaries defined a priori.) In
addition, for each earthquake a stochastic slip distribution is used to calcu-
late the initial conditions for tsunami propagation (Geist, 2002). Other
parameters that are typically taken to be constant are fault plane geometry,
shear modulus, and a constant scaling relationship between seismic moment
and the length and width dimensions of rupture.

Figure 2. Geometry for local tsunamis generated by distributed slip (D(n, y)) along a
dipping thrust fault. Position vectors shown for source location (r0) and shoreline
location (r). Modified from Geist and Dmowska (1999).

ERIC L. GEIST AND T. PARSONS286



The Monte Carlo simulation is based on selecting a random sample of
earthquake magnitudes from the modified G–R distribution of Kagan and
Jackson (2000) (see also Vere-Jones et al., 2001). For a lower-magnitude
cutoff (Mt) that represents catalog completeness and an upper-magnitude
corner (Mc) that fixes the tail of the distribution, the cumulative distribu-
tion is given by

FðMÞ ¼ ðMt=MÞb exp½ðMt �MÞ=Mc�; ð10Þ

where the exponent b is related to the b-value of the G–R distribution
according to b=(3/2) b (Kagan, 1997, 1999). An example of a modified
G–R distribution is plotted in Figure 3 for Mt=7.0 and Mc=9.0 (dashed
line) along with a the cumulative distribution of 100 random samples taken
from Equation (10) (medium solid line). As a measure of variability of this
random sample, we also plot the envelope of 20 sets of 100 random samples
(two light solid lines) (cf., Field et al., 1999). Increasing the number of

Figure 3. Cumulative distribution function (dashed line) for the modified Gutenberg–
Richter relationship given by Kagan and Jackson (2000) and Vere-Jones et al. (2001).
Cumulative number of earthquakes from 1 set of N=100 random samples according

to this distribution shown by medium solid line. Envelope of 20 sets of N=100 ran-
dom samples per set shown by the two light solid lines.
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random samples decreases the variability caused by sampling (as measured
by the envelope), but increases the computational cost if these samples are
used in tsunami simulations. One can determine the average return time of
earthquakes of magnitude Mw, and greater based on a geologic-based esti-
mate of the seismic moment budget for the entire seismic zone ( _Mzone

geol ) as
indicated by Ward (1994):

_Mzone
geol ¼ lLHs _sgeol; ð11Þ

where L is the length of the seismic zone, Hs is the seismogenic width, and
_sgeol is the fault slip rate. This estimate implicitly assumes that the seismic
coupling coefficient (v) equals 1 through the seismogenic zone. Kagan
(2002a) gives expressions to determine the activity rate (i.e. yearly number
of earthquakes greater than a threshold magnitude) for different distribu-
tions such as Equation (10).

Once we have a random sample of earthquake magnitudes based on a
physically realistic distribution, the rupture length and width (L, W) for
tsunami generation can be determined from scaling relationships. The aver-
age amount of slip (D) that constrains the scaling of the stochastic slip dis-
tribution is then determined from the geometric parameters and shear
modulus (l) according to

M0 ¼ lLWD: ð12Þ

The choices for scaling relationships are subject to interpretation; multiple
scaling relationships could be used to determine a level of epistemic uncer-
tainty. Finally, for each earthquake epicenter, magnitude, and slip distribution,
the tsunami propagation model is run to determine the tsunami amplitude or
runup along the coastline from sources in each defined seismic zone.

3. Analysis of Empirical Tsunami Data

It has been shown in previous studies (Soloviev, 1969; Houston et al., 1977;
Horikawa and Shuto, 1983; Burroughs and Tebbens, 2005) that at a given
coastal location, tsunami amplitudes follow a definable frequency-size
distribution over a sufficiently long amount of time. For regions with an
extensive catalog of observed tsunami wave heights, this method can be of
great use in establishing tsunami probabilities. Accurate determination of
the scaling constants, however, depends on a number of factors, including
number of observations, measurement range of observations, and catalog
completeness. In this section, different mathematical forms for the scaling
relationship are reviewed, followed by how the aforementioned factors
affect the probability calculations and how empirical analysis has been used
on a region-wide basis in the past.
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The frequency-size distribution introduced by Soloviev (1969) is of the
form

_nðiÞ ¼ a110
�b1i; ð13Þ

where a1 and b1 are constants, _n is the number of events per annum, and i
is tsunami intensity calculated from the average runup (havg) along a
stretch of coastline:

i ¼ log2ð
ffiffiffiffiffiffiffiffiffiffiffi
2havg

p
Þ: ð14Þ

Rather than use tsunami intensity, for the analysis of Hawaiian tsunamis
Houston et al. (1977) used the maximum elevation of tsunami waves
200 ft. inland of the coast (h200):

_nðh200Þ ¼ a210
�b2h200 : ð15Þ

In addition, for the analysis of tsunami source regions along the Alaska
and Peru-Chile subduction zones, Garcia and Houston (1975), Houston
(1980), and Crawford (1987) used an exponential frequency-size distribu-
tion of the form

_nðiÞ ¼ a3e
�b3i: ð16Þ

More recently, Burroughs and Tebbens (2005) proposed that tsunami ru-
nup heights follow a power-law relationship similar to many other natural
systems, particularly the Gutenberg–Richter frequency–magnitude relation-
ship for earthquakes. In examining extensive records of tsunami wave
heights at several locations in Japan, they conclude that the cumulative fre-
quency-size distribution is best fit by a power-law relationship of the form

_nðhÞ ¼ Ch�a4 ; ð17Þ

where h is the maximum tsunami height recorded at a single site (U.S.
National Geophysical Data Center tsunami catalog). At some sites, the
catalog data are best fit by an upper-truncated power-law (Burroughs and
Tebbens, 2001):

_nrðhÞ ¼ Cðh�a4 � h�a4
U Þ; ð18Þ

where hU is the wave height where the frequency falls to zero. Burroughs
and Tebbens (2001, 2005) explain that the upper-truncated power law is a
result of either temporal limitations (large events not included in the cata-
log) or physical bounds on the phenomenon at a particular site (e.g., wave
breaking prior to runup). If we assume that the inter-event arrival times
and magnitudes are independent, characteristic of a Poisson process as in
PTHA (Equation 2), then the cumulative distribution function is given by
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Pðh � hcritÞ ¼ 1� e� _nðhcritÞT; ð19Þ

where hcrit is the wave height of interest or risk tolerance and T is the time
period of interest or exposure time. As noted by Houston et al. (1977), for
example, the probability in a 10 or 50-year time frame that a 1-in-100 year
wave height would occur is not insignificant: P=0.10 and 0.39, respectively.

Probabilistic assessment of tsunami hazards using an empirically derived
frequency-size distribution is dependent on how well the distribution is
constrained by the catalog data. First, Horikawa and Shuto (1983) show
that the average frequency of a tsunami of intensity equal to or greater
than that of the 1896 Sanriku tsunami (i ‡ 4) is 0.005 yr)1 (1 in 200 year
event) if an exponential function is used, versus 0.01 yr)1(1 in 100 year
event) if a power-law distribution is used. The choice of distribution is
obviously important in estimating the recurrence rate of tsunamis. For riv-
er floods also, Malamud et al. (1996) shows that the standard log-Pearson
Type III distribution (U.S. Interagency Advisory Committee on Water
Data, 1982) and power-law distribution yield significantly different recur-
rence rates. The power-law distribution may be preferable in most cases
(Malamud et al., 1996). Recent research has also shown that many other
physical phenomena follow a power-law frequency-size distribution (e.g.,
Ito and Matsuzaki, 1990; Birkeland and Landry, 2002; Malamud et al.,
2004). In addition to the form of the scaling relationship used (i.e., expo-
nential, power-law), Burroughs and Tebbens (2005) provide two criteria to
determine whether a particular frequency-size distribution can be used for
probabilistic forecasting: (1) the scaling exponent (a) should be the same
for both short and long time intervals and (2) the scaling relationship from
the data excluding the largest events in the catalog should be consistent
with those largest events. For cases where a best-fit upper-truncated power
law is caused by an incomplete catalog missing large events, Burroughs
and Tebbens (2005) indicate that a power-law relationship should be used
for probabilistic assessments. Catalog completeness is an important factor
to evaluate, especially with respect to the types of measurements being
made (runup measured by post-event surveys versus tsunami amplitude re-
corded at tide-gauge stations), the accuracy of the measurements, and the
range of tsunami wave height recorded. The latter often varies historically,
with the development and deployment of tide-gauge stations and other
instruments as will be evident in the Acapulco case study below.

Because empirical frequency-size distributions are derived from histori-
cal records at a given site, several schemes have been developed to perform
a regional hazard assessment using these distributions. To calculate the fre-
quency of occurrence of tsunami waves for the Hawaiian Islands, Houston
et al. (1977) first determined the frequency-size distributions at locations
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where historical data is available (e.g., Hilo, Honolulu). At locations where
historical data are unavailable, they calculated a relative response function
using a finite-element hydrodynamic model, calibrated using large past
events (e.g., 1960 Chile and 1964 Alaska tsunamis). In this way, they were
able to interpolate the empirical constants region wide. This method was
modified to determine the frequency of occurrence for tsunamis along the
west coast of the United States (Garcia and Houston, 1975; Houston,
1980). In this case, frequency-size distributions were established for
far-field source regions in Alaska and Peru-Chile. Using some simplifying
assumptions regarding tsunami generation, tsunami wave heights were cal-
culated in central and southern California and Puget Sound for a range of
tsunami intensity values and associated frequency of occurrence values.
This approach, however, ignores possible tsunamis generated locally and
from other far-field source regions.

4. Acapulco Case Study

For the first case study, a site-specific hazard analysis is introduced using
primarily empirical analysis. A Monte Carlo simulation of local tsunamis
is also performed to indicate where the tsunami catalog may be incom-
plete. Acapulco, Mexico (Figure 4) is chosen primarily because of the
length of the historic tsunami record and the high rate of seismic activity
along the southern Mexico subduction zone. A tsunami catalog is
compiled from previous sources (Iida et al., 1967; Soloviev and Go, 1984;
Sanchez and Farreras, 1993) to determine an empirical cumulative
frequency–runup relationship. This is compared to a synthetic cumulative
frequency–runup relationship determined from a Monte Carlo simulation
for local earthquakes.

The tsunami catalog listed in Table I and shown on Figure 5 is based
primarily on the work of Sanchez and Farreras (1993), who have listed
descriptions of each event along with tide gauge records where available.
Eighteenth to early 20th-century observations are made from visual
accounts. Runup estimates often refer to wave heights as tsunamis impinge
on landmarks and structures, relative to mean sea level or normal high-water
marks. Late 20th-century tsunami observations are from the tide gauge
network that was installed in 1952 (Sanchez and Farreras, 1993) (though a
tide gauge reading is referred to for the 12/14/1950 tsunami).

The two different types of observations present some difficulties in con-
structing a uniform catalog. This is evident in Figure 5 where the installa-
tion of the tide gauge network resulted in more frequent, low-runup
observations. The visual estimates are subject to a large degree of error,
perhaps as large as 1–2 m. The tide gauge measurements record wave
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amplitudes more accurately, although in a protected harbor subject to the
effects of resonance and not runup on the open coast per se. Therefore, an
assumption needs to be made to convert the amplitude measurements to
runup values. The dynamics of tsunami runup depend on a number of fac-
tors in addition to the offshore wave amplitude, including wave polarity,
leading wave steepness, and bathymetric slope (Tadepalli and Synolakis,
1996). As an example of how these two tsunami measurements compare,
we can look at the data available for the 1995 Colima-Jalisco tsunami
recorded near Manzanillo, Mexico (Figure 4). The post-tsunami runup
survey indicates that runup on the open coast nearest Manzanillo was
4.75 m decreasing to 1.75 m along the beach to the south (Borrero et al.,
1997). In contrast, the tide gauge measurement inside Manzanillo harbor
indicates that the maximum amplitude is approximately 1.0 m with a peak
trough-crest wave height of approximately 2.2 m (Ortiz et al., 2000).
For the case of the Acapulco catalog, we simply assume that the peak
trough-crest height reported by Sanchez and Farreras (1993) is the runup
height. A more complete calibration would require detailed inundation
modeling including overland flow. Even so, observations that pre-date the
tide gauge network are in different locations near Acapulco; variability in
observation location itself may cause inconsistencies in runup as was
observed for the 1993 Hokkaido tsunami (Titov and Synolakis, 1997).

Figure 4. Bathymetric map offshore southern Mexico (contour interval: 1000 m).
Rectangle represents seismic zone along interplate thrust for Monte Carlo tsunami
simulation. Arrow: relative plate convergence vector (Cocos-North American plates).
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Table I. Tsunami events at Acapulco, Mexico with reported runups.

Date Source
location

Max.
runup

(m)

Measurement
type

References

2/25/1732 Local 4 Visual estimate Sanchez and Farreras (1993)

9/1/1754 Local 5 Visual estimate Sanchez and Farreras (1993)

3/28/1787 Local 8 Visual estimate Sanchez and Farreras (1993)

5/4/1820 Local 4 Visual estimate Sanchez and Farreras (1993)

5/9/1877 N. Chile 1 Visual estimate Sanchez and Farreras (1993), NGDC

4/14/1907 Local 2 Visual estimate Sanchez and Farreras (1993), NGDC

7/30/1909 Local 9 Visual estimate Iida et al. (1967), Soloviev and

Go (1984), NGDC

12/14/1950 Local 0.3 Tide gauge Sanchez and Farreras (1993), NGDC

11/4/1952 Kamchatka 0.5 Tide gauge (?) Iida et al. (1967), NGDC

3/9/1957 Aleutians 0.64 Tide gauge Sanchez and Farreras (1993)*

7/28/1957 Local 2.60 Tide gauge Sanchez and Farreras (1993)*

5/22/1960 Chile 1.92 Tide gauge Sanchez and Farreras (1993)*

11/20/1960 Peru 0.13 Tide gauge Sanchez and Farreras (1993)*

5/11/1962 Local 0.81 Tide gauge Sanchez and Farreras (1993)*, NGDC

5/19/1962 Local 0.34 Tide gauge Sanchez and Farreras (1993)*

10/13/1963 Kurile

Islands

0.49 Tide gauge Sanchez and Fafferas (1993)*

3/28/1964 Alaska 1.07 Tide gauge Sanchez and Farreras (1993)*

2/4/1965 Aleutians 0.40 Tide gauge Sanchez and Farreras (1993)*

8/23/1965 Local 0.40 Tide gauge Sanchez and Farreras (1993)*, NGDC

1/14/1966 Local 0.40 Tide gauge NGDC

5/16/1968 Japan 0.43 Tide gauge Sanchez and Farreras (1993)*

1/30/1973 Local 0.43 Tide gauge Sanchez and Farreras (1993)*

11/29/1975 Hawaii 0.34 Tide gauge Sanchez and Farreras (1993)*

1/14/1976 Kermadec

Islands

0.24 Tide gauge Sanchez and Farreras (1993)*

3/14/1979 Local 1.31 Tide gauge Sanchez and Farreras (1993)*

12/12/1979 Colombia 0.30 Tide gauge Sanchez and Farreras (1993)*, NGDC

10/25/1981 Local 0.09 Tide gauge Sanchez and Farreras (1993)*, NGDC

9/19/1985 Local 1.15 Tide gauge Sanchez and Farreras (1993)*

9/21/1985 Local 1.20 Tide gauge Sanchez and Farreras (1993)*, NGDC

NGDC: Online tsunami runup database from the National Geophysical Data Center (URL:
http://www.ngdc.noaa.gov/seg/hazard/tsu.shtml).

*Maximum runup from tide gauge records is assumed to be the maximum crest-trough height
as reported by Sanchez and Farreras (1993).
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Despite the difficulties in constructing a tsunami catalog for Acapulco, a
fairly well-defined cumulative frequency–runup relationship is evident from
the data (Figure 6). An empirical best-fit trend is shown in Figure 6 based
on all measurements >0.1 m using the upper-truncated power-law rela-
tionship (Equation 18). Figure 6a shows the trend line for all of the avail-
able data spanning the time period of 1732–1996, whereas Figure 6b shows
only the tide gauge data from 1950–1996. In comparing the figures, the
empirical analysis of just the tide-gauge data (Figure 6b) yields accurate
recurrence rates for tsunamis less than approximately 3 m. Because of a
lack of information for small tsunami for the entire catalog, Figure 6a
indicates artificially low recurrence rates for small tsunamis. This is consis-
tent with the display of tsunami events shown in Figure 5 where no events
<1 m were recorded 220 years prior to the installation of the Acapulco
tide gauge (�80% of the catalog duration). However, empirical analysis
of just the tide-gauge data yields no constraint on the frequency of large
tsunamis as in Figure 6a.

A Monte Carlo simulation was performed to predict the cumulative
frequency–runup curve for Acapulco as described in the section above.
Several authors have noted the shallow depth of the seismogenic zone for
the Mexican interplate thrust (Suárez et al., 1990; Tichelaar and Ruff,
1993; Suárez and Sánchez, 1996), indicating a narrow potential rupture
width compared to many other continental subduction zones. This limits
the maximum magnitude along the subduction zone to M = 8–8.5 (Singh

Figure 5. Tsunami catalog for Acapulco, Mexico. Higher density of measurements
starting in 1952 corresponds to installation of regional tide gauge network (Sanchez
and Farreras, 1993).
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et al., 1983; Ward, 1991, 1992; Suárez and Sánchez, 1996). A single seismic
zone is considered such that L=720 km and W=60 km (Figure 4). The
seismic moment release rate is determined assuming a fault slip rate of
58 mm/yr and v = 1 (Equation 11). Geometry of the Mexican interplate
thrust is taken from seismicity and controlled source, wide-angle seismic
refraction studies (Valdes et al., 1986; Suarez et al., 1990). Two hundred
earthquakes were chosen from a random sample of the modified G–R dis-
tribution (Equation 10) with Mt=7.0 and Mc=8.0 (the latter correspond-
ing to Mmax=8.0 ± 0.1 in Ward, 1991). Although a simple distribution is

Figure 6. Cumulative rate of tsunamis (yr)1) that exceed the runup value given by

the abscissa for the Acapulco tsunami catalog. (a) All local and far-field tsunami
observations (1732–1996). Trend line fit by upper-truncated power law (C=0.056,
a4=0.52, hU=20 m). (b) Only tide gauge recordings of local and far-field events

(1950–1996) (C=0.16, a4=0.81, hU=4.2 m).
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used in this modeling exercise, Singh et al. (1983) and Ward (1991, 1992)
note a non-constant b-value for seismicity in this region with a noticeable
concentration of earthquakes near M = 7–7.5. The rupture length is de-
rived from Mw based on a empirical relationship determined by Wells and
Coppersmith (1994). For rupture width less than W=60 km, an aspect ra-
tio of 2:1 is assumed (Geller, 1976); otherwise the rupture width is fixed at
W=60 km. Randomizing the epicentral location within the defined seismic
zone and using slip distributions from the stochastic source model, peak
nearshore tsunami amplitude (PNTA) values are computed from the tsu-
nami propagation model. PNTA at Acapulco as a function of earthquake
magnitude is shown in Figure 7. Although the trend of increasing PNTA
with earthquake magnitude is apparent, there is substantial scatter in the
model results, owing primarily to the effects of varying propagation dis-
tance and direction.

We compare the cumulative frequency–runup curve from the Monte
Carlo simulation to that for the local tsunami catalog data in Figure 8. As
in Figure 6, a best fit upper-truncated power-law relationship is fit to the
local data (dashed line). To convert the PNTA values to equivalent runup
values, an amplification factor of 2 is assumed that is typical of threshold
propagation models of the type used in this simulation (i.e., models where
propagation computations are stopped at a specific isobath) (Shuto, 1991;
Imamura et al., 1993). In general, small shifts in the computationally based
frequency–runup curve would occur by assuming different values for the
seismic moment release rate (shifts along the ordinate) or for the amplifica-
tion factor in the threshold modeling (shifts along the abscissa). In addi-
tion, the tail of the frequency–runup curvey is controlled by the choice of

Figure 7. PNTA at the latitude of Acapulco computed from a Monte Carlo simula-
tion using 200 earthquakes (M7–8.5).
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Mc for the earthquake distributions input to the tsunami model. The devi-
ation between the Monte Carlo simulation and empirical curves using all
the local tsunami observations (Figure 8a) indicates the importance catalog
completeness has on the empirical results. The higher rate of low-runup
tsunamis (0.1–2 m) predicted by the simulation compared to empirical
analysis confirms that the portion of the tsunami catalog that predates the
installation of the tide gauge network is incomplete in this runup range.
If we only use tide gauge recordings of local tsunamis in the empirical
analysis, we observe a much better agreement with the computational
results (Figure 8b). However, we also note that the tail of the cumulative

Figure 8. Comparison of cumulative frequency–runup curves from the tsunami cata-
log (dashed line) using only the local events (dots) with exceedance rate curve com-
puted from Monte Carlo simulation (solid line). (a) All local tsunami observations

(1732–1996). Discrepancy between the two curves likely omplete low-runup observa-
tions in the tsunami catalog prior to 1950. (b) Only tide gauge recordings of local
events (1950–1996).
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frequency–runup curve is better constrained using the entire local dataset
(Figure 8a). The primary use of computational methods in this case study is
to indicate areas where empirical analysis for different datasets is deficient.

5. Cascadia Case Study

For the second case study, a region-wide analysis of the Cascadia margin
coastline is formulated primarily using Monte Carlo simulation. Empirical
analysis of the existing data in this case is used to determine background
probabilities of tsunamis from far-field sources. PTHA for local tsunamis
is then discussed in terms of both a characteristic model and, as with the
Acapulco case study, a modified G–R model. It should be noted, however,
that these two models (characteristic and G–R) can be combined as dem-
onstrated by Field et al. (1999) for seismic hazard analysis.

5.1. EMPIRICAL ANALYSIS

Since the 1850’s, nine Pacific-rim earthquakes have caused ‡1 m run up in
69 separate incidents along the U.S Pacific coast (Figure 9). At least 16
deaths and �8.3 M in damage are attributable to far-field tsunamis that
struck California, Oregon and Washington (source: National Geophysical
Data Center). These tsunamis originated from all around the Pacific rim:
Chile, Hawaii, Japan, the Kuril trench, and Alaska.

At any given point along the U.S. West Coast, there is an insufficient
record to develop a cumulative-frequency–runup distribution as was done
for Acapulco. However, a region-wide analysis of empirical data that cal-
culates a frequency above a threshold runup can be calculated. The region-
wide catalog shown in Figure 9 allows us to calculate a far-field tsunami
frequency at a variety of sites along the U.S. Pacific coast. Since there are
at least five major sources of far-field tsunamis, their occurrence is treated
as random in time, and the observed frequencies are used in a Poisson
probability model built around an exponential distribution as in Equation
(2). The odds of a far-field tsunami strike can be pre-calculated and treated
as the background probability for a given area of interest. The probability
of locally sourced events can be superimposed over the background proba-
bility using Equation (5).

We generated a set of far-field tsunami probability calculations for the
continental U.S Pacific coast (Figure 10). We divided the coast into
�100-km zones (measured by latitude) and tallied the number of far-field
tsunami events with recorded run up ‡1 m. From these patterns, inter-
event times can be estimated for each 100-km bin by using observed time
differences between events and the open intervals at the beginning and
end of the 1854–2004 observation period. To account for the open inter-
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vals, inter-event times for fault segments were calculated using a Monte
Carlo technique. Tsunami times were repeatedly drawn at random from
exponential distributions of varying means (1–300 years) over a 500-yr
period; distributions that could reproduce observed tsunami event times
for bin within the last 150-yr part of the sequence were tracked, and the
mean of all distributions that fit the observations was used in the recur-
rence models.

Figure 9. Observations of ‡1 m run up caused by far-field tsunamis along the conti-
nental U.S. Pacific coast. Circles are scaled by runup magnitude, and colored accord-
ing to source region. Two different histograms of far-field tsunami frequency are

shown; in both cases the frequencies are calculated using �100 km bins. The differ-
ence between the two plots is that the bin boundaries are uniformly shifted by 25 km
to show the effects of different bin locations. The frequencies shown were modeled

with a Monte Carlo method to account for open intervals on either end of the
�150-year observation period (see text) and used to calculate Poisson probability.
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Use of a spatial binning technique for far-field tsunami probability causes
the results to depend in part on the choice of the bin width and boundaries.
Larger bins will have greater frequencies and higher probability. In addition,
the locations of bin boundaries can have an effect (compare Figure l0a with
b) because the observations are not uniformly distributed along the coast
(see Figure 9). For �100-km-long coastal areas along the continental U.S.
Pacific coast, in general we find that the annual probability of ‡1 m run up
from far-field tsunamis can range from �1 to �5% (Figure 10). Despite the

Figure 10. Two examples of Poisson probability calculations using the binning shown

in Figure 9. These plots indicate the annual probability of ‡1 m run up caused by
far-field tsunamis based strictly on empirical analysis. Note that the results are depen-
dent on the bin locations (‘‘a’’ and ‘‘b’’ correspond to the same-labeled histograms in

Figure 8). These values could be treated as background probability upon which the
probability from local events is superimposed.
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variability in runup probability caused by data availability and binning, in
some areas such as near Crescent City, California, increased runup probabil-
ity can be traced to physical sources – namely the nearshore hydrodynamic
response to tsunamis as discussed by González et al. (1995).

5.2. CHARACTERISTIC EARTHQUAKES

For local Cascadia tsunamis, we first examine a scenario in which the
interplate thrust along the Cascadia subduction zone only ruptures in char-
acteristic M=9 earthquakes (i.e., characteristic earthquakes in terms of
first-order source parameters, but not in terms of slip distribution) (Fig-
ure 11). This case provides an example of how the cumulative probability
can be calculated for inherent variability in slip distribution patterns. The
cumulative probability in this case is conditional upon an event with a set
of source parameters (wM9) occurring. The first-order source parameters
(geometry, magnitude, average slip) for this case are based on the recent
analysis of the 1700 ce earthquake and tsunami by (Satake et al., 2003),
using their ‘‘Long-Wide’’ rupture model. Results from the Long-Narrow
model are discussed in Geist (2005). One hundred different slip distribu-
tions are generated using the stochastic source model and PNTA is calcu-
lated using a linear-long wave tsunami propagation model. Shown in
Figure 11a is the mean and the ±1 standard deviation lines for the suite
of 100 stochastic ruptures for points along the coastline between latitudes
41� N and 48� N. Tsunami amplitudes are generally higher broadside from
the center of the rupture zone (43�–46� N) because of the source radiation
pattern (Ward, 1982) combined with nearshore wave propagation effects.
Histograms are also shown for three locations to demonstrate the variabil-
ity in PNTA distributions. (Green line represents a normal distribution gi-
ven the mean and standard deviation of the amplitudes from the 100
ruptures). The right-hand graph shows the cumulative probability that
PNTA ‡ 7 m given that this event will occur (/(PNTA ‡ 7 m | wM9)) cal-
culated in two ways. The magenta line is based on calculations assuming a
normal distribution (Equation 6). The cyan line is based on discrete sum-
mation of the model results. To calculate the total exceedance rate, one
would multiply / with the corresponding recurrence rate and integrate
over all other source locations and magnitudes (Equation 7). If the average
recurrence rate of these events is 1/520 yr)1 as determined from coastal
subsidence (e.g., Atwater and Hemphill-Haley, 1997), then hazard curves
can be calculated for individual sites as shown in Figure 12 (labeled P).
These hazard curves are constructed for a 520 year exposure time (T=1
avg. earthquake cycle) and are compared to the cumulative probability
curves (/) if the earthquake were to occur. This comparison emphasizes the
fact that for a Poisson process and _NT ¼ 1, P approaches 1 ) e)1� 0.63 for
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Figure 11. (Left) Map showing regional bathymetry and Cascadia interplate thrust.

Light blue region represents example rupture area for a M=9 earthquake bounded in
the downdip direction by the 450 �C isotherm (Hyndman and Wang, 1994). (a) Mean
and ±1 r values of PNTA calculated using hydrodynamic simulations for 100 differ-

ent slip distribution patterns (Geist, 2005). PNTA histograms shown at three loca-
tions with equivalent normal distribution (green line). (b) Cumulative probability that
PNTA will exceed 7 m, given that the earthquake were to occur. Magenta line: calcu-
lated assuming normal distribution (Equation 6). Cyan line: calculated from discrete

summation of model results. CV = coefficient of variation.
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low PNTA values, whereas / fi 1. In contrast, for PNTA values that have a
low exceedance probability, P� / when _NT ¼ 1. It should be noted that dif-
ferent recurrence rates have been determined from dating offshore turbidites
(Adams, 1990; Goldfinger et al., 2003). Also, different characteristic earth-
quakes have been employed such as with the National Seismic Hazard Maps
that assume two weighted scenarios: (a) a M=9 rupture with a recurrence
interval of approximately 500 years and (b) a series of floating M=8.3 earth-
quakes that fill the Cascadia seismic zone every 500 years (Frankel et al.,
1996, 2002).

5.3. GUTENBERG–RICHTER DISTRIBUTION

A contrasting earthquake model to the characteristic example above is to
assume that earthquake magnitudes follow a G–R distribution. As in the
Acapulco example, we consider a single seismic zone coincident with the

Figure 12. (Left) Map of M = 9 Cascadia rupture as in Figure 10. (Right) Mean and
±1 r values of PNTA and hazard curves (thin line) for _NT = 1 assuming earthquake

follow a Poisson process. For comparison, cumulative probability curves ((D) given
that the earthquake were to occur are also shown. CV = coefficient of variation.
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M=9 rupture zone shown in Figure 11. The cumulative number of earth-
quakes per year as a function of magnitude derived from the distribution
shown in Figure 3 is shown in Figure 13, assuming L=720 km,
Hs=120 km, _sgeol ¼ 40 mm/yr, Mc=9.0, and v=1. For a given location
along the coastline (in this case, at 43.5� N), if PNTA is plotted as a func-
tion of earthquake magnitude (Figure 14a), considerable variability of tsu-
nami amplitude is readily apparent for earthquakes in the range M = 7–8.
This is primarily caused by the variability in propagation distance and
direction for small earthquakes in the large defined seismic zone. If instead
the maximum PNTA in the entire seismic zone for each earthquake is plot-
ted as a function of magnitude (Figure 14b), then this variability decreases.
The maximum PNTA is typically recorded closest to the rupture area (spe-
cifically, region of maximum slip) and thus statistics for the zone as a
whole reduces variability in propagation distances. The cumulative fre-
quency–PNTA curves are shown in Figure 15 for a single site and for the
entire zone. These curves approximately follow a power-law relationship,
although the slope increases slightly with higher PNTA values. The corre-
sponding annualized hazard curve (1 year exposure time) for a single site is
shown in Figure 16 along with the annualized probability of 1 m or great-
er runup from far-field sources determined by empirical analysis (Fig-
ure 10). As before, we assume an amplification factor of 2 to convert
PNTA to runup. Under these assumptions, the risk from far-field tsunamis
at this level (1 m and greater) appears to be slightly greater than that from
local tsunamis at this particular site assuming the G–R earthquake distri-
bution model.

Figure 13. Cumulative number earthquake per year for modified G–R relationship

(heavy) and random sample (light) calculated from the distribution shown in Figure 3
and a geologic estimate of the seismic moment budget for the Cascadia seismic zone.
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Comparing the local PTHA results from the two regions examined in
this study, southern Mexico and Cascadia, differences in the cumulative
frequency–runup curves (Figures 8 and 15, respectively) are traced to dif-
ferences in the seismotectonics of the two regions. The curve for Cascadia
is approximately linear (i.e., simple power law relationship), indicating that
large events (up to M � 9 earthquakes) are possible, albeit at low recur-
rence rates. The potential rupture area for southern Mexico is smaller in
width than that for Cascadia, owing to the fact that the lithosphere of
the overriding plate in Mexico is thin and composed of oceanic material

Figure 14. PNTA as a function of earthquake magnitude for a random sample of 100
earthquakes that follow a modified G–R distribution (Figure 13): (a) for a single coast-
al site at 43.5� N; (b) maximum PNTA in entire seismic zone for each earthquake.
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(Suárez et al., 1990; Suárez and Sánchez, 1996). In this case the frequency–
runup curve has a more arcuate tail (Figure 8) indicative of an upper-trun-
cated power-law relationship limited by the maximum earthquake size.
From this, we can conclude that it is important to account for regional
geologic differences in source parameterization when conducting probabi-
listic tsunami assessments.

6. Conclusions

In this study, we have shown how methods commonly used in PSHA can
be modified for use in PTHA of local tsunamis. The primary difference

Figure 15. Cumulative frequency–PNTA curves using the modified G–R distribution
for (a) a single coastal site (latitude 43.5� N); (b) the entire seismic zone.
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between PSHA and PTHA is the need to include far-field sources in tsu-
nami analysis and computational methods to calculate nearshore tsunami
amplitudes or runup. As in PSHA, model and parameter uncertainty can
be incorporated into PTHA calculations through the use of logic trees or,
for the case of inherent variability of slip distribution patterns, through di-
rect integration in the rate calculations. For the latter, a previously devel-
oped stochastic source model is used to determine the expected value and
deviation of nearshore tsunami amplitudes (Geist, 2002). We also adapt a
zonation-based Monte Carlo simulation technique (Ward, 1994) for
tsunami analysis in which earthquake magnitudes are defined by a modi-
fied G–R distribution and earthquake location and slip distribution are
randomized. With accurate source parameterization, these computational
techniques can produce synthetic cumulative frequency–runup curves to
assess regional or site-specific tsunami hazards. Simpler techniques can be
developed for far-field tsunami sources, though in many cases there are
sufficient data to perform empirical analyses.

Empirical analysis of tsunami data can serve either as a primary tool to
establish site-specific hazard curves or provide regional background infor-
mation on far-field tsunamis. Results from the Acapulco case study in
which empirical analysis was compared to a Monte Carlo simulation of
local tsunamis indicate that catalog completeness is an critical factor for
determining accurate recurrence rates. In practice, as with earthquake stud-
ies (written communication, Art Frankel), different periods of a tsunami

Figure 16. Annualized hazard curve for the site in Figure 15a. Probability calcula-
tions assume that earthquakes follow a Poisson process. Because of the low exee-
dance rates, annualized Poisson probabilities are approximately equal to the

exceedance rate curve (Figure 15a). Far-field annualized probability shown for runup
>1 m (Figure 10).
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catalog which is complete for a given runup threshold can be used to
establish recurrence rates for that runup threshold. A typical tsunami cata-
log can be divided between observations prior to and following the instal-
lation of tide-gauge stations. Sufficient historical observations that pre-date
tide-gage measurements can constrain the tail (i.e., high runup) of the
cumulative frequency–runup curves (Figure 6), whereas tide-gauge mea-
surements can constrain the low-runup part of this curve where the histori-
cal observations are incomplete (Figure 8). In general, empirical analysis is
best suited for site-specific studies for which there are sufficient data on
tsunami runup. Taken together, results for different completeness periods
can yield accurate recurrence estimates for a wide range of tsunami run-
ups. Region-wide hazard assessment where there is a sparse record of tsu-
namis, as with the Cascadia case-study, is best approached using
computational methods, using empirical analysis to provide background
information.
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