Addendum A.5 Kennedy Space Center Service Elements

A.5.1   Checkout and Launch Control System (CLCS) (Option 4A, 4B)

ADDRESS/LOCATION:  				NASA KSC Buildings: LCC, SSPF, HMF Pads 39A, B; 								NASA DFRC Buildings: Building 4834

						NASA JSC Buildings: Building 16

SECURITY LEVEL				3

HIRING AGREEMENTS:                                         N/A

HOURS OF OPERATION			Continuous

OWNERSHIP			Government Owned 

FUNCTIONAL DESCRIPTION: 

The Checkout and Launch Control System (CLCS) will replace the current Launch Processing System (LPS), which is 1970’s technology, with state-of-the-art technology. The best products from industry and government agencies will be combined to provide a showcase Checkout and Launch Control System at the Kennedy Space Center.  A layered system architecture will be employed to improve safety, reliability, and quality. The system will deliver a higher level of knowledge than previously possible by including additional data, health, and status in the decision process. Vehicle configuration from other data bases (e.g., electrical connectivity) along with more complete definitions of valid system states will be combined to determine the actual end-item status. This final status will be much more reliable since all pertinent parameters are entered into the calculation. In addition to improved reliability, a new constraint manager will enhance the sophistication of system control. This new constraint manager will provide surveillance over existing processes to enable appropriate action to be taken for system failures or unplanned excursions. All data samples of all pertinent data throughout the test will be utilized in lieu of selected or spot checks. The constraint manager will ensure that when a test is completed it met all the necessary criteria for successful completion. Discrepancies will be reported and handled prior to test completion.  In addition, the following advantages will be achieved by the CLCS project:  reduce program life-cycle costs, assure processing support for the Space Shuttle manifest, reduce the burden of changing hardware and software, adapt to support current and future Shuttle upgrades and future launch vehicle projects, provide a system which minimizes the number of personnel required to process the Space Shuttle vehicles on a daily basis, provide a system which minimizes operations and maintenance costs, increase the current systemÕs fail-operational capability (not necessarily automatically), minimize the amount of hardware and associated failures in hazardous environments, minimize the time required to repair hardware (or software) which requires a human to enter a hazardous environment, minimize the time required to build a test configuration software set, minimize the number of personnel and time required for the configuration and load process, reduce the system complexity, provide a distributed simulation capability in real-time from the control room during test, minimize the number of internal data types., improve the commonality of the JSC and KSC databanks, and increase the availability and reliability beyond that of LPS. 

FACILITY DESCRIPTION:  

The CLCS hardware architecture is predominantly off-the-shelf, UNIX-based workstations and servers connected to Asynchronous Transfer Mode networks. The majority of the CLCS equipment will occupy the Launch Control Center second and third floor at KSC. This equipment supports processing of the Space Shuttle Orbiter and its elements from initial powered-up testing through launch, including sustaining engineering and application software development and test. Additional sets of equipment are located in the Space Station Processing facility in the Cargo Integrated Test Equipment area used for Orbiter-Payload Interface testing, Dryden Flight Research Center used for Orbiter post-landing deservicing, and at JSC for Shuttle/CLCS integrated testing.  The CLCS equipment in the KSC LCC will include 3 control, the Shuttle Data Center and simulation areas and the Integrated Development Environment. Services provided from the CLCS include:

Control and monitoring of ground support equipment located across KSC, including the Shuttle Landing Facility, Orbiter Processing Facility, Vehicle Assembly Building, Hypergolic Maintenance Facility, Cargo Integrated Test Equipment area, and Launch pads 39A and 39B.

Control and Monitor of up to three orbiters simultaneously

Distribution of real-time test data to JSC, MSFC, DRFC, etc.

Fault detection and analysis for the CLCS, GSE and spacecraft systems

Archival and retrieval of test data

The CLCS facilities  contain of a distributed computer network of approximately 1000 computing devices (~725 workstations, 125 data processors, 150 Gateways), 50 laser printers, video and voice communications equipment, associated networking hardware, and an archiving facility. The hardware consists of COTS products except for the Gateway’s. The CLCS software suite consists of commercial software packages and approximately 1.5 MSLOC of custom software. Approximately 50,000 square feet of administrative office space is provided for the contractor’s personnel.

UNIQUE INFORMATION:

The CLCS must sustain operations 24 hours per day, 7 days per week for testing support, consistent with a Shuttle flight rate of 7 flights per year and the baselined International Space Station (ISS) manifest.  The general staffed work schedule in the CLCS is executed as follows:  The Operational controls rooms 1-3 operates 24 hours per day, 7 days per week to support testing in the Orbiter Processing Facility, Shuttle Landing Facility, Pads 39 A and B; the Hypergolic Maintenance Facility CLCS equipment operates 16 hours per day, 5 days per week;  the Cargo Interface Test Equipment operates 16 hours per day, 5 days per week;  the Shuttle Avionics Integration Lab at JSC operates 16 hours per day, 5 days per week for approximately 2 weeks out of every month;   the remaining platform hardware (e.g., network, servers, workstations, and peripheral equipment) operates 1st shift, 7 days per week. On-call and special request for support is to be provided as required to meet special peak or critical periods of activity.

The CSOC contractor will be responsible for maintaining, operating and sustaining the CLCS with the exception of the user-developed application software and displays. The CSOC contractor will also be responsible for providing the members of the Ground Operations Team required to operate the ground system during test support activities. SFOC and NASA personnel will comprise the other members of the Ground Operations Team.

STANDARD ACTIVITIES:	1.4.1-2;1.4.4-1.4.12

Table A.5.1 - CLCS Services by Customer

CUSTOMER�SERVICES�REFERENCE DOCUMENT,

DOCUMENT NUMBER��Space Shuttle�2.4.1.2(a)

2.4.1.7

2.4.1.8(a)�Space Shuttle Program, NSTS-07700



Checkout and Launch Control System Functional Requirements



Data Storage Requirements��

�A.5.2    Hangar AE Telemetry Lab and Real-time Software Support (Option 2A,2B) 

ADDRESS/LOCATION:			CCAS Building 60680 (Hangar AE), Room 125

SECURITY LEVEL:			2

HIRING AGREEMENTS:                           N/A

HOURS OF OPERATION:	             8 hours X 5 days/week. Overtime, split shifts, and multiple shifts  required during launch support

OWNERSHIP:				Government Owned

FUNCTIONAL DESCRIPTION:

The Hangar AE telemetry function supports the reception, recording, decoding, and displaying of launch vehicle telemetry.  The facility has the capability to support multiple telemetry sources from the same or multiple vehicles.  The telemetry sources are obtained from Hangar AE resources, land-line connections to CCAS and KSC telemetry reception facilities, and from land-line connections to remote sources via CCAS and KSC communications facilities.  The CSOC contractor will be responsible for initialization and operations of all telemetry reception, recording and decoding equipment (e.g., RF equipment, FM discriminators, PCM/PDM decommutators, Analog recorders, stripchart recorders, and all data distribution equipment).  Additionally, the CSOC contractor will be responsible for initialization and operation of the real-time computer processing equipment which provides both analog stripchart and digital display of all received telemetry data. Support for the real-time processing computers includes modification of current real-time software and related configuration files.  Configuration control of the real-time software is handled at Hangar AE for all remote sites and for VAFB Building 836.  Daily operations of the entire telemetry facility may include support of vehicle testing and launches, recording and playback of telemetry data, coordination of downrange telemetry data including scheduling and testing, and verification and validation of stripchart and digitally displayed data. Launch support may include sending processed telemetry data to remote locations.  Initialization and configuration information will be received by the CSOC contractor and must be implemented and tested within 2 working days.  On occasion, real-time configuration changes will be required without disrupting on-going operations.

UNIQUE INFORMATION:		None

FACILITY DESCRIPTION:

The major hardware components of the Hangar AE telemetry facility include: 88 analog stripcharts, 6 wideband analog recorders, 6 real-time telemetry processing computers, 12 PCM decommutators, RF reception equipment, 80 FM discriminators, 1 96-channel FM digitizer, 1 dual bus Link Multiplexer, and 15 software development and support computers.  The real-time software contains over 70K SLOC.

STANDARD ACTIVITIES:	1.4.1-2;1.4.4-1.4.12



Table A.5.2 - Hangar AE Telemetry Lab and Real-time Software Services

CUSTOMER�SERVICE�REFERENCE DOCUMENT,

DOCUMENT NUMBER��NASA KSC ELV, NASA GSFC OLS, NASA LeRC�2.4.2.1; 2.4.2.2

2.4.2.6; 2.4.2.7

2.4.2.9 (b) �Space Shuttle Program Requirements Documents PRD/OR/PSP/OD 20000

MOA Between NASA and USAF on Launch Services and Range Support to Government ELV Programs

Future ELV Launch Vehicle PRD/OD��NASA Spacecraft Customers�2.4.2.1; 2.4.2.2

2.4.2.6; 2.4.2.7

2.4.2.9 (b) �Future ELV Launch Vehicle PRD/OD

Future Spacecraft Launch Site Support Plan��Lockheed-Martin, McDonnell Douglas.�2.4.2.1; 2.4.2.2

2.4.2.6; 2.4.2.7

2.4.2.9 (b) �NASA/Delta Subagreement for ETR (KCA-008)

NASA/Atlas Subagreement for ETR (KCA-007)

Future ELV Launch Vehicle PRD/OD���A.5.3   Hangar AE Communications Support (Option 2A,2B)

ADDRESS/LOCATION:			CCAS Building 60680 (Hangar AE)

SECURITY LEVEL:			2

HIRING AGREEMENTS:                           N/A

HOURS OF OPERATION:	8 hours X 5 days/week.  Overtime, split shifts, and multiple shifts required during launch support

OWNERSHIP:				Government Owned

FUNCTIONAL DESCRIPTION:		

The Hangar AE Communications Support System provides the Eastern Range and KSC as well as other NASA and commercial sites with video/television, data, and audio communications by interfacing with the Eastern Range and the KSC communications systems.  Hangar AE has connectivity to both fiber optic and electrical based communications circuits.  Hangar AE provides the coordination and support to meet all communication requirements for all NASA and commercial ELV processing and launch activities.  In addition, Hangar AE provides: troubleshooting and restoration of audio, video and data communications services for all ELV and certain Shuttle activities, communication circuit degradation detection, implementation of standard and unique mission support communications configurations as required. Video and data  inputs consist of internal Hangar AE generated video and data pages and Range launch pad video and data, tracking video, public affairs, and spacecraft data displays as required on a mission by mission basis.  Video and data outputs are provided to the Mission Director’s Center, the Launch Vehicle Data Center, the Building E&O Control Center,  the Delta, Titan and Atlas launch complexes, the Eastern Range, KSC’s Spacecraft processing facilities, GSFC, VAFB, JSC, MSFC and JPL.

UNIQUE INFORMATION:		None

FACILITY DESCRIPTION:

The Hangar AE Communications Support System Control Center is 2100 square feet of data, audio and video telecommunications equipment.  This equipment includes a 150 input by 100 output Dynair video/data switch, 450 color and black and white monitors, 25 high resolution video recorders, 6 video projectors,  50 color and black and white video cameras, a Compunetix T500 digital voice switch supporting 80 end instruments and a General Data Comm Mega-Mux Transport Management audio and data system. 



STANDARD ACTIVITIES:	1.4.1-2;1.4.4-1.4.12



Table A.5.3 - Hangar AE Communications Support Services

CUSTOMER�SERVICE�REFERENCE DOCUMENT,

DOCUMENT NUMBER��Eastern Range, KSC, VAFB, GSFC, JPL, MSFC, LeRC, Lockheed-Martin, McDonnell Douglas�2.4.2.1; 2.4.2.2

2.4.2.6; 2.4.2.7

2.4.2.9 (b) �Space Shuttle Program Requirements Documents PRD/OR/PSP/OD 20000

MOA Between NASA and USAF on Launch Services and Range Support to Government ELV Programs

NASA/Delta Subagreement for ETR (KCA-008)

NASA/Atlas Subagreement for ETR (KCA-007)

Future ELV Launch Vehicle PRD/OD���A.5.4    Hangar AE Mission Director’s Center (MDC) (Option 2A,2B)

ADDRESS/LOCATION:			CCAS Building 60680 (Hangar AE), Room 109A

SECURITY LEVEL:			2

HIRING AGREEMENTS:                           N/A

HOURS OF OPERATION:	8 hours X 5 days/week.  Overtime, split shifts, and multiple shifts required during launch support

OWNERSHIP:				Government Owned

FUNCTIONAL DESCRIPTION:

The Mission Director’s Center (MDC) is located in Hanger AE on Cape Canaveral Air Force Station.  It consist of  two parts.  One is an Operations area with 32 work stations and the other is an observation area with VIP seating for 36 guest.  Operations are directed by NASA with technical support provided by a contractor.  The MDC is a launch and testing support room for upper level management.  During operations NASA and customer representatives from the Air Force, Vehicle, Spacecraft and Public Affairs monitor all launch countdown operations and tests.  Each customer is provided with a work station containing video, timing, communications and data services. All work stations in the MDC are custom configured to support the unique requirements for each customer and each mission or test.  The NASA MDC Operations Director and Contractor MDC Engineer have work stations in the MDC to work any technical problems that arise during operations.  The MDC Operations Director is the prime point of contact for MDC requirements and scheduling.

UNIQUE INFORMATION:		None

FACILITY DESCRIPTION:

The MDC contains two large screen projectors, two 35 inch monitors, four 19 inch monitor, two launch sequencer boards, five time zone clocks, and six video cameras.  These are controlled from the MDC Operations Director’s work station.  The work stations contain a total of 32 switchable 9 inch video monitors, 8 Computer Aided Recording and Display Call up panels, 28 Mission Operations Communication System II (MOCS II).  The MOCS II end instruments have 10 point to point phones, 24 duplex communication channels, and one commercial telephone. 



STANDARD ACTIVITIES:	1.4.1-2;1.4.4-1.4.12



Table A.5.4 - Hangar AE MDC Services

CUSTOMER�SERVICE�REFERENCE DOCUMENT,

DOCUMENT NUMBER��NASA KSC ELV, NASA GSFC OLS, NASA LeRC�2.4.2.6

2.4.2.9 (b)�Space Shuttle Program Requirements Documents PRD/OR/PSP/OD 20000

MOA Between NASA and USAF on Launch Services and Range Support to Government ELV Programs

Future ELV Launch Vehicle PRD/OD��NASA Spacecraft Customers�2.4.2.6

2.4.2.9 (b)�Future Launch Vehicle PRD/OD

Spacecraft Launch Site Support Plan��Lockheed-Martin, McDonnell Douglas�2.4.2.6

2.4.2.9 (b)�NASA/Delta Subagreement for ETR (KCA-008)

NASA/Atlas Subagreement for ETR (KCA-007)

Future ELV Launch Vehicle PRD/OD���A.5.5    Hangar AE Launch Vehicle Data Center (LVDC) and E&O Control Center (Option 2A,2B)

ADDRESS/LOCATION:			CCAS Building 60680 (Hangar AE) & Building E&O

SECURITY LEVEL:			2

HIRING AGREEMENTS:                           N/A

HOURS OF OPERATION:	8 hours X 5 days/week.  Overtime, split shifts, and multiple shifts required during launch support

OWNERSHIP:				Government Owned

FUNCTIONAL DESCRIPTION:

The Launch Vehicle Data Center (LVDC) is located in Hanger AE and has work stations for approximately 40 engineers.  The E&O Control Center is located in the E&O building and can support approximately 30 engineers.  Both facilities are located on Cape Canaveral Air Force Station.  Operational support for both facilities is directed by NASA with technical support provided by a contractor.  The LVDC is a launch and testing support room for systems engineers.  During operations, NASA  and customer representatives from the Air Force, Vehicle, and Spacecraft conduct and monitor all operations and tests.  Each engineer is provided with work station containing video, timing, communications and data services.  All work stations in the LVDC are custom configured to support the unique requirements for each engineer and each mission or test.  The E&O Control Center is an equivalent facility to the LVDC but also supports training for the Air Force and NASA.  The NASA MDC Operations Director and Contractor MDC Engineer have work stations in the MDC to work any technical problems that arise during operations.  The MDC Operations Director is the prime point of contact for LVDC and E&O Control Center requirements and scheduling.

UNIQUE INFORMATION:		None

FACILITY DESCRIPTION:

The LVDC has a launch countdown clock, and 2 video cameras.  The work stations contain a total of 49 switchable 9 inch video monitors, 17 Computer Aided Recording and Display System (CARDS) Call up panels, 30 Mission Operations Communication System II (MOCS II).  The MOCS II end instruments have 10 point to point phones, 24 duplex communication channels, one commercial telephone.  The E&O Control Center contains two large screen projectors, four launch countdown clocks, and one video camera.  The work stations contain a total of 27 switchable 9 inch video monitors, 10 CARDS Call up panels,  27 duplex communication system each having 24 channels, 27 telephone, and 27 point to point phones each having 10 lines. 



STANDARD ACTIVITIES:	1.4.1-2;1.4.4-1.4.12



Table A.5.5 - Hangar AE LVDC & E&O CC Services

CUSTOMER�SERVICE�REFERENCE DOCUMENT,

DOCUMENT NUMBER��NASA KSC ELV, NASA GSFC OLS, NASA LeRC�2.4.2.6

2.4.2.9 (b)�Space Shuttle Program Requirements Documents PRD/OR/PSP/OD 20000

MOA Between NASA and USAF on Launch Services and Range Support to Government ELV Programs

Future ELV Launch Vehicle PRD/OD��NASA Spacecraft Customers�2.4.2.6

2.4.2.9 (b)�Future Launch Vehicle PRD/OD

Spacecraft Launch Site Support Plan��Lockheed-Martin, McDonnell Douglas�2.4.2.6

2.4.2.9 (b)�NASA/Delta Subagreement for ETR (KCA-008)

NASA/Atlas Subagreement for ETR (KCA-007)

Future ELV Launch Vehicle PRD/OD���A.5.6    VAFB Telemetry Lab and Real-time Software Support (Option 2A,2B)

ADDRESS/LOCATION:			VAFB Building 836, Telemetry Laboratory

SECURITY LEVEL:			2

HIRING AGREEMENTS:                           N/A

HOURS OF OPERATION:	8 hours X 5 days/week.  Overtime, split shifts, and multiple shifts required during launch support

OWNERSHIP:				Government Owned

FUNCTIONAL DESCRIPTION:

The VAFB Building 836 telemetry function supports the reception, recording, decoding, and displaying of launch vehicle telemetry.  The facility has the capability to support multiple telemetry sources from the same or multiple vehicles.  The telemetry sources are obtained from VAFB Building 836 resources, land-line connections to VAFB telemetry reception facilities, and from land-line connections to remote sources via VAFB communications facilities.  The CSOC contractor will be responsible for initialization and operations of all telemetry reception, recording and decoding equipment (e.g., RF equipment, FM discriminators, PCM/PDM decommutators, Analog recorders, stripchart recorders, and all data distribution equipment).  Additionally, the CSOC contractor will be responsible for initialization and operation of the real-time computer processing equipment which provides both analog stripchart and digital display of all received telemetry data.  Support for the real-time processing computers includes modification of current real-time software and related configuration files.  Configuration control of the real-time software is handled at Hangar AE at KSC.  Daily operations of the entire telemetry facility may include support of vehicle testing and launches, recording and playback of telemetry data, coordination of downrange telemetry data including scheduling and testing, and verification and validation of stripchart and digitally displayed data.  Launch support may include sending processed telemetry data to remote locations.  Initialization and configuration information will be received by the CSOC contractor and must be implemented and tested within 2 working days.  On occasion, real-time configuration changes will be required without disrupting on-going operations.

UNIQUE INFORMATION:		None

FACILITY DESCRIPTION:

The major hardware components of the VAFB Building 836 telemetry facility include: 60 analog stripcharts, 4 real-time telemetry processing computers, 5 PCM decommutators, RF reception equipment, 50 FM discriminators, 1 64-channel FM digitizer, 1 dual bus Link Multiplexer, and 6 software development and configuration computers.  The real-time software contains over 70K SLOC.



STANDARD ACTIVITIES:	1.4.1-2;1.4.4-1.4.12



Table A.5.6 - VAFB Telemetry Lab and Real-time Software Services

CUSTOMER�SERVICE�REFERENCE DOCUMENT,

DOCUMENT NUMBER��NASA KSC ELV, NASA GSFC OLS�2.4.2.1; 2.4.2.2

2.4.2.6; 2.4.2.7

2.4.2.9 (b) �MOA Between NASA and USAF on Launch Services and Range Support to Government ELV Programs

Future ELV Launch Vehicle PRD/OD��NASA Spacecraft Customers�2.4.2.1; 2.4.2.2

2.4.2.6; 2.4.2.7

2.4.2.9 (b) �Future ELV Launch Vehicle PRD/OD

 Spacecraft Launch Site Support Plan��Lockheed-Martin, McDonnell Douglas,

Orbital Sciences Corporation�2.4.2.1; 2.4.2.2

2.4.2.6; 2.4.2.7

2.4.2.9 (b) �NASA/Delta Subagreement for VAFB (KCA-008 Amendment A)

NASA/Atlas Subagreement for VAFB 

Agreement Between NASA and Orbital Sciences Corp. (OSC) for Support to OSC Commercial Launch Vehicle Program (1566-001)

Future ELV Launch Vehicle PRD/OD��

A.5.7    VAFB Communications Support (Option 2A,2B)

ADDRESS/LOCATION:			VAFB Building 836

SECURITY LEVEL:			2

HIRING AGREEMENTS:                           N/A

HOURS OF OPERATION:	8 hours X 5 days/week.  Overtime, split shifts, and multiple shifts required during launch support

OWNERSHIP:				Government Owned

FUNCTIONAL DESCRIPTION:

The VAFB Building 836 Communications Support System provides the Western Range and KSC spacecraft facilities as well as other NASA and commercial  off-base sites with video/television, data, and audio communications by interfacing with the Western Range and the NASCOM communications systems.  Building 836 has connectivity to both fiber optic and electrical based communications circuits.  Building 836 supports all communication requirements for all NASA and selected commercial ELV processing and launch activities.  In addition, Building 836 provides: troubleshooting and restoration of audio, video and data communications services for all NASA activities, communication circuit degradation detection, implementation of standard and unique mission support communications configurations as required. Video and data  inputs consist of internal Building 836 generated video and data pages and Range launch pad video and data, tracking video, public affairs, and spacecraft data displays as required on a mission by mission basis.  Video and data outputs are provided to the VAFB Mission Director’s Center, the VAFB Launch Vehicle Data Centers, the Delta, and Atlas launch complexes, the Western Range, KSC’s Spacecraft processing facilities, GSFC and Hangar AE among others.

UNIQUE INFORMATION:		None

FACILITY DESCRIPTION:

The VAFB Building 836 Communications Support System Control Center is 1000 square feet of data, audio and video telecommunications equipment.  This equipment includes a 150 input by 100 output Dynair video/data switch, 80 color and black and white monitors, 4 high resolution video recorders,  4 color and black and white video cameras, a Compunetix T500 digital voice switch supporting 80 end instruments.



STANDARD ACTIVITIES:	1.4.1-2;1.4.4-1.4.12



Table A.5.7 - Building 836 Communications Support Services

CUSTOMER�SERVICE�REFERENCE DOCUMENT,

DOCUMENT NUMBER��Western Range, KSC,  GSFC, LeRC, Lockheed-Martin, McDonnell Douglas,

Orbital Sciences Corporation�2.4.2.1

2.4.2.2

2.4.2.6

2.4.2.7

2.4.2.9 (b)�MOA Between NASA and USAF on Launch Services and Range Support to Government ELV Programs

NASA/Delta Subagreement for VAFB (KCA-008 Amendment A)

NASA/Atlas Subagreement for VAFB 

Agreement Between NASA and Orbital Sciences Corp. (OSC) for Support to OSC Commercial Launch Vehicle Program (1566-001)

Future ELV Launch Vehicle and spacecraft PRD/OD���A.5.8   VAFB Mission Director’s Center (MDC) (Option 2A,2B)

ADDRESS/LOCATION:			VAFB Building 840

SECURITY LEVEL:			2

HIRING AGREEMENTS:                           N/A

HOURS OF OPERATION:	8 hours X 5 days/week.  Overtime, split shifts, and multiple shifts required during launch support

OWNERSHIP:				Government Owned

FUNCTIONAL DESCRIPTION:

The VAFB Mission Director’s Center (MDC) is located in building 840 on Vandenberg Air Force Base.  There are work stations for 24 people.  Operations are directed by KSC NASA personnel with technical support provided by the contractor.  The MDC is a launch and testing support room for upper level management.  During operations NASA and Customer representatives from the Air Force, Vehicle, Spacecraft and Public Affairs monitor all launch countdown operations and tests.  Each customer is provided with a work station containing video, timing, communications and data services.  All work stations in the MDC are custom configured to support the unique requirements for each customer and each mission or test.  The NASA MDC Operations Director and Contractor MDC Engineer have work stations in the MDC to work any technical problems that arise during operations.  The MDC Operations Director is the prime point of contact for MDC requirements and scheduling.

UNIQUE INFORMATION:		None

FACILITY DESCRIPTION:

The VAFB MDC contains two large screen projectors, six 21 inch monitors, two over head projector screens, and a launch countdown clock.  The work stations contain a total of 24 switchable 9 inch video monitors, 24 duplex communication systems each having 24 channels, and 15 point to point phones with 10 lines each. 



STANDARD ACTIVITIES:	1.4.1-2;1.4.4-1.4.12



Table A.5.8 - VAFB MDC Services

CUSTOMER�SERVICE�REFERENCE DOCUMENT,

DOCUMENT NUMBER��NASA KSC ELV, NASA GSFC OLS, NASA LeRC�2.4.2.6

2.4.2.9 (b)�MOA Between NASA and USAF on Launch Services and Range Support to Government ELV Programs

Future ELV Launch Vehicle PRD/OD��NASA Spacecraft Customers�2.4.2.6

2.4.2.9 (b)�Future Launch Vehicle PRD/OD

 Future Spacecraft Launch Site Support Plan��Lockheed-Martin, McDonnell Douglas, 

Orbital Sciences Corporation�2.4.2.6

2.4.2.9 (b)�NASA/Delta Subagreement for VAFB (KCA-008 Amendment A)

NASA/Atlas Subagreement for VAFB 

Agreement Between NASA and Orbital Sciences Corp. (OSC) for Support to OSC Commercial Launch Vehicle Program (1566-001)

Future ELV Launch Vehicle PRD/OD���A.5.9    VAFB Launch Vehicle Data Center (LVDC) (Option 2A,2B)

ADDRESS/LOCATION:			VAFB Building 836

SECURITY LEVEL:			2

HIRING AGREEMENTS:                           N/A

HOURS OF OPERATION:	8 hours X 5 days/week.  Overtime, split shifts, and multiple shifts required during launch support

OWNERSHIP:				Government Owned

FUNCTIONAL DESCRIPTION:

The VAFB Launch Vehicle  Data Center (LVDC) is located in building 836 on Vandenberg Air Force Base (VAFB) and has seating for approximately 40 engineers.  Operational support is directed by NASA with technical support provided by a contractor.  The LVDC is a launch and testing support room for systems engineers.  During operations NASA and customer representatives from the Air Force, Vehicle, and Spacecraft monitor all launch countdown operations and tests.  Each engineer is provided with work station containing video, timing, communications and data services.  All work stations in the LVDC are custom configured to support the unique requirements for each engineer and each mission or test.  The NASA MDC Operations Director and Contractor MDC Engineer have work stations in the MDC to work any technical problems that arise during operations.  The MDC Operations Director is the prime point of contact for LVDC requirements and scheduling.

UNIQUE INFORMATION:		None

FACILITY DESCRIPTION:

The VAFB LVDC has two launch countdown clock, and four 25 inch monitors.  The work stations contain a total of 20 switchable 9 inch video monitors, 16 Computer Aided Recording and Display Call up panels, 35 duplex communication system each having 2 channels, 16 telephones, and  16 point to point phones each having 10 lines. 

STANDARD ACTIVITIES:	1.4.1-2;1.4.4-1.4.12



Table A.5.9 - VAFB LVDC Services

CUSTOMER�SERVICE�MISSION REFERENCE DOCUMENT,

DOCUMENT NUMBER��NASA KSC ELV, NASA GSFC OLS, NASA LeRC�2.4.2.6

2.4.2.9 (b)�MOA Between NASA and USAF on Launch Services and Range Support to Government ELV Programs

Future ELV Launch Vehicle PRD/OD��NASA Spacecraft Customers�2.4.2.6

2.4.2.9 (b)�Future Launch Vehicle PRD/OD

Future Spacecraft Launch Site Support Plan��Lockheed-Martin, McDonnell Douglas, 

Orbital Sciences Corporation�2.4.2.6

2.4.2.9 (b)�NASA/Delta Subagreement for VAFB (KCA-008 Amendment A)

NASA/Atlas Subagreement for VAFB

Agreement Between NASA and Orbital Sciences Corp. (OSC) for Support to OSC Commercial Launch Vehicle Program (1566-001)

Future ELV Launch Vehicle PRD/OD��

�A.5.10  Operational Intercommunication System (OIS-D) (Option 3A, 3B)

ADDRESS/LOCATION:	KSC Building M6-138 (CD&SC), Building K6-900 (LCC), and many other distributed locations

SECURITY LEVEL:			2

HIRING AGREEMENTS:                           N/A

HOURS OF OPERATION:	24 hours x 5 days/week; Weekend call-in 

	24 x 7 during major tests, launch, and landings 

OWNERSHIP:				Government Owned

FUNCTIONAL DESCRIPTION:

The Digital Operational Intercommunications System (OIS-D) is a fully digital, multi-channel, voice conferencing communication system, which supports all KSC shuttle and payloads operational facilities except the Shuttle Landing Facility, (SLF).  The system consist of two 500 channel system.  The two system centers, one in the LC39 area and one in the KSC Industrial area, are linked together through a common channel interface to allow intercommunication. The OIS-D system is interfaced to other KSC voice systems or to other NASA centers by either  a T-1 (1.544Mbs) digital or analog interface. The major hardware components are Group Processor Assembly (GPA) Rack, Data Transmission Equipment (DTE) Rack, Central Summing Network (CSN), End Instruments (EI), Technical Control Workstations (Tech Control), Record and Playback Subsystem (RPS), and Offnet Processor Subsystem (OPS).

UNIQUE INFORMATION:		

OIS-D is a criticality 1S rated system meaning that failure of OIS-D to operate properly during the presence of a hazardous condition could cause loss of life and or vehicle. 

FACILITY DESCRIPTION:		

The major hardware components are the GPA, DTE, CSN, EI, TC, RPS and OPS.   Brief descriptions of all hardware components follow:

Group Processor Assembly (GPA) Rack -  The GPA is the principle rack assembly, it provides the interface between the user End Instruments (EI) and the Central Summing Network (CSN).  Each GPA can support up to 119 EIs, they are installed at each major operational KSC facility, and they provide the first level of audio summation.

Data Transmission Equipment (DTE) Rack -  The DTE racks are used to support transmission on fiber between the GPA and CSN for distances over 50 feet.  The equipment converts an electrical T3 to an optical signal and back to an electrical T3.

Central Summing Network (CSN) -   The CSN performs the second level voice conferencing, summing all voice contributions from the GPAs.  Each system center has its own CSN.  The CSN creates a global sum of digital audio traffic by successively adding pairs of 512 channel DS3 inputs until a 512 channel global sum is produced.  

End Instruments (EI) - The EI is an operator controlled, multichannel, microprocessor-based device that provides the interface to the GPA.  They communicate with the GPA over 19-AWG twisted pair at 130 kbps bipolar bit stream.  Descriptions of the six types of instruments are provided below.

(1) 51D - The  51D EI is a multimonitor, 19-inch rack mounted, single user-8 channel /dual user-4 channel unit for controlled environment (indoor) use.

(2) 52D - The 52D EI is a multimonitor, 19-inch rack mounted, single user-4 channel /dual user-2 channel unit for controlled environment (indoor) use.

(3) 53D - The 53D EI is functionally equivalent to the 52D, however, it is contained in a sealed, purgable, deep-drawn aluminum housing for use in hazardous environments.  The unit is designed to be wall mounted or mounted on a portable cart.

(4) 57D - The 57D is a rack mounted speaker monitor, it can be used with a 51D  or 52D unit.  The unit is muted when the EI user is transmitting.

(5) 58D - The 58D is a wall mounted speaker monitor, it  can be used with a 53D unit , but not in outdoor locations  or hazardous environments.

(6) 59D - The 59D is a desk-mounted speaker monitor for use in office areas.    

Technical Control Workstations (Tech Control) - Tech Control provides overall monitoring and control capability for the OIS-D system operators.  The Intel-based workstations are running UNIX System V with X Windows as the windowing environment.  The machines are linked together over an ethernet to the CSNs and OPS.   

Record and Playback Subsystem (RPS) - RPS provides continuous recording of all channels in OIS-D by combining inputs from both the LC39 and IA CSN. Three digital recording units with two digital recorders in each unit will allow for recording of 1000 channels with 100% redundancy.  Analog tape dubbing is provided through a separate playback recorder and analog cassette decks.  

Offnet Processor Subsystem (OPS) - OPS is a redundant T1/T3  conferencing voice switch that provides both T1 interfaces out of OIS-D and individual audio channel interfaces through channel banks.  This provides for off-center communications through both Nascom and TMS.  The interface is  also used to bring radio-nets into OIS-D.  OPS has a T3 interface with the two system center CSNs and has an input and output capability of 92 T1 links.  Currently 26 channels banks and 38 T1s are being used to provide the off-site and audio interfaces.

OIS-D consists of 4230 EIs, 57 GPAs, 49 DTE racks, 19 racks of CSN, 10 racks of OPS, 8 racks of RPS, 14 channel banks, 65 chargers and 35 battery banks.  OIS-D is a KSC designed system utilizing both custom and Commercial Off the Shelf (COTS) hardware.  Software for the system was written in a mixture of ‘C’ and Assembly language, and is in excess of a million lines of code.

The primary OIS-D facilities are located in the Communication Distribution and Switching  Center (CD&SC), Building M6-138, and the Launch Control Center LCC, Building K6-900, which serve as system centers.  GPAs and DTE equipment are housed in communications rooms located at the LCC, Vehicle Assembly Building (VAB), Orbiter Processing Facilitys (OPFs), Launch Pads 39A & 39 B (Pads), Processing Control Center (PCC), CD&SC, Vertical Processing Facility (VPF),  Multi-Payload Processing Facility (MPPF),  Payload Hazardous Servicing  Facility (PHSF), Hypergol Support Buildings ( HSB), Operations & Checkout Building (O&C), and the Space Station Processing Facility (SSPF).  EIs, in addition to being located in facilities occupied by GPAs, are also located at and in Complex J (CX-J),  Complex D (CX-D), Converter/Compressor Facility (CCF), VAB Repeater (VABR), Security Headquarters, KSC News Facility (KSCNF), Ammonia Boiler Facility, Mobile Launch Platform (MLP) 1, 2 &3 , Electromagnetic Laboratory (EML), Central Instrumentation Facility  (CIF), Launch Equipment Test Facility (LETF), Transporter/Canister Facility (TCF), Spacecraft Assembly & Encapsulation Facility No. 2  (SAEF-2), Hypergol Module Processing (HMF), plus various boxcars and trailers.

STANDARD ACTIVITIES:	1.4.1-2;1.4.4-1.4.12

Table A.5.10 - Operational Intercommunication System (OIS-D) Services by Customer 

CUSTOMER�SERVICES�REFERENCE DOCUMENT,

DOCUMENT NUMBER��KSC, Space Shuttle Program �  

2.4.3.5.5

2.4.2.6 a,c         2.4.2.9 b�Space Shuttle Program Requirements Documents, PRDs

KSC Communications Systems Upgrade Preliminary Engineering Report (KSC-DL-3700)”  

KSC System Drawings��KSC, Payloads Program�

2.4.3.5.5

2.4.2.6 a,c         2.4.2.9 b�Payloads Program Requirement Documents, PRDs

KSC Communications Systems Upgrade Preliminary Engineering Report (KSC-DL-3700)”  

KSC System Drawings��KSC, Space Station Program�

2.4.3.5.5

2.4.2.6 a,c         2.4.2.9 b�International Space Station Program Requirements Documents, PRDs

KSC Communications Systems Upgrade Preliminary Engineering Report (KSC-DL-3700)”  

KSC System Drawings��A.5.11  Quintron Operational Intercommunication System (OIS-Q) (Option 3A, 3B)

ADDRESS/LOCATION:	KSC Building J6-2313 (LACB), SLF facilities,

Crawler/Transporter 1 and 2, Dryden Shuttle Processing Area (DFRC SPA)

SECURITY LEVEL:			2

HIRING AGREEMENTS:                           N/A

HOURS OF OPERATION:	24 hours x 5 days/week; Weekend call-in

24 x 7 during major tests,  launch, and landings 

OWNERSHIP:				Government Owned

FUNCTIONAL DESCRIPTION:

The Quintron Digital Operational Intercommunications System (OIS-Q) is a commercial off the shelf  voice communication system provided by Quintron Systems Incorporated using their DICES III equipment.  OIS-Q is used at KSC in locations that have minimal or unique communication requirements.  Each system consists of  a centrally located redundant microprocessor controlled digital switch, and the user instruments are fed by twisted pair cable or multi-mode fiber optic cable at T1 data rates.  OIS-Q has the ability to integrate telephones, both conventional and point-to-point, paging, radio nets, and voice conferences into one panel and is ideally suited for air traffic control at the Shuttle Landing Facility.

UNIQUE INFORMATION:		None

FACILITY DESCRIPTION:		

There are three systems in place at KSC.  They are located at the KSC Shuttle Landing Facility (SLF) Building J6-2313, Crawler Transporter I and Crawler Transporter II.  The systems consist of  3 system controllers, five 40-channel communication units, thirty five 10-channel communication units, and eight T1 channel bank assemblies.  An additional system is planned in FY 97 to replace the OIS-A at Dryden Shuttle Processing Area ( DFRC SPA).

STANDARD ACTIVITIES:	1.4.1-2;1.4.4-1.4.12

Table A.5.11 - Quintron Operational Intercommunication System (OIS-Q)Services by Customer

CUSTOMER�SERVICES�REFERENCE DOCUMENT,

DOCUMENT NUMBER��KSC, Space Shuttle Program�

2.4.3.5.5

2.4.2.6a,c 

2.4.2.9 b�Space Shuttle Program Requirements Document, PRD

KSC System Drawings���A.5.12  Paging and Area Warning System (P/AWS) (Option 3A, 3B)

ADDRESS/LOCATION:	KSC Building M6-138 (CD&SC), Building K6-900 (LCC) ), and many other distributed locations

SECURITY LEVEL:			2

HIRING AGREEMENTS:                           N/A

HOURS OF OPERATION:	24 hours x 5 days/week; Weekend call-in  	                           

	24 x 7 during major tests,  launch, and landings 

OWNERSHIP:				Government Owned

FUNCTIONAL DESCRIPTION:

The Kennedy Space Center Paging and Area Warning System (P/AWS) is a center wide system designed to provide emergency, operational and administrative announcements to KSC Personnel.  The system also provides a series of warning signals for various emergency conditions.  The Area Warning signal is used to precede evacuation instructions and/or emergency directives.  The Weather Warning Signal precedes weather status announcements.  Along with the audio announcements, the P/AWS provides flashing beacon and strobe lights in high noise areas. P/AW is  installed in approximately 150 buildings and facilities across KSC.

UNIQUE INFORMATION:		None

FACILITY DESCRIPTION:

The P/AWS  is controlled from two identical digital control systems, one located in the Launch Control Center  (LCC) and the other in the Communications Distribution and Switching Center (CD&SC). The  control system in the LCC system provides selective paging capability for the LC-39 area, while the CD&SC  system provides selective paging capability for all buildings in  the KSC Industrial Area. Paging control panels are located in the LCC and other control areas throughout KSC.  All panels are wired to their associated control system. The two systems are linked together to facilitate all area paging.

Each paging area (building/facility) has a subsystem for its own audio distribution and warning lights (if equipped).  The associated P/AWS Control System interfaces to these local audio distribution subsystems through a standardized P/AWS interface called a control tray.  The audio distribution system takes audio and control signals from the control tray, and distributes them to the speaker networks with one or more power amplifiers.  The control tray offers audio feedback and control status back to the control system.

The hazardous operational areas of KSC utilize redundant P/AWS systems.  Such areas will have identical redundant paging networks.  Some of these areas have reserve power systems as well.

The system consists of 50 warning beacons, over 300 power amplifiers, and over 3000 speakers located throughout KSC.

P/AWS control system is a KSC designed system utilizing both custom and COTS hardware.  Software for the system was written in a mixture of ‘C’ and Assembly language.

STANDARD ACTIVITIES:	1.4.1-2;1.4.4-1.4.12

Table A.5.12 - Paging and Area Warning System (P/AWS) Services by Customer

CUSTOMER�SERVICES�REFERENCE DOCUMENT,

DOCUMENT NUMBER��KSC, Center Wide

�

2.4.3.5.5 

2.4.2.6 a,c

2.4.2.9 b�NASA KSC Safety Requirement

KSC Communications Systems Upgrade Preliminary Engineering Report (KSC-DL-3700)”  

KSC System Drawings��

A.5.13  Radio Systems (Option 3A, 3B)

ADDRESS/LOCATION:	KSC Building M6-138 (CD&SC),  500’ Weather Tower, SLF, MARGO, CM&S

SECURITY LEVEL:			2

HIRING AGREEMENTS:                           N/A

HOURS OF OPERATION:	24 hours x 5 days/week; Weekend call-in

24 x 7 during major tests,  launch, and landings 

OWNERSHIP:				Government Owned

FUNCTIONAL DESCRIPTION:

The KSC Radio system provides wireless communications for shuttle and payload processing,  Shuttle Landing Facility air-ground control, and administrative activities (security, fire, safety, base support).

The KSC Radio Systems are composed of handheld and mobile transceivers with associated fixed base stations and remote control units.  There are 20 networks used in support of specific operational tasks associated with Shuttle and Payload processing, another 8 special networks for SLF Air Ground, Ground Control, and Crawler Transporter operations.  Additionally, there are 27 support networks to provide for such functions as security, fire, medical, safety, and base support and maintenance operations.  There is also a radio paging system consisting of voice and numeric radio pagers, a paging encoder and a paging transmitter.

Overall the system consists of 43 Base stations, 270 remotes, and approximately 3000 mobiles and portables.

UNIQUE INFORMATION:		None

FACILITY DESCRIPTION: 

The operational networks consists of transmitters located at 500 foot weather tower north of VAB and receivers located on 300 foot weather tower at building M6-791, approximately 8 miles south.  In addition, the majority of these networks have additional receivers located at the VAB and connect to the network via Spectra-TAC combiners.  All networks are interconnected via wire lines and audio bridges and are accessed through tone remote control units and are interfaced to the OIS systems through tone interfaces.  

STANDARD ACTIVITIES:	1.4.1-2;1.4.4-1.4.12

Table A.5.13 - Radio Services by Customer

CUSTOMER�SERVICES�REFERENCE DOCUMENT,

DOCUMENT NUMBER��KSC, Space Shuttle Program�2.4.3.5.1�2.4.3.5.5              

2.4.2.6a,c

2.4.2.9 b�Space Shuttle Program Requirements Document, PRD

KSC Communications Systems Upgrade Preliminary Engineering Report (KSC-DL-3700)”  

KSC System Drawings��KSC, Payloads Program�2.4.3.5.1�2.4.3.5.5       

2.4.2.6a,c

2.4.2.9 b�Payloads Program Requirement Document, PRD

KSC Communications Systems Upgrade Preliminary Engineering Report (KSC-DL-3700)”  

KSC System Drawings��KSC, Space Station

Program�2.4.3.5.1�2.4.3.5.5      

 2.4.2.6a,c

2.4.2.9 b�International Space Station Program Requirements Document, PRD

KSC Communications Systems Upgrade Preliminary Engineering Report (KSC-DL-3700)”  

KSC System Drawings��KSC, Center Wide�2.4.3.5.1�2.4.3.5.5       

2.4.2.6a,c

2.4.2.9 b�Base Operations - Fire, Security, Medical, Transportation

KSC Communications Systems Upgrade Preliminary Engineering Report (KSC-DL-3700)”  

KSC System Drawings��

A.5.14  Audio Distribution System (Option 3A, 3B)

ADDRESS/LOCATION:	KSC Building M6-138 (CD&SC), Building K6-900 (LCC),  VABR, KSC News Facility, and Banana River Repeater 

SECURITY LEVEL:			2

HIRING AGREEMENTS:                           N/A

HOURS OF OPERATION:	24 hours x 5 days/week; Weekend call-in

24 x 7 during major tests,  launch, and landings 

OWNERSHIP:				Government Owned

FUNCTIONAL DESCRIPTION:

The KSC Audio Distribution system provides audio amplification, transmission, conditioning, switching, and distribution for voice-grade communication circuits that support shuttle and payload processing.

UNIQUE INFORMATION:		None

FACILITY DESCRIPTION:

This system consists of 4-wire / 2-wire audio bridges used to distribute mostly non-OIS-D circuits to required operator locations, line conditioning equipment (amplifiers, attenuators, filters, transformers, etc.) and signaling and supervision equipment (direct line service units) for point-to-point telephones.  

The audio system also includes a T3C carrier equipped with one  M13 multiplexer for a total of 28 T1 capability between the LCC and the CD&SC.  The 12 T1s in use support individual audio circuits as well as OIS-D Ethernet traffic.

STANDARD ACTIVITIES:	1.4.1-2;1.4.4-1.4.12

Table A.5.14 - Audio Distribution System Services by Customer

CUSTOMER�SERVICES�REFERENCE DOCUMENT,

DOCUMENT NUMBER��KSC,  Space Shuttle Program�2.4.3.5.1�2.4.3.5.5        

2.4.2.6 a,c

2.4.2.9 b�Space Shuttle Program Requirements Document, PRD

KSC System Drawings��KSC, Payloads Program�2.4.3.5.1�2.4.3.5.5        

2.4.2.6 a,c

2.4.2.9 b�Payloads Program Requirement Document, PRD

KSC System Drawings��KSC, Space Station Program�2.4.3.5.1�2.4.3.5.5        

2.4.2.6 a,c

2.4.2.9 b�International Space Station Program Requirements Document, PRD

KSC System Drawings���A.5.15  Voice Distribution Management System (VDMS) (Option 3A, 3B)

ADDRESS/LOCATION:	CD&SC, LCC, VABR, MILA, O&C, CIF, SLF, VAB, CCAS: XY, AE, and Hanger L, 500’ Weather Tower

SECURITY LEVEL:			2

HIRING AGREEMENTS:                           N/A

HOURS OF OPERATION:	24 hours x 5 days/week; Weekend call-in

24 x 7 during major tests,  launch, and landings 

OWNERSHIP:				Government Owned

FUNCTIONAL DESCRIPTION:

The Voice Distribution Management System (VDMS) is a multinodal, multiaggregate multiplexer system for local routing of operational communication voice and data circuit in the KSC vicinity.  The system routes over 300 operational voice and data circuits within the various sites at KSC, Cape Canaveral Air Station (CCAS),  Merritt Island Launch Area (MILA) and other locations.  The VDMS is the primary interface between the KSC OIS-D System and the NASCOM 2000 Interface which routes KSC circuits to the various other NASA Centers.  

UNIQUE INFORMATION:		None

FACILITY DESCRIPTION:

The System is comprised of  General DataComm Megamux Transport Management System Multiplexers and Fibermux Magnum 100 Mbit per second fiber optic multiplexers.  The system is located at the CD&SC, with multiplexers throughout the primary communications locations at KSC and CCAS.  The VDMS is monitored by system control computers, which automatically monitor system performance.  These computers also control the system.  The TMS and Magnum systems are designed to be highly reliable, and will automatically reroute circuits around system failures to the full extent possible.  This auto routing feature is essential due to the critical nature of the VDMS function. The network consists of approximately twenty GDC multiplexers fed by eleven Fibermux nodes on four 100 Mbit/sec backbone loops.

Equipment is located in Communication Distribution & Switching Center (CD&SC),  Launch Control Center (LCC), VAB Repeater building (VABR),  Merritt Island Launch Area (MILA),  Operations and Checkout building (O&C), Central Instrument Facility (CIF), Shuttle Landing Facility (SLF), Vehicle Assembly Building (VAB),  Cape Canaveral Air Station (CCAS): Buildings  XY, AE and Hanger L

STANDARD ACTIVITIES:	1.4.1-2;1.4.4-1.4.12

Table A.5.15 - Voice Distribution Management System (VDMS)System Services by Customer

CUSTOMER�SERVICES�REFERENCE DOCUMENT,

DOCUMENT NUMBER��KSC, Space Shuttle Program�2.4.3.5.1�2.4.3.5.5     

 2.4.2.6 a,c

2.4.2.9 b�Space Shuttle Program Requirements Document, PRD

KSC Communications Systems Upgrade Preliminary Engineering Report (KSC-DL-3700)”  

KSC System Drawings��KSC, Payloads Program�2.4.3.5.1�2.4.3.5.5            

2.4.2.6 a,c

2.4.2.9 b�Payloads Program Requirement Document, PRD

KSC Communications Systems Upgrade Preliminary Engineering Report (KSC-DL-3700)”  

KSC System Drawings���A.5.16  Astrocomm System (Option 3A, 3B)

ADDRESS/LOCATION:	LCC, CD&SC, Pad A, Pad B, OPF 1, 2, 3

SECURITY LEVEL:			2

HIRING AGREEMENTS:                           N/A

HOURS OF OPERATION:	             24 hours x 5 days/week; Weekend call-in

24 x 7 during major tests,  launch, and landings 

OWNERSHIP:				Government Owned

FUNCTIONAL DESCRIPTION:

The Shuttle Astrocomm system provides interconnection of five Orbitor on-board voice circuits to the LCC control room consoles and OIS-D.  Two independent intercommunication circuits are tied directly from the LCC to the Orbitor via umbilical cables.  Two independent air-to-ground (A/G) full-duplex, S-band radio circuits are via the MILA Unified S-Band (USB) Spaceflight and Tracking and Data Network (STDN) Station, and one A/G half-duplex, ultra-high frequency (UHF) radio circuit is via the MILA USB STDN Station.

UNIQUE INFORMATION:		

Astrocomm is a criticality 1S rated system meaning that failure of OIS-D to operate properly during the presence of a hazardous condition could cause loss of life and or vehicle. 

FACILITY DESCRIPTION:		

Astrocomm equipment is located in the Launch Control Center (LCC), Communication Distribution & Switching Center  (CD&SC), Launch Pad 39A & 39B, Orbiter Processing Facility (OPF) 1, 2, 3

STANDARD ACTIVITIES:	1.4.1-2;1.4.4-1.4.12

Table A.5.16 - Astrocomm System Services by Customer

CUSTOMER� �REFERENCE DOCUMENT,

DOCUMENT NUMBER��KSC, Space Shuttle Program�2.4.3.5.1�2.4.3.5.5             

2.4.2.6 a,c

2.4.2.9 b

�Space Shuttle Program Requirements Document, PRD

KSC System Drawings

��KSC, Payloads Program�2.4.3.5.1�2.4.3.5.5             

2.4.2.6 a,c

2.4.2.9 b

�Payloads Program Requirement Document, PRD��KSC, Space Station Program�2.4.3.5.1�2.4.3.5.5             

2.4.2.6 a,c

2.4.2.9 b

�International Space Station Program Requirements Document, PRD��







A.5.17  Voice Recording System (Option 3A, 3B)

ADDRESS/LOCATION:	KSC Building M6-138 (CD&SC), 

SECURITY LEVEL:			1

HIRING AGREEMENTS:                           N/A

HOURS OF OPERATION:	24 hours x 5 days/week; Weekend call-in                             

24 x 7 during major tests,  launch, and landings 

OWNERSHIP:				Government Owned

FUNCTIONAL DESCRIPTION:

The Voice recording system is a central audio recording facility used to record Shuttle OIS circuits and other operational audio circuits such as radio nets, paging announcements and special audio circuits. 

UNIQUE INFORMATION:		None

FACILITY DESCRIPTION:

The system has the capability of recording 240 circuits on two Dictaphone 9000 recorders and to produce copies on cassette for operational analysis.  In addition there are 3 20-channel recorders and 1 20-channel reproducer to support the 2 crawler transporters and the Transportable Communication System (TCS).	

STANDARD ACTIVITIES:	1.4.1-2;1.4.4-1.4.12

Table A.5.17 -Voice Recording System Services by Customer

CUSTOMER�SERVICES�REFERENCE DOCUMENT,

DOCUMENT NUMBER��KSC, Space Shuttle Program�

2.4.3.5.5

2.4.2.6 a,c

2.4.1.2 (a)iii

2.4.2.9 b�Space Shuttle Program Requirements Document, PRD

KSC System Drawings��KSC, Payloads Program�

2.4.3.5.5

2.4.2.6 a,c

2.4.1.2 (a)iii

2.4.2.9 b�Payloads Program Requirement Document, PRD 

KSC System Drawings��KSC, Space Station Program�

2.4.3.5.5

2.4.2.6 a,c

2.4.1.2 (a)iii

2.4.2.9 b�International Space Station Program Requirements Document, PRD

KSC System Drawings��

A.5.18   Secure Voice Systems(Option 3A, 3B) 

ADDRESS/LOCATION:	LCC, Pad A, Pad B, OPF C&T, MILA

SECURITY LEVEL:			3

HIRING AGREEMENTS:                           N/A

HOURS OF OPERATION:	24 hours x 5 days/week; Weekend call-in                              

24 x 7 during major tests,  launch, and landings 

OWNERSHIP:				Government Owned

FUNCTIONAL DESCRIPTION:

Services include providing encryption key management services, classification, documentation storage, and providing limited cryptographic maintenance and operations. 

UNIQUE INFORMATION:		

Maintenance and administration of a COMSEC custodial account through the SECRET level.

FACILITY DESCRIPTION:		

KSC secure voice activities have been dramatically reduced post STS-38, the last DoD Shuttle flight.  At the present time facilities and equipment for secure voice distribution and transmission exist at both Pads and the OPF Communication & Tracking stations.  COMSEC cryptographic services are provides to the Shuttles and the MILA tracking station.

STANDARD ACTIVITIES:	1.4.1-2;1.4.4-1.4.12



Table A.5.18 - Secure Voice System Services by Customer

CUSTOMER�SERVICES�REFERENCE DOCUMENT,

DOCUMENT NUMBER��KSC, Space Shuttle Program�2.4.3.5.1�2.4.3.5.5�2.1.8.1                            2.4.2.6 a,c                       2.4.2.9 b�Space Shuttle Program Requirements Document, PRD

KSC System Drawings

��

A.5.19   Public Affairs Audio Systems(Option 3A, 3B) 

ADDRESS/LOCATION:	KSC News Facility and various locations throughout KSC

SECURITY LEVEL:			1

HIRING AGREEMENTS:                           N/A

HOURS OF OPERATION:	8 x 5 and as required for special events 

OWNERSHIP:				Government Owned

FUNCTIONAL DESCRIPTION:

Audio support consisting of audio signal amplification, transmission, conditioning, switching, and distribution provided by fixed equipment in the KSC news facility and from portable systems.  Audio support is provided for events such as Shuttle launches, landings, and rollouts; astronaut arrivals; unmanned launches; Air Force launches; press briefings; NASA briefings; and other special events.  Locations include the following viewing sites:  VIP Banana Creek, West Causeway, East Causeway, Static Test Road, North Kennedy Parkway, Astronaut Dependents, Banana Creek, and the Mid-field Park Site.

UNIQUE INFORMATION:		None

FACILITY DESCRIPTION:		



KSC News Facility and various locations throughout KSC



STANDARD ACTIVITIES:	1.4.1-2;1.4.4-1.4.12





Table A.5.19 - Public Affairs Audio System Services by Customer

CUSTOMER�SERVICES�REFERENCE DOCUMENT,

DOCUMENT NUMBER��KSC, Public Affairs�2.4.3.5.1�2.4.3.5.5             

2.4.2.6 a,c           

2.4.2.9 b�KSC Public Affairs SupportSpace Shuttle Requirements Document, PRD

KSC System Drawings��

A.5.20 Operational Television (OTV) (Option 3A, 3B)

ADDRESS/LOCATION:	Operational Television Control Center; LCC,  Bldg. K-6-900, Rm 1P2.  End Items:  Launch Control Rooms 1-4,  LC-39 Pads 39 A and B.  Vehicle Assembly Bldg, K6-848, and OPF 1, 2, and 3

SECURITY LEVEL:			2

HIRING AGREEMENTS:                           N/A

HOURS OF OPERATION:	24 hours x 5 days/week; Weekend call-in

24 x 7 during major tests,  launch, and landings 

OWNERSHIP:				Government Owned

FUNCTIONAL DESCRIPTION:

The operational television system (OTV) provides the live and recorded video feeds that support launch and landing activities, Shuttle processing, payload processing, and video distribution to KSC users, NASA customers, and the media for public release.

UNIQUE INFORMATION:		

The operational television system acquisition instruments (cameras and pan & tilts) are required to be environmentally housed for long term exposure to the elements associated with shuttle blasts and year round operations in the Florida climate.



FACILITY DESCRIPTION:		



Video cameras mounted in protective housings on pan and tilt units throughout the pad sites are remotely operated from Room 1P2 in the LCC.  There are also cameras in the VAB and in the OPF’s.  An analog video switcher in the LCC allows for the input of 192 cameras to be sent out to any (or all) of 512 output destinations.  Also in the LCC  are recording decks, timing equipment for time registration on the video, and all other remote camera controls.  There are remote controls for the video switcher assigned outputs located in the Headquarters Building and in the CIF Building. 



Approximately 75 Video Cameras and their associated pan and tilt apparatus are connected per pad to the PTCR via the NASA designed TV-39 cables.  These cables consist of coaxial and audio pair conductors that carry sync and control signals to the site and provide the video and monitoring path back to the PTCR.  In the PTCR, the Camera Control Unit (NASA built) dissects the TV-39 signals, separating control from video.  Baseband video signals are WDM’d onto fiber optic cables for transmission back to the television control center.  In the LCC, the video is demodulated from the carrier frequencies amplified and fed into the Grass Valley Video Switcher, and directly fed to over 500 monitors and test locations.  The switch has 192 inputs and 512 outputs.  The switch is controlled in the LCC.  The switch has a per channel bandwidth of 8 Mhz and is expandable to 512 in by 512 out but due to limited floor space in the LCC, it cannot be expanded at this time.  Approximately five channels of the switcher or output are fed to BCDS for general distribution.  Particular camera signals are sent to particular users via fiber using PCO E/O And O/E transmitters and receivers.

STANDARD ACTIVITIES:	1.4.1-2;1.4.4-1.4.12

Table A.5.20 - Operational Television (OTV) System Services by Customer

CUSTOMER�SERVICES�REFERENCE DOCUMENT,

DOCUMENT NUMBER��KSC, Space Shuttle Program�2.4.3.5.2�2.4.3.5.5              2.4.2.6 a,d                      2.4.2.9 b

2.4.1.2 (a)iii�Space Shuttle Program Requirements Document, PRD

KSC Communications Systems Upgrade Preliminary Engineering Report (KSC-DL-3700)”  

KSC System Drawings��

A.5.21 Video/Audio Mastering Station (VAMS) (Option 3A, 3B)

ADDRESS/LOCATION:	VAMS Control Room; LCC,  Bldg. K6-900

SECURITY LEVEL:			1

HIRING AGREEMENTS:                           N/A

HOURS OF OPERATION:	Regular 1st Shift operations,  exceptions during Shuttle events 

OWNERSHIP:				Government Owned

FUNCTIONAL DESCRIPTION:

VAMS provides the personnel, materials, facilities, scheduling, and other services which may be required to produce broadcast quality video production master tapes, CAV video laser discs, CDROMs, Digital Image files, Digital Audio recordings, and Color Laser copies

UNIQUE INFORMATION:		None

FACILITY DESCRIPTION:		



VAMS acquires it’s still images utilizing the Kodak Digital Camera System processes the images with the SGI Indigo2 Extreme, prints full color copies with the Canon Color Laser Copier, and archives all images with the Phillips CDROM recorder. 



Audio is recorded in one of AMS sound proof booths utilizing a Panasonic D.A.T. recorder.  The recording is then sampled and processed with the SGI Indigo 2 Extreme and then saved as a .wav file and transferred to optical disc for delivery to our customer.  The disc is then returned with the appropriate data files and mastered to CDROM for final delivery. 



All video is taken   with the Panasonic AK-450 MII broadcast camcorder, VHS window dubs are created with the Panasonic AG-7750.  Editing is accomplished with the Grass Valley Group edit suite.  This consists of a Sony Betacam SP VCR, Panasonic MII VCR, Grass Valley Groups VPE-151 edit controller, DPM-100, SW-110, AMX-170 audio mixer and (2) Sony D-2 digital VCRs.  All programs are mastered onto D-2 digital video tape.  After customer approval we then transfer the required programs to a 12 inch video laser disc for delivery. 



STANDARD ACTIVITIES:	1.4.1-2;1.4.4-1.4.12



Table A.5.21 - Video/Audio Mastering Station (VAMS) System Services by Customer

CUSTOMER�SERVICES�REFERENCE DOCUMENT,

DOCUMENT NUMBER��KSC, Space Shuttle Program�2.4.3.5.2�2.4.3.5.5             

2.4.2.6 a,d          

2.4.2.9 b

2.4.1.2 (a)iii�Space Shuttle Program Requirements Document, PRD

KSC System Drawings

��A.5.22  KSC Public Affairs Television (KSCTV) (Option 3A, 3B)

ADDRESS/LOCATION:	KSC Press Site,  Television Control Facility- Bldg. K7-1205

SECURITY LEVEL:			1

HIRING AGREEMENTS:                           N/A

HOURS OF OPERATION:	Regular 1st Shift operations,  exceptions during Shuttle events

OWNERSHIP:				Government Owned

FUNCTIONAL DESCRIPTION:

The KSCTV system provides operational video of Shuttle launch and landings in addition to serving NASA’s charter to provide the widest practical dissemination of information regarding space flight.  This system provides video and audio data from various locations including secure areas to make this data available for public use.  The KSCTV consists of television cameras, recorders, a production facility, and video transmission equipment to generate live footage of Shuttle launch and landing activities.



UNIQUE INFORMATION:		None

FACILITY DESCRIPTION:		

During launch and landing, primary sources used to create NASA Select television are individually distributed live at the originating location for use by media creating independent programming.  Unedited action views from each camera are replayed on NASA Select shortly after the event.  NASA Select is originated at KSC, JSC, or ARC/DRFR in order to provide the best coverage of the mission and is made available at participating NASA Centers, either as real time or near real time delayed broadcasts. 

The KSC Press Mound provides a centralized location for media personnel as assemble to interface with the KSC TV system.  Included on the mound is the KSC  News Facility, the PAO Dome, the Press Corp. Grandstands and the Joint Industry Press Release Trailer.  The major networks also have permanent facilities on the LC-39 Press Site. 

The mound has provisions for direct video feed distribution of the NASA remote cameras.  There are 19 distribution boxes located around the press mound with 24 isolated video outputs and 1 RF feed which includes the local broadcast channels. 

In addition to these feeds there are also, four small stump boxes, each providing five NASA Select baseband feeds and five RF feeds.  Eighteen positions in the grandstands with feeds of baseband NASA Select, RF signals and NASA Select Audio.  A total of 52 RF cable drops are provided in the stump boxes. 

STANDARD ACTIVITIES:	1.4.1-2;1.4.4-1.4.12



Table A.5.22- KSC Public Affairs Television KSCTV System Services by Customer

CUSTOMER�SERVICES�REFERENCE DOCUMENT,

DOCUMENT NUMBER��KSC, Public Affairs�2.4.3.5.2�2.4.3.5.5             

2.4.2.6 a,d          

2.4.2.9 b

2.4.1.2 (a)iii�KSC Public Affairs Support Space Shuttle Program Requirements Document(PRD)

KSC Communications Systems Upgrade Preliminary Engineering Report (KSC-DL-3700)”  

KSC System Drawings��



A.5.23  Payloads Operational Video Systems (Option 3A, 3B)

ADDRESS/LOCATION:	Operations Control, O&C, M7-355: End Item Surveillance Systems; VPF, M7-1469,  SAEFII, M7-1210 and  PHSF,M7-1354; SSPF,M7-360; MPPF

SECURITY LEVEL:			2

HIRING AGREEMENTS:                           N/A

HOURS OF OPERATION:	Regular 1st Shift operations,  exceptions during Shuttle processing events 

OWNERSHIP:				Government Owned

FUNCTIONAL DESCRIPTION:

The Payloads CCTV System provides real-time visual information distribu�tion of hazardous and non-hazardous operations between the several payloads handling facilities and customer locations. Payloads CCTV service includes cameras acquisition, remote camera control, video switching, signal transmission, recording, and display. 



UNIQUE INFORMATION:		None

FACILITY DESCRIPTION:	

The Payloads CCTV System provides visual information distribu�tion between the several payloads handling facilities including, the Operations and Check-out (O&C) Bldg, the Vertical Processing Facility (VPF), the Payload Handling and Safeing Facility (PHSF), the Spacecraft Assembly and Encapsulation Facility II (SAEF II),the Space Station Processing Facility (SSPF)and the Multi Payload Processing Facility (MPPF).  The Payloads video system is designed with a rout�ing switch center in the O&C and one in SSPF which will distribute video information from the various facilities to various user groups, safety, and security personnel, located throughout KSC.  Applicable functional subsystems  for the payload closed circuit television system are Black and White Cameras, Remote Controlled Pan and Tilt units, Monitors, O&C Routing Switcher, SSPF Routing Switcher, Distribution, Synchronization, and Video Recording.

The O&C and SSPF video operations acts as the control centers for the Payloads Operational Video Sub-systems.  The heart of the payloads video system is a  128 x 400, XY routing switcher in the O&C and the 60 x 200, XY routing switcher in the SSPF.  This system is designed for maximum versatility in providing different payload test conductors and service personnel visual information at different stages of in-process testing and to more than one payload customer at one time.

STANDARD ACTIVITIES:	1.4.1-2;1.4.4-1.4.12



Table A.5.23 - Payloads Operational Video Services by Customer

CUSTOMER�SERVICES�REFERENCE DOCUMENT,

DOCUMENT NUMBER��KSC, Payloads Program�2.4.3.5.2�2.4.3.5.5             

2.4.2.6 a,d          

2.4.2.9 b

2.4.1.2 (a)iii�Payloads Program Requirement Document, PRD

KSC Communications Systems Upgrade Preliminary Engineering Report (KSC-DL-3700)”  

KSC System Drawings��KSC, Space Station Program�2.4.3.5.2�2.4.3.5.5               2.4.2.6 a,d           2.4.2.9 b

2.4.1.2 (a)iii�International Space Station Program Requirements Document, PRD

KSC Communications Systems Upgrade Preliminary Engineering Report (KSC-DL-3700)”  

KSC System Drawings

��

A.5.24 Broadband Communications Distribution System (BCDS)(Option 3A, 3B)

ADDRESS/LOCATION:	North Head End, LCC,  Bldg. K6-900,

South Head End, CIF Bldg.  M6-342

SECURITY LEVEL:			1

HIRING AGREEMENTS:                           N/A

HOURS OF OPERATION:	Regular 1st Shift operations,  exceptions during Shuttle events

OWNERSHIP:				Government Owned

FUNCTIONAL DESCRIPTION:

Broadband Communications Distribution System (BCDS) is a radio frequency Local Area Network (LAN) that provides administrative distribution of one-way television, OIS-D audio and provides a two way path for administrative data communications.

UNIQUE INFORMATION:		None

FACILITY DESCRIPTION

Broadband Communications Distribution System (BCDS) is a coaxial cable, Radio Frequency (RF), mid-split local area network system.  Using frequency division multiplexing, it assigns cable television channels over the coaxial cable for specific user needs and information allocation

There are two independent Broadband Communications Distribution Systems:  LAN-A (Industrial Area) and LAN-C (LC39 Area). The head-end for LAN-A is in the Central Instrumentation Facility (CIF).  The head-end for LAN-C is in the Vehicle Assembly Building Repeater (VABR).

BCDS consists of cable television modulators and signal processors, data remodulators and translators, audio and video distribution and processing equipment, C-Band and KU-Band satellite receiving equipment, fiber optic video and radio frequency transmission equipment, trunk and distribution amplifiers, coaxial cable, and cable television radio frequency taps, combiners and splitters.

Television origination is accomplished using inputs from local off-air antennas, satellite dishes, and outputs from the OTV video switcher located in the LCC.  The local origination, satellite, and local off-air channels use the outbound 150 MHz to 450 MHz bandwidth.  The 5 MHz - 112 MHz bandwidth is used for inbound data channels. 

Television services include commercial off-air and satellite channels, LC-39 Operational Television (OTV), Payloads Television, EG&G/NASA and SFOC training, NASA Television, CCAFS Weather, and Lightning Detection and Ranging (LDAR).  Data service supports the Kennedy Data Networks, Payloads Operational Network, and Shuttle Operations Data Network.  OIS-D service provides 48 receive only audio channels.

STANDARD ACTIVITIES:	1.4.1-2;1.4.4-1.4.12

Table A.5.24 -Broadband Communications Distribution System Services by Customer

CUSTOMER�SERVICES�REFERENCE DOCUMENT,

DOCUMENT NUMBER��KSC, Centerwide�2.4.3.5.2�2.4.3.5.3�2.4.3.5.5              2.4.2.6 a,d           2.4.2.9 b

2.4.1.2 (a)iii�NASA KSC Requirement Document

KSC Communications Systems Upgrade Preliminary Engineering Report (KSC-DL-3700)”  

KSC System Drawings��



A.5.25 T-Carrier/SONET Multiplex System(Option 3A, 3B)

ADDRESS/LOCATION:	All Areas of KSC and CCAS hangers AE, AO, L, AF, and EO.

SECURITY LEVEL:			2

HIRING AGREEMENTS:                           N/A

HOURS OF OPERATION:	16 hours x 5 days/week; Weekend call-in

24 x 7 during major tests,  launch, and landings 

OWNERSHIP:				Government Owned

FUNCTIONAL DESCRIPTION:

The T-Carrier/SONET backbone provides center-wide data distribution services between major KSC facilities and Cape Canaveral Air Force Station.

UNIQUE INFORMATION:		None

FACILITY DESCRIPTION:		

Locations: All Areas of KSC and CCAS hangers AE, AO, L, AF, and EO.

The T-Carrier/SONET backbone utilizes NASA-procured SONET OC48, SONET OC3,  M13, and proprietary 8 T1 fiber optic multiplexers. The system provides OC-12, OC-3, DS3, and DS1 connectivity between major facilities at the Kennedy Space Center and CCAFS. An effort is underway to eliminate 8 T1 Multiplexers by upgrading to M13 multiplexers or transitioning circuits to HDSL.  Uninterruptable power  (UPS)  is required at all M13 and SONET multiplexer locations.  Additionally, office repeaters are installed at all multiplexer locations to improve signal quality at the multiplexer. CSU/DSU are also supplied and maintained by the communications contractor. 

�tc "9.3.2 Statistical Data."�Statistical Data:

The system consists of  GFE fiber optic Multiplexers at 26 locations at KSC and 5 locations at CCAFS.

The existing IDNX T1 network has been expanded by four nodes; a total of ten nodes now exist to provide DS-O service.  

SONET OC-3 multiplexers are located or in the installation phase at the CD&SC, VABR, O&C, SSPF, and PSCN

SONET OC-48 multiplexers are in the installation phase for the CDSC and VABR.  OC-48 multiplexers for the SSPF, LCC, and Pad A are in the installation design and procurement phases.

UPS support is present at 17 locations.  

Alarm monitoring is provided via the Remote Monitor and Alarm System.

STANDARD ACTIVITIES:	1.4.1-2;1.4.4-1.4.12

Table A.5.25 - T-Carrier/SONET Multiplex System Services by Customer

CUSTOMER�SERVICES�REFERENCE DOCUMENT,

DOCUMENT NUMBER��KSC, Space Shuttle Program�2.4.3.5.3�2.4.3.5.5             

2.4.2.6 a,b           2.4.2.9 b�Space Shuttle Program Requirements Document, PRD

KSC Communications Systems Upgrade Preliminary Engineering Report (KSC-DL-3700)”  

KSC System Drawings��KSC, Payloads Program�2.4.3.5.3�2.4.3.5.5             

2.4.2.6 a,b           2.4.2.9 b�Payloads Program Requirement Document, PRD

KSC Communications Systems Upgrade Preliminary Engineering Report (KSC-DL-3700)”  

KSC System Drawings��KSC, Space Station Program�2.4.3.5.3�2.4.3.5.5             

2.4.2.6 a,b           2.4.2.9 b�International Space Station Program Requirements Document, PRD

KSC Communications Systems Upgrade Preliminary Engineering Report (KSC-DL-3700)”  

KSC System Drawings��KSC, Centerwide�2.4.3.5.3�2.4.3.5.5             

2.4.2.6 a,b           2.4.2.9 b�NASA KSC Requirement Document

KSC Communications Systems Upgrade Preliminary Engineering Report (KSC-DL-3700)”  

KSC System Drawings��

A.5.26 Fiber Distributed Data Interface (FDDI) Transmission System (FTXS) & Asynchronous Transfer Mode (ATM) Transmission System (ATXS) (Option 3A, 3B)

ADDRESS/LOCATION:	KSC LC39 and Industrial Areas

SECURITY LEVEL:			2

HIRING AGREEMENTS:                           N/A

HOURS OF OPERATION:	16 hours x 5 days/week; Weekend call-in

24 x 7 during major tests,  launch, and landings   

OWNERSHIP:				Government Owned

FUNCTIONAL DESCRIPTION:

The FDDI Transmission System (FTXS) provides a high speed, fault tolerant, KSC wide FDDI backbone for LAN traffic.  Asynchronous Transfer Mode (ATM) Transmission System (ATXS) is currently in development to provide KSC with additional communication’s backbone capability.

UNIQUE INFORMATION:		None

FACILITY DESCRIPTION:		

The system is composed of 3Com Lanplex 5000 FDDI hub concentrators forming LC-39, Industrial Area, and CCAS service areas which are interconnected via Bay Networks BLN-2 routers.  Since only bridging is performed, the FTXS is protocol independent. 3Com Lanplex 6000s are replacing the obsolete 5000 series. 

The ATM Transmission System (ATXS) is implemented as a three switch pilot network which will be expanded through 2002 to a network of four 10Gbps backbone switches and 20 facility switches.  The ATXS will serve as the KSC wide backbone for ATM communications.  Applications under development include MPEG video distribution and migration of LAN traffic to ATM.  Migration of other legacy technologies to ATM will be studied via the pilot network implementation.



STANDARD ACTIVITIES:	1.4.1-2;1.4.4-1.4.12



Table A.5.26 - Fiber Distributed Data Interface (FDDI) Transmission System (FTXS) & Asynchronous Transfer Mode (ATM) Transmission System (ATXS) System Services by Customer

CUSTOMER�SERVICES�REFERENCE DOCUMENT,

DOCUMENT NUMBER��KSC, Space Shuttle Program�2.4.3.5.3�2.4.3.5.5             

2.4.2.6 a,b           2.4.2.9 b�Space Shuttle Program Requirements Document, PRD

KSC Communications Systems Upgrade Preliminary Engineering Report (KSC-DL-3700)”  

KSC System Drawings��KSC, Payloads Program�2.4.3.5.3�2.4.3.5.5             

2.4.2.6 a,b           2.4.2.9 b�Payloads Program Requirement Document, PRD

KSC Communications Systems Upgrade Preliminary Engineering Report (KSC-DL-3700)”  

KSC System Drawings��KSC, Space Station Program�2.4.3.5.3�2.4.3.5.5             

2.4.2.6 a,b           2.4.2.9 b�International Space Station Program Requirements Document, PRD

KSC Communications Systems Upgrade Preliminary Engineering Report (KSC-DL-3700)”  

KSC System Drawings��KSC, Centerwide�2.4.3.5.3�2.4.3.5.5             

2.4.2.6 a,b           2.4.2.9 b�NASA KSC Requirement Document

KSC Communications Systems Upgrade Preliminary Engineering Report (KSC-DL-3700)”  

KSC System Drawings��

A.5.27 Fiber Optic Systems (Option 3A, 3B)

ADDRESS/LOCATION:	All areas of KSC

SECURITY LEVEL:			2

HIRING AGREEMENTS:                           N/A

HOURS OF OPERATION:	16 hours x 5 days/week; Weekend call-in

24 x 7 during major tests,  launch, and landings 

OWNERSHIP:				Government Owned

FUNCTIONAL DESCRIPTION:

This section describes fiber optic systems other than the T-Carrier/SONET, FTXS, and ATXS systems.

These Fiber optic systems provide various services for different users.  Included in this category are: the wideband fiber optic transmission system, frequency division data  multiplexers, wavelength division multiplexers, the remote monitor and alarm system, high data rate transmission equipment (50 Mbps), and the S-Band uplink monitor (which allows verification of Orbiter uplink signals).

UNIQUE INFORMATION:		1550 nm transmission on 50/125 (m multimode fiber

FACILITY DESCRIPTION:	

The wideband Fiber Optic Transmission System transmits RS-170 or NTSC color video signal, an analog signal within a 12-megahertz bandwidth, or asynchronous digital data up to 8 Mb/s NRZ-L depending on application. The Fiber Optic Transmission System provides a balanced 124-ohm or unbalanced 75-ohm electrical interface for the optical transmission of video, analog, or digital data signals over a single fiber. The system processes a 1-volt input signal between 10 Hz and 10 MHz and transmits it optically at either 1300 or 1550 nanometers via ILD or LED to the receive location where the signal is restored to the original electrical input signal.  ILD transmitters are used in conjunction with optical dividers to create multipoint circuits. 

The frequency division data multiplexer can accommodate eight channels (four channels from 0 to 128 Kbps and four channels from 0 to 512 Kbps).  Asynchronous data, either balanced or unbalanced can be supported at any data rate within the range using RS-422 voltage levels or a one volt peak-to-peak variant.  The aggregate output of the Multiplexer is transported via the fiber optic wideband transmission system.  

The wavelength division multiplexer (WDM) equipment doubles the capacity of the existing fiber optics cable plant.  WDMs are installed at facilities throughout KSC to enhance the optical fiber’s capacity.   The WDMs multiplex signals at 1300 and 1500 nm. WDMs are primarily used  with the wideband fiber optic transmission system. 

The Combined Data/Video Switch (CDVS) is a dual 100 x 100 switcher located in the CD&SC.  The switch is used to distribute data and video signals associated with KSC payloads processing.  An additional 30 x 30 matrix is used as the KSC off-site routing switch in support of shuttle processing, launch and landing video.  The CDVS has a 30 MHz bandwidth.

The remote monitor and alarm system allows remote monitoring of several fiber optic based transmission systems (T-Carrier/SONET, Wideband Fiber Optic Transmission System, and the Frequency Division Data Multiplexers).  The central collection point is located in the CD&SC.  41 remote locations are monitored.  

The fiber optic wideband transmission system has more than 1200 transmitter/receiver pairs that service more than 35 facilities on KSC and CCAFS. 	At present, eight facilities are equipped with frequency division data multiplexers.  Two full duplex 50-Mbps data links exists between the O&C and OPFs 1 and 2 and between the O&C and OPF-3.   The S-Band Uplink Monitor transmits a 2GHz analog signal between  Pads A and B and the OPFs.  The system utilizes singlemode lasers and 2X2 optical couplers.   

STANDARD ACTIVITIES:	1.4.1-2;1.4.4-1.4.12

Table A.5.27 - Fiber Optic System Services by Customer

CUSTOMER�SERVICES�REFERENCE DOCUMENT,

DOCUMENT NUMBER��KSC, Space Shuttle Program�2.4.3.5.3�2.4.3.5.5            

2.4.2.6 a,b           2.4.2.9 b�Space Shuttle Program Requirements Document, PRD

KSC Communications Systems Upgrade Preliminary Engineering Report (KSC-DL-3700)”  

KSC System Drawings��KSC, Payloads Program�2.4.3.5.3�2.4.3.5.5             

2.4.2.6 a,b           2.4.2.9 b

�Payloads Program Requirement Document, PRD

KSC Communications Systems Upgrade Preliminary Engineering Report (KSC-DL-3700)”  

KSC System Drawings��KSC, Space Station Program�2.4.3.5.3�2.4.3.5.5             

2.4.2.6 a,b           2.4.2.9 b�International Space Station Program Requirements Document, PRD

KSC Communications Systems Upgrade Preliminary Engineering Report (KSC-DL-3700)”  

KSC System Drawings��KSC, Centerwide�2.4.3.5.3�2.4.3.5.5             

2.4.2.6 a,b           2.4.2.9 b�NASA KSC Requirement

KSC Communications Systems Upgrade Preliminary Engineering Report (KSC-DL-3700)”  

KSC System Drawings��

A.5.28  Cable Facilities (Option 3A, 3B)

ADDRESS/LOCATION:	All areas of KSC

SECURITY LEVEL:	2

HIRING AGREEMENTS:                           N/A

HOURS OF OPERATION:	16 hours X 5 days/week, 

	Additional support as required by schedule

OWNERSHIP:				Government Owned

FUNCTIONAL DESCRIPTION:

The KSC Cable System supports operational and institutional requirements for signal distribution within the KSC LC-39 and Industrial Areas as well as to outlying areas of KSC.  This system provides the physical media and it’s maintenance for all data users at KSC.

UNIQUE INFORMATION:		None

FACILITY DESCRIPTION:		

The KSC Cable System supports operational and institutional requirements within the KSC LC-39 and Industrial Areas as well as to outlying areas of KSC. The system includes twisted pair, 16 gauge twinax, and multimode/singlemode fiber optic outside plant cable as well as premises distribution systems (category 3, category 5, type 1, and fiber optic).   Unique pad cabling such as interface cabling to the 9099 interface of the MLP, unique system cabling such as cabling to OTV cameras, OIS EI cables, and hard wire LCC to Pad vehicle safing cable systems are also included.  The system also includes underground duct bank, facility cable trays, and support systems for pressurized copper cabling.



The Cable System is composed of the following major elements:



800 miles of major copper cables

122 wideband terminals

107 main distribution frames

54 intermediate distribution frames

42 cathodic protection rectifiers

22 air dryers

305 cable pressure transducers

44 flow meter panels

 243 miles of fiber optic cables (280 cables)

220 fiber optic terminals

54 miles of cable duct banks

456 manholes

1757 telephone terminal cabinets

95 data distribution frames (premises wiring)

Circuit Assignment Management System (manages over 243,000 copper pairs)



STANDARD ACTIVITIES:	1.4.1-2;1.4.4-1.4.12

Table A.5.28 - Cable Facilities Services by Customer

CUSTOMER�SERVICES�REFERENCE DOCUMENT,

DOCUMENT NUMBER��KSC, Space Shuttle Program�2.4.2.6

2.4.3.5.4�2.4.3.5.5�Space Shuttle Program Requirements Document, PRD

KSC Communications Systems Upgrade Preliminary Engineering Report (KSC-DL-3700)”  

KSC System Drawings��KSC, Payloads Program�2.4.2.6

2.4.3.5.4�2.4.3.5.5�Payloads Program Requirement Document, PRD

KSC Communications Systems Upgrade Preliminary Engineering Report (KSC-DL-3700)”  

KSC System Drawings��KSC, Space Station Program�2.4.2.6

2.4.3.5.4�2.4.3.5.5�International Space Station Program Requirements Document, PRD

KSC Communications Systems Upgrade Preliminary Engineering Report (KSC-DL-3700)”  

KSC System Drawings��KSC, Centerwide�2.4.2.6

2.4.3.5.4�2.4.3.5.5�NASA KSC Requirement

KSC Communications Systems Upgrade Preliminary Engineering Report (KSC-DL-3700)”  

KSC System Drawings��

A.5.29   Photo Optical Control Systems  (POCS) (Option 3A, 3B)

ADDRESS/LOCATION:	Pads, PCC,SLF, 500’ Weather Tower

SECURITY LEVEL:			2

HIRING AGREEMENTS:                           N/A

HOURS OF OPERATION:		N/A (Engineering Only)

OWNERSHIP:				Government Owned

FUNCTIONAL DESCRIPTION:

The Photo Optical Control System (POCS) provides remote control and monitoring of high speed film and still cameras used during Shuttle launch, landing and test activities.  

.UNIQUE INFORMATION:	

The POCS is operated and maintained by contractors provided under the joint services agreement between KSC and the 45 SW.  Joint Services Contracts (F08606-92-C-001).  However, the CSOC will be responsible for sustaining engineering. 

FACILITY DESCRIPTION:

The Photo Optical Control System (POCS) is used to control all Pad, SLF and remote unmanned cameras used for Shuttle Launch and Landings.  POCS is a complex VME/UNIX computer based system (100K+ lines of code).  POCS provides full redundancy, camera function control and returns camera status to console operators.  POCS also provides RF signals to start remote cameras.   POCS tech control consoles (8) are located at the PCC along with 4 racks of central VME computer and fiber optical transmission equipment. Additional VME equipment is located at each Pad and SLF.  Every camera site/location contains fiber optic mux/demux and distribution equipment.  POCS currently has enough end-item hardware to control 180 cameras at any one time.  POCS is operated and maintained through a Joint Services Contracts (F08606-92-C-001) with the Air Force.	

STANDARD ACTIVITIES:	1.4.4-6;1.4.10

Table A.5.29 - Photo Optical Control Services by Customer

CUSTOMER�SERVICES�REFERENCE DOCUMENT,

DOCUMENT NUMBER��KSC-CCAS Joint Services Contracts�2.4.3.5.6�2.4.3.5.5                

2.4.2�Joint Services Contracts (F08606-92-C-001) with the Air Force��



A.5.30 Timing & CountDown (T&CD) System (Option 3A, 3B)

ADDRESS/LOCATION:	Throughout KSC  

SECURITY LEVEL:			2

HIRING AGREEMENTS:                           N/A

HOURS OF OPERATION:		N/A (Engineering Only)

OWNERSHIP:				Government Owned

FUNCTIONAL DESCRIPTION:

The KSC Timing & CountDown  (T&CD) system are two distinct launch critical systems.  The KSC Timing system is comprised of two timing stations which generate and distribute timing signals throughout KSC and to off-site customers.  The KSC Shuttle CountDown system consists of equipment which generates, encodes, distributes, decodes, and displays countdown signals.  

UNIQUE INFORMATION:		

The T&CD system is operated and maintained by contractors provided under the joint services agreement between KSC and the 45 SW.  Joint Services Contracts (F08650-94-C-001).  However, the CSOC will be responsible for sustaining engineering.

FACILITY DESCRIPTION:		

Timing and CountDown (T&CD) signals are generated and distributed from two Central Timing Stations (LCC and CIF) to all areas of KSC and systems as needed (LPS, OTV, PHOTO, TRANSMISSION SYSTEMS, ETC).  Timing reference signals are distributed on a continuous basis while CountDown signals are provided as needed for Shuttle Launch and system testing including payload checkout.  Each Central Timing Station consists of 16 equipment racks, operational consoles with timing management computers, test equipment and bench repair stations.  Additional distribution/signal conditioning equipment is found throughout KSC in Communication rooms (ex. SSPF 4, and O&C 3 dedicated racks).  Also, over 400 T&CD displays are distributed over KSC.  The T&CD systems are operated and maintained through a Joint Services Contracts (F08650-94-C-001) with the Air Force.

STANDARD ACTIVITIES:	1.4.4-6;1.4.10

Table A.5.30 - Timing & CountDown (T&CD).Services by Customer

CUSTOMER�SERVICES�REFERENCE DOCUMENT,

DOCUMENT NUMBER��KSC-CCAS, Joint Services Contracts�2.4.3.5.6�2.4.3.5.5                

2.4.2�Joint Services Contracts (F08650-94-C-001) with the Air Force���A.5.31  KSC Administrative Telephones (Option 3A, 3B)

ADDRESS/LOCATION:		Central Distribution and Switching Center  (CD&SC), Bldg M6-138



SECURITY LEVEL:		1



HIRING AGREEMENTS:                           N/A

HOURS OF OPERATION:		24 hrs x 7 days (manned 8X5)



OWNERSHIP:			Government Owned



FUNCTIONAL DESCRIPTION:



This service provides administrative telephone service to the KSC community.  This service includes operations and maintenance of all pertinent systems, customer coordination, and engineering support as well as switchboard operators.  Approximately 275 buildings are associated with this service elements, occupying nearly 270 square miles.  KSC is organized into North and South areas.  Each area has a switching and distribution facility that serves as the hub for communications in the area.  Several large office buildings are present in each area.  The newer office buildings are premises wired, while the older ones are not.  Other facilities include trailers, labs, modular complexes, and processing facilities. Processing facilities may contain hazardous environments that utilize special equipment to prevent explosion. 

UNIQUE INFORMATION:		None

FACILITY DESCRIPTION:		Centerwide

The Administrative Communications System is comprised of four telephone switches distributed over KSC.

GTE#2EAX intermediate size two-wire analog Class5 Central Office switching system wired for 6,016 lines.  This switch is located in the Communications Distribution and Switching Center (Building M6-138).



GTD 4600  hybrid analog/ digital switching system wired for 3,500 lines.  This switch is located in the Vehicle Assembly Building Repeater (K6-1193).



Fujitsu F9600XL digital switch wired for 3,648 lines. This switch is located in the Operations Support Building (K6-1096).



EWSD Class5 Central Office switch with 2,500 lines.  �This switch provides the tandem switching facilities for all voice traffic on and off KSC.  This switch is located in the Space Station Processing Facility (M7-360).



These core switches also support 2 Starlog Small Business Communications System  private branch exchanges (127 stations), a variety of key systems (5,000 digital and 8,000 analog stations), 2 voice mail systems a T-3 MUX and ancillary equipment.  



Over 18,000 analog, digital, and ISDN station sets are supported within the KSC campus area.  Attendant consoles are located in M6-138 and are served off the EWSDswitch in the SSPF(M7-360) to provide operator services to all KSC switches.



STANDARD ACTIVITIES:	1.4.1-2, 1.4.4-12	



Table A.31.1 - KSC Administrative Communications

CUSTOMER�SERVICE�REFERENCE DOCUMENT,

DOCUMENT NUMBER��KSC Center-wide�2.4.3.5.7�2.4.3.5.5                     

2.4.2.6 a,c                  

2.4.2.9 b�KSC Communications Systems Upgrade Preliminary Engineering Report (KSC-DL-3700),�KSC System Drawings��

A.5.32  KSC Administrative Computer Network (Option 3A, 3B)

ADDRESS/LOCATION:			Center Wide and several CCAS facilities

SECURITY LEVEL:			2

HIRING AGREEMENTS:                           N/A

HOURS OF OPERATION:	8 hours x 5 days

OWNERSHIP:				Government Owned

FUNCTIONAL DESCRIPTION:

The KSC Institutional Network provides administrative/general purpose computer network communications for all network elements of the Kennedy Space Center.

UNIQUE INFORMATION:		None

FACILITY DESCRIPTION:

Approximately 275 buildings are associated with this service element, occupying nearly 270 square miles.  KSC is organized into North and South areas.  Each area has a switching and distribution facility that serves as the hub for communications in the area.  Several large office buildings are present in each area.  The newer office buildings are premises wired, while the older ones are not.  Other facilities include trailers, labs, modular complexes, and processing facilities and NASA facilities located on CCAS. Processing facilities may contain hazardous environments that utilize special equipment to prevent explosion. 

The KSC Institutional Network provides administrative/general purpose computer network communications for all network elements of the Kennedy Space Center.  Several LAN technologies are in service including Ethernet, Fast Ethernet, Token Ring, FDDI and remote network dial-in access.  Supported transport protocols include TCP/IP, DECNET, Appletalk and IPX.  Facilities not connected to the center FDDI Transmission System (FTXS) backbone are typically connected by T carrier links of various capacities; larger facilities are interconnected via FDDI.  The three main networks are interconnected via the FTXS with internal links comprised of FOIRL, FDDI, and T carrier.

The components of the Institutional Network are distributed throughout the Kennedy Space Center and NASA tenant facilities at the Cape Canaveral Air Station.  Hardware is current off-the-shelf technology.  Technologies include RS-232, V.35, SONET, FDDI, DS0, DS1, fractional T1, 10Base5, 10Base2, 10BaseT, 100BaseT, token ring, optical fiber, coax, bridging, routing, and switched distribution.  Network control centers and help desks are associated with each of the three major networks.  Reference data library for specifics.

STANDARD ACTIVITIES:	1.4.1-2;1.4.4-1.4.12



Table A.5.32 - KSC Administration Computer Networks

CUSTOMER�SERVICE�REFERENCE DOCUMENT,

DOCUMENT NUMBER��KSC, Centerwide.  Civil Service, Contractor, and Spacecraft Customers�2.4.3.5.8�2.4.3.5.5                     

2.4.2.6 a,b                  

2.4.2.7 a,c                    2.4.2.9 b�KSC-DL-3572 NASA CIO Executive Notices,�KSC Communications systems Upgrade Preliminary Engineering Report (KSC-DL-3700),�KSC System Drawings��A.5.33 Mission Support Payloads Network (Option 3A, 3B)

ADDRESS/LOCATION:	All Areas of KSC and CCAS hangers AE, AO & L 

SECURITY LEVEL:			2

HIRING AGREEMENTS:                           N/A

HOURS OF OPERATION:	Regular 1st Shift operations, exceptions during Payload processing events

OWNERSHIP:				Government Owned

FUNCTIONAL DESCRIPTION:

The MSPN utilizes NASA procured multiplexers and T-1 control & switching equipment to multiplex & distribute sub-rate data circuits from the NASCOM 2000 interface to the payload customer located in various processing facilities. The MSPN uses the T-Carrier/SONET to link the muxes at the  processing facilities to the MSPN central hub in the O&C building.  Circuits are then fed directly into the NASCOM interface or rerouted to another PPF as required to support customer operations.  Uninterruptable power  (UPS)  is required at all MSPN locations. 

Statistical Data:

The system consists of  GFE T-1 switching hubs & sub-rate channel multiplexers at 12 locations at KSC and 3 locations at CCAFS.

UPS support is present at 15 locations.  

Alarm monitoring is provided via central hub controller at O&C.

UNIQUE INFORMATION:		None

FACILITY DESCRIPTION:		



All Areas of KSC and CCAS hangers AE, AO & L,

STANDARD ACTIVITIES:	1.4.1-2;1.4.4-1.4.12

Table A.5.33 - MSPN System Services by Customer

CUSTOMER�SERVICES�REFERENCE DOCUMENT,

DOCUMENT NUMBER��Space Shuttle�

2.4.3.5.3

2.4.3.5.5

2.4.2.6 a              2.4.2.9 b

�Space Shuttle Program Requirements Document, PRD��Payloads�

2.4.2.6 a              2.4.2.9 b



2.4.3.5.5 

�Payloads Program Requirement Document, PRD��Space Station�2.4.2.6 a              2.4.2.9 b



2.4.3.5.5 

�International Space Station Program Requirements Document, PRD��KSC Center Wide�2.4.2.6 a              2.4.2.9 b

2.4.3.5.3 

2.4.3.5.5

�NASA KSC Requirement Document��
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