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#### Abstract

Surveys of forecasters, containing respondents' predictions of future values of growth, inflation and other key macroeconomic variables, receive a lot of attention in the financial press, from investors, and from policy makers. They are apparently widely perceived to provide useful information about agents' expectations. Nonetheless, these survey forecasts suffer from the crucial disadvantage that they are often quite stale, as they are released only infrequently, such as on a quarterly basis. In this paper, we propose methods for using asset price data to construct daily forecasts of upcoming survey releases, which we can then evaluate. Our methods allow us to estimate what professional forecasters would predict if they were asked to make a forecast each day, making it possible to measure the effects of events and news announcements on expectations. We apply these methods to forecasts for several macroeconomic variables from both the Survey of Professional Forecasters and Consensus Forecasts.
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## 1 Introduction

Surveys of professional forecasters are released, typically on a quarterly or monthly basis, containing respondents' predictions of key macroeconomic variables. These releases get wide coverage in the financial press and many of the forecasters being surveyed have a large clientele base paying considerable sums of money for their services. The sources and methods that these forecasters use are somewhat opaque, but a large quantity of their information is economic news that is in the public domain. Through the market process of price discovery, this economic news is also impounded in financial asset prices. In this paper, we propose methods for using financial market data that are readily available at a daily frequency to construct forecasts of upcoming survey releases, which we can then evaluate. Our methods allow us to estimate what professional forecasters would predict if they were asked to make a forecast each day. The challenge of formulating models to accomplish these tasks is that financial data are abundant, and arrive at much higher frequency than the releases of macroeconomic forecasts. It quickly becomes obvious that, unless a parsimonious model can be formulated, there is no practical solution for linking the quarterly forecasts to daily financial data.

There are various reasons why we are interested in measuring professional forecasters' expectations at a daily frequency:
(i) First, agents' expectations are of critical importance to policy makers, and policy makers apparently perceive surveys of forecasters to be providing useful information about those expectations. Monetary policy communications such as the minutes of the Federal Open Market Committee, and the semiannual Monetary Policy Report to the Congress of the Federal Reserve Board frequently point to survey expectations of inflation. These surveys are however released only at low frequency and are generally somewhat stale while perceptions of the outlook for the economy can move very fast. Policy makers, monitoring the economy in real time, would presumably like to be able to measure these expectations at a higher
frequency. The methods that we propose allow us to measure expectations immediately before and after a specific event (e.g. macroeconomic news announcements, Federal Reserve policy shifts or major financial crises) and so measure the impact of such events on agents' expectations. ${ }^{\top}$
(ii) Second, expectations in a multi-agent economy involve "forecasting the forecasts of others" (to paraphrase Townsend (1983)) and therefore private sector agents would likewise also wish to obtain higher frequency measures of others' expectations.
(iii) A third reason (closely related to the first two) is that surveys may be (approximately) rational or efficient forecasts of future economic data and may thus contain information for policy makers not just about agents' expectations, but also about likely future outcomes. In this paper we do not, however, make an assumption that surveys represent rational conditional expectations-for one thing their timing is too murky for this to be literally true. Nevertheless, the hypothesis of rationality of survey expectations has been examined and tested. The evidence is mixed. Froot (1989), Lamont (1995), Zarnowitz (1995), Ehrbeck and Waldmann (1996) and Romer and Romer (2000) report evidence against the efficiency of survey forecasts, but Keane and Runkle (1998), Thomas (1999), Mehra (2002) and Ang, Bekaert and Wei (2005) report more favorable evidence. ${ }^{2}$ Much of the discrepancy appears to relate to the sample period considered. In the 1970s, the surveys appear to have had poor success in forecasting some variables, especially inflation, but have been more successful subsequently $\|^{3}$ Our empirical work is going to focus on recent periods where the evidence on

[^1]survey forecasts is relatively favorable. Ang, Bekaert and Wei run a horse-race for predicting inflation using macro variables, financial variables and survey forecasts. They argue quite persuasively that, in recent years, surveys appear to be the best predictors. They also investigate several optimal methods of combining forecasts and show that surveys outperform the other forecasting methods based on combining surveys with forecasts of macro variables and asset markets. Hence, Ang, Bekaert and Wei argue that surveys give very useful information regarding future inflation, that beats forecasts constructed from macro variables and asset prices. However, even if surveys provide useful information about future economic outcomes, they nevertheless have the drawback of being infrequent and generally somewhat stale, while the outlook for the economy can move very fast. The methods presented in this paper can overcome this drawback. Indeed, one might wonder how our forecasts of upcoming survey releases fare when interpreted as predictions of actual outcomes. We show that in some cases they can outperform a simple random walk benchmark.

While there are many reasons for measuring professional forecasters' expectations at high frequency, the task itself is, as noted before, not so trivial. One may first of all wonder which data would be most suitable to use. The task is very much related to the construction of leading indicators, or the extraction of a common factor as in, for example, Stock and Watson (1989, 2002). We could use low-frequency macroeconomic data, or high-frequency asset price data $\int^{1}$ But the latter will allow us to make predictions at any point in time, which is our goal in this paper. Thus, in this paper we use daily asset price data. Indeed, while we focus on the daily frequency, the methods that we propose apply to intradaily frequencies as well.

A priori, it is not clear how to use daily financial market data to formulate a parsimonious model. We first consider using a regression model to predict the next survey release. But, if surveys of forecasters are released quarterly and we are, say, two months from the

[^2]last release, how would we use these two months of data to predict the next release? A simple linear regression will not work well as it would entail estimating a large number of parameters. For example if we use two months of data it would require estimation of 44 parameters, assuming 22 trading days a month. The estimation uncertainty would nullify any underlying predictable patterns that might exist. Matters are further complicated by the fact that there is some fuzziness in the timing of the surveys: although we have a notional date for each survey (the deadline for submission of responses), we have no way of knowing whether the forecasters actually formed their predictions on the survey deadline date or several days earlier. To allow for this we might want to use more than two months of data. We resolve the challenge by using Mixed Data Sampling, or MIDAS regression models, proposed in recent work of Ghysels, Santa-Clara and Valkanov (2002, 2003, 2005). MIDAS regressions are designed to handle large high-frequency data sets with judiciously chosen parameterizations, tightly parameterized yet versatile enough to yield predictions of low frequency forecast releases with daily financial data. The virtue of our approach is that we have for any day prior to a release a prediction model that conveniently adapts to the time remaining until the next forecast release. In our empirical work we use the median forecasts of output growth, inflation, unemployment and certain interest rates, from the Survey of Professional Forecasters (Croushore (1993)) and Consensus Forecasts (Zarnowitz (1995)). The financial market data that we use to predict these forecasts are daily changes in interest rates and interest rate futures prices, and also daily stock returns. We find that these asset price changes give us considerable predictive power for upcoming Survey of Professional Forecasters releases, and, to a lesser extent, Consensus Forecasts releases.

In addition to using these regression models to predict upcoming survey releases, we consider a more structural approach in which we use the Kalman filter to estimate what forecasters would predict if they were asked to make a forecast each day, treating their forecasts as "missing data" to be interpolated (see e.g. Harvey and Pierse (1984), Harvey (1989), Bernanke, Gertler and Watson (1997)). As a by-product, this also gives forecasts of upcom-
ing releases. But again, we have to contend with the fact that although we have a notional date for each survey, agents likely formed their expectations sometime earlier. Again, we resolve this problem by using mixed data sampling methods. The theory of the Kalman Filter applies only to linear homoskedastic Gaussian systems and this assumption is clearly inadequate for daily financial market data. However, the Kalman filter nonetheless provides optimal linear prediction even when the errors are in fact fat-tailed and heteroksedastic. The Kalman filter models have the useful feature of allowing us to estimate forecasters' expectations on a day-to-day basis. We cannot precisely accomplish this task with a reduced form regression model that allows only predictions of future observed forecasts.

Having obtained estimates of agents' daily forecasts, we can then relate these to macroeconomic news announcements. For example, we can measure the average effect of a nonfarm payrolls announcement that is 100,000 better-than-expected on agents' forecasts.

Our work is conceptually related to several recent papers that use high-frequency financial data to form a daily indicator of the state of the economy (see e.g. Evans (2005) and Giannone, Reichlin and Small (2005)). However, our aim is not to construct a high-frequency coincident economic indicator, nor even a high-frequency leading economic indicator-an indicator designed to have maximal predictive power for future economic realizations (though we may be doing this indirectly). Our direct aim is to obtain high-frequency measures of forecasters' expectations.

There is of course an enormous literature on using asset price data to forecast future inflation, growth and other macroeconomic variables (see e.g. Stock and Watson (2003)), though not generally at the daily frequency. It is well known that it is hard to beat naive time series models in predicting future macroeconomic variables. This paper is, however, concerned with forecasting survey predictions of macroeconomic variables, rather than with forecasting the future macroeconomic variables. Forecasting survey predictions might be a somewhat easier task because if surveys were to approximate rational forecasts of future macroeconomic data, then a regression relating the forecast of the survey prediction to asset
price returns should have a higher R-squared than a corresponding regression relating the future macroeconomic outcomes to asset price returns, because rational forecasts and actual realizations differ by a pure noise component that reduces the empirical fit of the latter regression.

The remainder of this paper is organized as follows. In section 2 we present a theoretical framework that succinctly represents the salient features of predicting forecasters with financial data. Reduced form MIDAS regression methods appear in section 3. A more structural approach that uses the Kalman filter to interpolate at the daily frequency is described in section 4. Empirical results appear in section 5. Section 6 concludes the paper.

## 2 Forecasting and financial market signals

In this section we present a stylized model of forecasting and financial market signals. The objective is to show, in a very stylized setting, how if asset prices and forecasts both respond to news about the state of the economy, we can use asset returns to glean high-frequency information about agents' forecasts. At the outset it is important to emphasize that we want to keep the model in this section simple. Therefore, we make some compromises with regards to generality and do not aim at matching all salient data features that will appear in our empirical analysis. The empirical specifications considered in the next sections will be richer and more general.

Assume that we observe forecasts of some future macroeconomic variable (e.g. inflation four quarters hence) once a quarter and suppose, for simplicity in this model, that these are observed on the last day of each quarter. Assume that the underlying macroeconomic variable $y_{t}$ is autoregressive of order one:

$$
\begin{equation*}
y_{t+1}=a_{0}+a_{1} y_{t}+\varepsilon_{t+1} \tag{1}
\end{equation*}
$$

Let $f_{t}^{t+h}$ denote the forecast of $y_{t+h}$ made on the last day of quarter $t$. If the forecaster knows the DGP, knows $y_{t}$ at the end of quarter $t$ (when the forecast is being made), and is
constructing a rational forecast then this $h$-quarter-ahead forecast will be:

$$
\begin{equation*}
f_{t}^{t+h}=a_{0} \Sigma_{j=0}^{h-1} a_{1}^{j}+a_{1}^{h} y_{t} \tag{2}
\end{equation*}
$$

and, after a little algebra, this is related to the previous $h$-quarter-ahead forecast and the shock $\varepsilon_{t}$ as follows:

$$
\begin{equation*}
f_{t}^{t+h}=a_{0}\left\{a_{1}^{h}-\left(a_{1}-1\right) \sum_{j=0}^{h-1} a_{1}^{j}\right\}+a_{1} f_{t-1}^{t-1+h}+a_{1}^{h-1} \varepsilon_{t} \tag{3}
\end{equation*}
$$

We are interested in predicting $f_{t}^{t+h}$ at some time between the end of quarter $t-1$ and the end of quarter $t$. During the quarter all sorts of news is released pertaining to the macroeconomic variable $y_{t}$, and this news is impounded into financial asset returns. Although the errors $\varepsilon_{t}$ occur quarterly, we construct a fictitious set of daily shocks $\varepsilon_{t} \equiv \sum_{d=l_{t-1}+1}^{l_{t}} v_{d}$ where $l_{t}$ denotes the last day of quarter $t$. While there are many financial assets traded, we focus on a single asset and assume that its price on day $\tau$ relates to the fictitious shocks as follows:

$$
\begin{equation*}
p_{t}^{\tau}=p_{t}^{0}+\sum_{d=l_{t-1}+1}^{\tau} v_{d}+\omega_{\tau} \tag{4}
\end{equation*}
$$

where $p_{t}^{0}$ is the price at the beginning of the quarter t . Equation (4) tells us that daily prices provide a noisy signal of the underlying economic shocks. Assume that the fictitious shocks $v_{d}$ are Gaussian with mean zero and variance $\sigma_{v}^{2}$ and that the noise is also Gaussian with mean zero and variance $\sigma_{w}^{2}$ and is orthogonal to the $v_{d}$ process. We make these assumptions for convenience, but will comment on them later. The two related problems we then consider are: (1) predicting $f_{t}^{t+h}$ during quarter $t$ with concurrent and past daily financial market data via a regression model, or (2) treating agents' $h$-quarter-ahead expectations during the quarter as "missing" values of a process only observed at the end of the quarter. There is a fundamental difference between predicting $f_{t}^{t+h}$, during the quarter, and "guessing" $\varphi_{\tau}^{h}$, the unobserved $h$-quarter-ahead expectation on day $\tau$. The former is a prediction problem that can be formulated via a regression, whereas the latter is a filtering problem. We describe both of these in turn in the next two subsections.

### 2.1 The regression approach

From equation (4) we note that the partial sums process $S_{\tau}=\sum_{d=l_{t-1}+1}^{\tau} v_{d}$ behaves like a random walk and therefore asset price $p_{t}^{\tau}$ behaves like a random walk plus noise (in practice stock prices are not a random walk, but this is one of our simplifying assumptions). To predict $f_{t}^{t+h}$, we would like to know $\varepsilon_{t+1}$, and the best predictor on day $\tau$ would be $S_{\tau}$ which is not observed but can be extracted from asset returns. In particular, in appendix A we show that conditional linear prediction given daily returns, denoted $\mathcal{P}$ can be approximated as:

$$
\begin{align*}
\mathcal{P}\left[f_{t}^{t+h} \mid r_{d}, d=l_{t-1}+1, \ldots, \tau\right] \approx & a_{0}\left\{a_{1}^{h}-\left(a_{1}-1\right) \sum_{j=0}^{h-1} a_{1}^{j}\right\} \\
& +a_{1} f_{t-1}^{t-1+h}+a_{1}^{h-1} \sum_{d=\tau}^{l_{t-1}+1}\left(1-(-\zeta)^{\tau-d+1}\right) r_{d} \tag{5}
\end{align*}
$$

where $\zeta$ is a function of the signal-to-noise ratio $q=\sigma_{v}^{2} / \sigma_{w}^{2}$ (see below equation A.2) and $r_{d}$ is the asset return on day $d$ for days $l_{t-1}+1, \ldots, \tau$ during quarter $t$. Equation (5) indicates that daily asset returns, which contain the daily accumulation of "news" allow us to predict forecasts.

The stylized model presented so far is based on a number of simplifying assumptions. It is worth discussing some of the critical assumptions and how they can be relaxed.

Firstly, the above analysis assumes that forecasters have rational expectations and know the DGP. The analysis in the remainder of the paper will not exclude the possibility of rational forecasting, and that would clearly strengthen the motivation for real-time forecasting of the forecasters. Nevertheless, our empirical model does not rely on such an assumption and, throughout this paper, we remain strictly agnostic about the rationality of forecasters' expectations.

Secondly, to derive equation (5) we assumed Gaussian errors. The resulting prediction formula only depended on the signal to noise ratio $q$ and the linear prediction is optimal in
a MSE sense. With the Gaussian distributional assumptions, we are in fact in the context of the Kalman filter, the topic of the next subsection. Here we consider equation (5) as a linear projection or regression equation. Obviously, this regression equation is tightly parameterized because the analysis has been kept simple for the purpose of exposition. In particular, the process $y_{t}$ was assumed to be $\operatorname{AR}(1)$ and this yielded convenient formulas in this example. In practice, we prefer to have reduced form regressions that do not explicitly hinge on the specifics of the DGP. The empirical specification of the regression models is a topic that will be discussed further in the next section.

### 2.2 The filtering approach

We now turn to the second problem, namely how to extract $\varphi_{\tau}^{h}$. For this, it is very natural to specify and estimate a state space model using the Kalman filter to interpolate respondents' expectations, viewing these as "missing data" (see e.g. Harvey and Pierse (1984), Harvey (1989), Bernanke, Gertler and Watson (1997)). It is worth noting that the regression approach of the previous subsection can be viewed as less "structural" in the sense that we do not need to specify an explicit state space model. The Kalman filter applies to homoskedastic Gaussian systems, assumptions we make here for analytic convenience. To be specific, let us reconsider equation (3) and apply it to a daily setting:

$$
\begin{equation*}
\varphi_{\tau}^{h} \approx \varphi_{\tau-1}^{h}+\tilde{a} v_{\tau} \tag{6}
\end{equation*}
$$

The shocks $v_{\tau}$ are not directly observable, only the returns are ${ }^{5}$ The above equation, combined with equation (4), therefore holds the ingredients for a state space model to determine $\varphi_{\tau}^{h}$, namely daily returns are a noisy signal of daily changes in $\varphi_{\tau}^{h}$ :

$$
\begin{equation*}
r_{\tau}=\phi\left(\varphi_{\tau}^{h}-\varphi_{\tau-1}^{h}\right)+\tilde{\varepsilon}_{\tau}^{1} \tag{7}
\end{equation*}
$$

[^3]where at the end of each quarter we observe $f_{t}^{t+h}=\varphi_{l_{t}}^{h}$. This gives us an explicit state space model.

## 3 Regression model specifications

In this section, we deal with regression models for predicting $f_{t}^{t+h}$. Let $d_{t}$ denote the survey deadline date for quarter $t$ : survey respondents submit their forecasts on or before this day: the survey results are released a few days later. We suppose that the researcher wishes to forecast $f_{t}^{t+h}$ using asset return data on days up to and including day $\tau$. Our forecasting model is:

$$
\begin{equation*}
f_{t}^{t+h}=\alpha+\rho f_{t-1}^{t-1+h}+\sum_{j=1}^{n_{A}} \beta_{j} \gamma(L) r_{\tau}^{j}+\varepsilon_{t} \tag{8}
\end{equation*}
$$

where $r_{\tau}^{j}$ denotes the return on day $\tau$ for asset $j, n_{A}$ denotes the number of assets and $\gamma(L)$ is a lag polynomial of order $n_{l}$ so that $\gamma(L) r_{\tau}^{j}$ is a distributed lag of daily returns on asset $j$ over the $n_{l}$ days up to and including day $\tau=d_{t-1}+\theta\left(d_{t}-d_{t-1}\right)$ where $0<\theta \leq 1$. In empirical work we will consider $\theta=1,2 / 3$ and $1 / 3$ corresponding to forecasts for $f_{t}^{t+h}$ made on the survey deadline date, about one month earlier, and about two months earlier, respectively. Equation (8) uses mixed frequency data: $f_{t}^{t+h}$ and $f_{t-1}^{t-1+h}$ are observed at the quarterly frequency, $t=2, \ldots T$, while the returns are at the daily frequency, but there is only one observation of the distributed lag of daily returns, $\gamma(L) r_{\tau}^{j}$, in each quarter $\left.{ }^{6}\right]$ Hence, as suggested by equation (5), asset returns up to a fraction $\theta$ of the time from the quarter $t-1$ survey deadline date to the quarter $t$ survey deadline date are used to predicting the quarter $t$ survey. We run a different regression for each $\theta$ and so should strictly put a $\theta$-subscript on $\alpha,\left\{\beta_{j}\right\}_{j=1}^{n_{A}}, \rho$, and $\gamma(L)$ in equation (8), but do not do so, in order to avoid excessively cumbersome notation. In order to identify $\beta_{j}$ in this equation, we constrain the polynomial $\gamma(L)$ to have weights that add up to one. The discussion in the previous section yielded a

[^4]polynomial $\gamma(L)$ governed by one single parameter $q$. While this is certainly attractive, it is very limited as a parameterization and besides the very specific context of our particular theoretical model, may not be empirically plausible. In other words, we want a more flexible approach that keeps the number of parameters small. A solution to this problem can be found with MIDAS regression models. Following Ghysels, Sinko and Valkanov (2003) we use a flexible specification for $\gamma(L)$ with only two parameters, $\kappa_{1}$ and $\kappa_{2}$. In particular, the lag $k$ coefficient is written as:
\[

$$
\begin{equation*}
\gamma\left(k ; \kappa_{1}, \kappa_{2}\right)=\frac{f\left(\frac{k}{n_{l}}, \kappa_{1} ; \kappa_{2}\right)}{\sum_{k=1}^{n_{l}} f\left(\frac{k}{n_{l}}, \kappa_{1} ; \kappa_{2}\right)} \tag{9}
\end{equation*}
$$

\]

where: $f(x, a, b)=x^{a-1}(1-x)^{b-1} \Gamma(a+b) / \Gamma(a) \Gamma(b)$, with $\Gamma(a)=\int_{0}^{\infty} e^{-x} x^{a-1} d x$. Specification (9) has weights that add up to one and is based on the Beta function and we refer to it as the "Beta Lag." Ghysels, Sinko and Valkanov (2003) discuss its features in detail.

We consider three MIDAS regression models for the prediction of $f_{t}^{t+h}$. The first, which we refer to as model M1, is simply given by equations (8) and (9) with unknown parameters $\alpha,\left\{\beta_{j}\right\}_{j=1}^{n_{A}}, \rho, \kappa_{1}$ and $\kappa_{2}$. The second, which we refer to as model M2, imposes that $\kappa_{1}=\kappa_{2}=1$, implying that the weights in $\gamma(L)$ are equal. In this case, $\gamma(L) r_{\tau}^{j}$ is simply the average return over the $n_{l}$ days up until day $\tau$ and $\gamma(L)=\sum_{j=1}^{n_{l}} 1 / n_{l} L^{j-1}$. Lastly, we consider an equal-weighted MIDAS regression in which the average returns from day $d_{t-1}$ to day $\tau$ are used to predict the upcoming release, i.e. $\gamma(L)=\sum_{j=1}^{n_{l}} 1 / n_{l} L^{j-1}$ and $n_{l}=\tau-d_{t-1}$. We refer to this as model M3. The difference between models M2 and M3 is that model M2 has a fixed lag length parameter, $n_{l}$, while model M3 will always use returns from exactly day $d_{t-1}$ to day $\tau$.

We estimate MIDAS models M2 and M3 by linear regression of $f_{t}^{t+h}$ on $\left\{\sum_{j=1}^{n_{l}} 1 / n_{l} L^{j-1} r_{\tau}^{j}\right\}_{j=1}^{n_{A}}$ with $n_{l}$ fixed and $n_{l}=\tau-d_{t-1}$, respectively. We estimate MIDAS model M1 by nonlinear least squares, i.e. the parameters are chosen so as to minimize

$$
\begin{equation*}
\sum_{t=2}^{T}\left(f_{t}^{t+h}-\alpha-\sum_{j=1}^{n_{A}} \beta_{j} \gamma(L) r_{\tau}^{j}-\rho f_{t-1}^{t-1+h}\right)^{2} \tag{10}
\end{equation*}
$$

where $\gamma(L)$ is given by equation (9).

## 4 Kalman filter specifications

We now turn to the extraction of $\varphi_{\tau}^{h}$ for horizon $h$ on day $\tau$. The methods outlined in the previous section allow for prediction of upcoming survey releases in a simple regression framework with minimal assumptions. In this section we deal with filtering a process that remains latent during the quarter. As noted before, it is very natural to specify and estimate a state space model using the Kalman filter to interpolate respondents' expectations, viewing these as "missing data". The Kalman filter applies to homoskedastic Gaussian systems and this assumption is clearly inadequate for financial data. However, the Kalman filter provides optimal linear prediction even with non-Gaussian errors.

We consider two thought-experiments that go beyond the simple stylized example of section 2. The first is that forecasters form expectations each day, but only send these expectations into the compilers of the survey once a quarter, on survey deadline dates. Thus, we observe respondents' expectations on survey deadline dates, but these expectations are missing data that must be interpolated on all other days. We let $\varphi_{\tau}^{h}$ denote the respondents' $h$-quarter-ahead expectations on day $t$ and write the following model

$$
\begin{align*}
r_{\tau} & =\phi\left(\varphi_{\tau}^{h}-\varphi_{\tau-1}^{h}\right)+\varepsilon_{1 \tau}  \tag{11}\\
\varphi_{\tau}^{h} & =\mu_{0}+\mu_{1} \varphi_{\tau-1}^{h}+\varepsilon_{2 \tau}  \tag{12}\\
f_{t}^{t+h} & =\varphi_{d_{t}}^{h} \tag{13}
\end{align*}
$$

where $\left(\varepsilon_{1 \tau}^{\prime}, \varepsilon_{2 \tau}\right)$ is i.i.d. normal with mean zero and diagonal variance-covariance matrix. This model is clearly a linear Gaussian model in state-space form with $\varphi_{\tau}^{h}$ as the unobserved state, equation (12) as the transition equation, and (11) and (13) as the elements of the measurement equation. $\sqrt[7]{ }$

[^5]However, this model assumes that surveys correctly measure respondents' expectations on survey deadline dates. As discussed earlier, there is some fuzziness about the exact timing of respondents' expectations that it seems we should allow for. We can do so by amending equation (13) to specify instead that

$$
\begin{equation*}
f_{t}^{t+h}=\gamma(L) \varphi_{d_{t}}^{h} \tag{14}
\end{equation*}
$$

where $\gamma(L)$ is a MIDAS polynomial given by equation (9). The thought-experiment here is that individual respondents form their expectations each day, but that some of these get transmitted to the compilers of the survey faster than others, with the compilers of the survey using the latest numbers from each respondent to construct the survey releases once a quarter, on survey deadline dates. Our objective is to back out our estimates of respondents' underlying expectations given by $\varphi_{\tau}^{h}$. Of course, the model in which surveys correspond exactly to respondents' expectations on survey deadline dates is nested within this specification, as we can specify that $\kappa_{1}=1$ and $\kappa_{2}=\infty$, implying that $\gamma(L)=1$.

We refer to the simple Kalman filter model (equations (11), (13) and (12)) as model K1. We refer to the MIDAS Kalman filter model (equations (11), (14) and (12)) as model K2. In either case, we can use the Kalman filter to find maximum-likelihood estimates of the parameters, giving filtered estimates of $\varphi_{\tau}^{h}$ and forecasts of $f_{t}^{t+h}$ (made a fraction $\theta$ of the way through the prior inter-survey period) as by-products. We can also use the Kalman smoother to obtain estimates of $\varphi_{\tau}^{h}$ conditional on the entire dataset.

## 5 Empirical results

There are two surveys that we consider in the empirical work in this paper:
(i) The Survey of Professional Forecasters (SPF), conducted at a quarterly frequency. The
we proceed with a generic state space model, similar to the generic MIDAS regressions considered in the previous section.
respondents include Wall Street financial firms, banks, economic consulting groups, and economic forecasters at large corporations. Prior to 1990, it was a joint project of the American Statistical Association and the National Bureau of Economic Research; now it is run by the Federal Reserve Bank of Philadelphia. We use median SPF forecasts of real GDP growth, CPI inflation, three-month T-Bill yields and the unemployment rate at horizons onethrough four- quarters ahead. Real GDP growth and CPI inflation are constructed as the annualized growth rates from quarter $t-1$ to quarter $t+h$, where $t$ is the quarter in which the survey is taken and $h$ is the horizon of the forecast ( $h=1,2,3,4$ ). Three-month T-Bill yields and the unemployment rate are simply expressed in levels. In the notation of the previous section, $f_{t}^{t+h}$ refers to the forecast made in the quarter $t$ SPF forecast for any one of these variables in quarter $t+h$ and our forecasting models are the MIDAS models exactly as defined earlier. We start with the forecasts made in 1990Q3 and end with forecasts made in 2005Q4 for a total of 62 forecasts. For each of these forecasts we have the survey deadline dates that are about in the middle of each quarter. The survey deadline date is not the date that the survey results are released, but is the last day that respondents can send in their forecasts. We do not use SPF forecasts made before 1990Q3 because we do not have the associated survey deadline dates. Besides, the use of a relatively recent sample minimizes issues of structural change that seem to be very important using data that spans earlier time periods (Ang, Bekaert and Wei (2005) and Stock and Watson (2005)).
(ii) Consensus Forecasts, a survey that is conducted at a monthly frequency by Consensus Economics. We use median predictions from Consensus Forecasts for year-over-year real GDP growth, year-over-year CPI inflation, the level of three-month T-Bill yields, the level of the unemployment rate and the level of ten-year yields for the current and subsequent years, from October 1989 to June 2003, inclusive, for a total of 165 forecasts. As with the SPF, we have the survey deadline dates $8^{8}$

[^6]We can use daily asset prices to predict the upcoming releases of either of these surveys, using MIDAS regression models M1, M2 and M3, or our Kalman filter models K1 and K2. We consider models with the following daily asset returns: (a) excess stock market returns, (b) the daily change in the rate on the fourth three-month eurodollar futures contract (a futures contract on a three-month interest rate about one year hence), (c) the daily changes in the rates on the first and twelfth eurodollar futures contracts (futures contract on three-month interest rates about three months and three years hence), (d) the daily changes in threemonth and ten-year Treasury yields, and, finally, (e) the daily change in two-year Treasury yields. 9 The number of assets, $n_{A}$, is thus either 1 or 2 . Our predictors are thus stock returns and changes in measures of the level and/or slope of the yield curve. In MIDAS models M1 and M2, the lag length $n_{l}$ is a fixed parameter that we set to 90 for the SPF and 40 for Consensus Forecasts. As our data are at the business day frequency, this corresponds to substantially more than one quarter or one month of data, respectively. We do this because we have no way of knowing whether the forecasters actually formed their predictions on the survey deadline date or several days earlier, and because preliminary investigation revealed that this choice of $n_{l}$ generally gave the best empirical fit.

We evaluate the forecasts by comparing the in-sample and pseudo-out-of-sample root mean-square prediction error (RMSPE) of each of the models M1, M2, M3, K1 and K2, used to predict the upcoming survey release, relative to the RMSPE from using the prior survey release as a predictor (a "random walk" forecast). This seems like a natural benchmark; it tells us what fraction of the revision to survey forecasts we are failing to predict. The
with Conensus Economics, we were however told that some responses come in a day or so after the survey deadline date and are still included in the survey. The survey is published about three days after the survey deadline date, so there cannot be too much leeway on timing.
${ }^{9}$ Data sources are as follows. Excess stock market returns are excess returns on the value-weighted index over the risk free rate, obtained from CRSP. Eurodollar futures rates were obtained from the Chicago Mercantile Exchange. Treasury yields are constant maturity yields (H-15 release). Futures contracts that settle to the three-month eurodollar interest rate in March, June, September and December of each of the next few years have been very liquid since the 1980s.
empirical results for predictors (a)-(e) are reported in Tables 1-5, respectively. Each Table gives results for the Survey of Professional Forecasters in the top panel and for Consensus Forecasts in the lower panel. In each Table we report the in-sample and pseudo-out-of-sample relative RMSPE of models M1, M2, M3, K1 and K2, used to predict the upcoming survey release, relative to the random walk benchmark, for $\theta=1,2 / 3,1 / 3$. The first observation for out-of-sample prediction is the first observation in 1998, with parameters estimated using data from 1997 and earlier, and prediction then continues from this point on in the usual recursive manner, forecasting in each period using data that were actually available at that time. Note that because we are working with asset price data and survey forecasts (rather than actual macroeconomic realizations), we have no issues of data revisions to contend with; the out-of-sample forecasting exercise is a fully real-time forecasting exercise.

### 5.1 Discussion of the Forecasting Results for the SPF

We first discuss the simple regression results (models M1, M2 and M3) for the SPF. The in-sample relative RMSPEs from MIDAS models M1, M2 and M3 are generally well below one. Not surprisingly, relative RMSPEs are higher in the pseudo-out-of-sample forecasting exercise. Survey forecasts of the unemployment rate and T-Bill yields appear to be generally the most predictable out-of-sample, but relative RMSPEs are in many cases below one out-of-sample for GDP growth and CPI inflation as well. Overall, the best out-of-sample results appear to obtain for predictors (d), the daily changes in the three-month and ten-year Treasury yields, but the other yield curve variables (predictors (b), (c) and (e)) had similar performance. On average, across all four variables and all four horizons, the pseudo-out-of-sample relative RMSPE from MIDAS model M1 with $\theta=1$ and predictors (d) is 0.78 . MIDAS model M1 also beats the benchmark out-of-sample (averaging across all variables and horizons), but the performance is notably weaker with predictors (a) (stock returns). It is perhaps not surprising that the best forecasting performance is given by daily changes in
the slope and/or level of the yield curve rather than stock return data ${ }^{10}$, as the former exhibit a stronger relationship with the state of the economy. In particular, it is consistent with much work finding that the level and slope of the yield curve alone has the best predictive power for several key macroeconomic variables.

Even though MIDAS model M1 involves estimation of two additional parameters, it generally gives smaller out-of-sample RMSPEs than models M2 or M3. Thus, perhaps in part because the surveys represent agents' beliefs at a substantial lag relative to the survey deadline date (a lag that furthermore varies by respondent), allowing for non-equal weights in $\gamma(L)$ appears to result in some improvement in forecasting performance.

Not surprisingly, the relative RMSPE is generally somewhat smaller for forecasts made using asset price data up through the survey deadline date $(\theta=1)$ than for forecasts made earlier in the inter-survey period $(\theta=2 / 3,1 / 3)$.

We next discuss the results using the Kalman filter (models K1 and K2) for the SPF. Models K1 and K2 give quite similar RMSPEs to the MIDAS regression models. Again, the best results obtain when predicting the forecasts for three-month T-Bill yields and the unemployment rate, and when using predictors (d). Model K2, which allows for surveys to represent some respondents' beliefs at a substantial lag relative to the survey deadline date, generally gives smaller out-of-sample RMSPEs than model K1, even though the former involves estimation of two additional parameters. This reinforces the evidence that surveys represent agents' beliefs a considerable lag to the survey deadline date..

Models K1 and K2 seem to generally give less good forecasts of what the upcoming survey release is going to be than the reduced form MIDAS regression models M1, M2 and M3. Nonetheless, they have the useful feature of allowing us to estimate forecasters' expectations on a day-to-day basis, ( $\varphi_{\tau}^{h}$ in the notation of equation (11) ) and these estimates can be either conditional on past data (filtered estimates) or the whole sample (smoothed

[^7]estimates). We cannot precisely accomplish these tasks with the reduced form MIDAS regression models.

As an illustration, in Figures 1-4, we show the time series of Kalman filtered and smoothed estimates of two-quarter-ahead real GDP growth expectations from models K1 and K2, using predictors (d), over the period since January 1998. SPF releases of actual two-quarter real GDP growth expectations are also shown on the figure (dated as of the survey deadline date). The Kalman filtered estimates jump on each survey deadline date as the information from the survey becomes incorporated in the model, but the jumps are quite a bit smaller in magnitude than the revisions to the survey forecasts, consistent with the results in Tables 1-5 on the RMSPE of the Kalman filter forecasts relative to that of the random walk benchmark. The Kalman smoothed estimates adjust more smoothly, as is of course to be expected.

### 5.2 Discussion of the Forecasting Results for Consensus Forecast

We next briefly summarize the corresponding results for median Consensus Forecasts, reported in the lower panels of Tables 1-5. The results are fairly consistent with what we found for the SPF, but the improvements in RMSPE relative to the random walk benchmark are more modest than for the SPF. The most favorable results in predicting median Consensus Forecasts are for the three-month T-Bill yield and the ten-year yield. Averaging across all variables and all horizons, the pseudo-out-of-sample relative RMSPE for median Consensus Forecasts with $\theta=1$ is below one for all five models with any of the predictors, with the sole exception of predictor (a) (excess stock returns). Overall, the best results for forecasting median Consensus forecasts again obtain with predictors (d).

### 5.3 Measuring the Effect of News Announcements on Agents' Expectations

Applying the Kalman smoother to models, K1 and K2, we can estimate what forecasters' expectations were on a day-to-day basis conditional on the whole sample. Hence, we can, in principle, measure agents' expectations immediately before and after a specific event (e.g. macroeconomic news announcements, Federal Reserve policy shifts or major financial crises) and so measure the impact of such events on their expectations. The impacts of some events can even be seen in Figures 2 and 4, for models K1 and K2, respectively.

As an illustration, we show how our method can be used to estimate the average effect of a nonfarm payrolls data release (one of the most important macroeconomic news announcements) coming in 100,000 stronger than expected on the expectations of respondents to the SPF. Nonfarm payrolls data are released by the Bureau of Labor Statistics once a month, at 8:30 AM sharp. We measure ex-ante expectations for nonfarm payrolls releases from the median forecast from Money Market Services (MMS) taken the previous Friday. The surprise component of the nonfarm payrolls release is then the released value less the MMS survey expectation $\sqrt{11}$ Since the Kalman smoother gives us measures of the expectations of SPF respondents each day, we can regress the change in these expectations from the day before the nonfarm payrolls release to the day of the nonfarm payroll release on the surprise component of that release ${ }^{[12}$ Concretely, the regression that is estimated is

$$
\begin{equation*}
\varphi_{\tau \mid T}^{h}-\varphi_{\tau-1 \mid T}^{h}=\lambda s_{\tau}+\eta_{\tau} \tag{15}
\end{equation*}
$$

where $\varphi_{\tau \mid T}^{h}$ denotes the Kalman smoothed estimates of the h-quarter-ahead forecast for any variable being predicted in the $\mathrm{SPF}, s_{\tau}$ denotes the surprise component of the nonfarm pay-

[^8]rolls release, $\eta_{\tau}$ is an error term, and the regression is run only over days on which there is a nonfarm payrolls release. This gives us a sample size of 182 - one observation for each monthly nonfarm payroll release from 1990Q3 to 2005Q4. The regression gives an estimate of the average effect of a one unit $(100,000)$ positive nonfarm payrolls surprise on $\varphi_{\tau}^{h}$. OLS coefficient estimates from equation (15) are given in Table 6, along with t-statistics constructed using heteroskedasticity-robust standard errors. Most entries are highly statistically significant with any of predictors (b)-(e). The estimated coefficients seem to be of a reasonable magnitude. For example, using predictors (d) and model K2, a 100,000 positive nonfarm payrolls surprise (which is approximately a one standard deviation announcement surprise) is estimated to raise one-quarter-ahead growth forecasts by $6 / 100$ ths of a percentage point and to raise four-quarter-ahead growth forecasts by $1 / 100$ th of a percentage point. And the same positive labor market news is estimated to raise four-quarter inflation forecasts by $1 / 100$ th of a percentage points, and to raise four-quarter T-Bill yield forecasts by 3 basis points. These estimated effects are all small, but it seems reasonable that forecasts are not adjusted much in response to a one-standard deviation surprise in employment growth for one month. And, though small, these effects are all highly significant.

### 5.4 Using our Forecasts of Survey Forecasts as Forecasts of Future data

So far in this paper, we have focused on forecasting upcoming releases of surveys of forecasters. Part of our motivation for doing so is that these surveys, though released infrequently, might contain useful information about future outcomes. If our forecasts are conditional expectations of the upcoming survey forecasts, and those survey forecasts are in turn conditional expectations of actual future outcomes then, by the law of iterated expectations, our forecasts must also be conditional expectations of those actual future outcomes.

Accordingly, it is natural to ask how our daily forecasts for upcoming survey releases fare when they are interpreted as forecasts of actual future outcomes. We can compare
this with a benchmark of a random walk forecast. Though this may seem like a very naive benchmark, it is well-known that it is quite hard to beat (see, for example, Atkeson and Ohanian (2001)), particularly for such a short sample period.

We therefore computed the RMSPE of our pseudo-out-of-sample forecasts for upcoming SPF releases, interpreted as forecasts of the actual outcomes. That is to say, we computed

$$
R M S P E_{1}=\sqrt{1 / T^{*} \sum\left(y_{t+h}-\hat{f}_{t}^{t+h}\right)^{2}}
$$

where $y_{t+h}$ denotes the realization in quarter $t+h, \hat{f}_{t}^{t+h}$ denotes our pseudo-out-of-sample prediction of $f_{t}^{t+h}$, the $h$-period-ahead survey forecast taken in quarter $t$, and $T^{*}$ denotes the number of out-of-sample predictions. And we also computed the RMSPE of a random walk forecast. That is, we computed

$$
R M S P E_{2}=\sqrt{1 / T^{*} \sum\left(y_{t+h}-y_{t-1}\right)^{2}}
$$

Table 7 reports the relative RMSPE from these two methods for forecasting $y_{t+h}$, $R M S P E_{2} / R M S P E_{1}$, for models M1, M2, M3, K1 and K2 with predictor (d), for $\theta=$ $1,2 / 3,1 / 3 .{ }^{13}$ Entries in the Table less than one indicate that the forecasts of $f_{t}^{t+h}$ give better predictors of $y_{t+h}$ than the random walk forecasts. Note that for $\theta=2 / 3,1 / 3$ the random walk forecast might have an unfair artificial advantage in this comparison, because these might correspond to forecasts made before $y_{t-1}$ was known. ${ }^{14}$ It turns out that our predictions of survey forecasts beat the random walk forecast in forecasting future real GDP

[^9]growth and CPI inflation. The latter is perhaps not surprising in the light of the results of Ang, Bekaert and Wei (2005). On the other hand our predictions of survey forecasts do less well than the random walk forecast in predicting future yields. Results for unemployment are mixed, but our predictions of survey forecasts generally underperform here as well. Taken together, these results indicate that daily forecasts for upcoming survey releases, in addition to being of interest in their own right, may also be useful as forecasts of actual future outcomes.

## 6 Conclusions

Survey forecasts provide useful information about agents' expectations, and perhaps also about the likely future evolution of the economy. Or at least, policy makers and financial markets appear to perceive this to be the case, judging by the amount of attention that is paid to these survey forecasts. However, since they are released infrequently, these surveys are often stale, and it would seem useful to be able to measure respondents' expectations, and to predict upcoming survey releases, at a higher frequency. We have proposed methods for doing so using daily financial market data, and found that the resulting predictions allow researchers to anticipate a substantial portion of the revisions to survey forecasts. We have also shown how daily estimates of respondents' expectations can allow us to measure the effects of events and news announcements on these expectations. MIDAS methods can also be used for forecasting outcomes (as opposed to survey expectations) using daily asset price data. We leave this for future research.

## A Derivation of projection equation

In this appendix we derive equation (5). We noted that according to equation (4) the partial sums process $S_{\tau}=\sum_{d=l_{t-1}+1}^{\tau} v_{d}$ behaves like a random walk and therefore the price $p_{t}^{\tau}$ behaves like a random walk plus noise. Note that this is a 'local behavior' during the quarter from $t-1$ to $t$. Here we will assume a standard random walk plus noise process (as if it applied throughout, not just locally) to derive an approximate prediction formula. To distinguish the model from that in section 2 we use, at first different notation, and subsequently map the results into the setting of section 2 . More specifically, we start from the standard random walk plus noise model (see e.g. Whittle (1983) and Harvey and De Rossi (2004)):

$$
\begin{align*}
\tilde{p}_{t} & =\mu_{t}+\xi_{t}  \tag{A.1}\\
\mu_{t} & =\mu_{t-1}+\eta_{t}
\end{align*}
$$

where $\xi_{t}$ and $\eta_{t}$ are mutually uncorrelated Gaussian white noise disturbances with variances $\sigma_{\xi}^{2}$ and $\sigma_{\eta}^{2}$ respectively. Define the signal-to-noise ratio $q=\sigma_{\eta}^{2} / \sigma_{\xi}^{2}>0$ then the one-sided signal extraction filter for $\mu_{t}$ given $\left\{\tilde{p}_{t-j}\right\}_{j=0}^{\infty}$, denoted $\hat{\mu}_{t \mid t}$ has weights $\varpi_{j}$ (see Whittle (1983) and Harvey and De Rossi (2004)):

$$
\begin{align*}
\hat{\mu}_{t \mid t} & =\sum_{j=0}^{\infty} \varpi_{j} \tilde{p}_{t-j} \\
\varpi_{j} & =(1+\zeta)(-\zeta)^{j} \tag{A.2}
\end{align*}
$$

where $\zeta=\left[\left(\sqrt{q^{2}+4 q}-2-q\right] / 2\right.$. This formula is approximate, in the sense that it applies to observations "near" $t$, whereas observations in the remote past have weights of the two-sided filter, namely $(1+\zeta)(-\zeta)^{j} /(1-\zeta) .{ }^{15}$ From equation A.2 we can derive the first-difference

[^10]version $\Delta \tilde{p}_{t}=\tilde{r}_{t}$, namely:
\[

$$
\begin{align*}
\hat{\mu}_{t \mid t} & =\sum_{j=0}^{\infty} \varpi_{j} \tilde{p}_{t-j} \\
& =\varpi_{0} \Delta \tilde{p}_{t}+\left(\varpi_{1}+\varpi_{0}\right) \Delta \tilde{p}_{t-1}+\left(\varpi_{2}+\varpi_{1}+\varpi_{0}\right) \Delta \tilde{p}_{t-2} \ldots \\
& =\varpi_{0} \tilde{r}_{t}+\left(\varpi_{1}+\varpi_{0}\right) \tilde{r}_{t-1}+\left(\varpi_{2}+\varpi_{1}+\varpi_{0}\right) \tilde{r}_{t-2} \ldots \\
& =(1+\zeta)\left[\tilde{r}_{t}+\sum_{i=1}^{\infty} \sum_{j=0}^{i}(-\zeta)^{j} \tilde{r}_{t-i}\right] \\
& =(1+\zeta)\left[\tilde{r}_{t}+\sum_{i=1}^{\infty} \frac{1-(-\zeta)^{i+1}}{1+\zeta} \tilde{r}_{t-i}\right] \\
& =\sum_{i=0}^{\infty}\left(1-(-\zeta)^{i+1}\right) \tilde{r}_{t-i} \tag{A.3}
\end{align*}
$$
\]

As noted, the partial sum process $S_{\tau}$ implied by equation (4) behaves locally like a random walk plus noise. Hence, we can use the above formula as an approximation, treating returns as if they are zero prior to the beginning of the quarter ( $d<0$ in section 2 ) and substituting into (3) yields equation (5). The formula is only an approximation and a more rigorous formula can be derived, using the finite sample exact filters weights. Deriving such filters is rather involved, see e.g. Whittle (1983) and Schleicher (2003), and we don't really need the exact filter weights for motivational purpose.
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| Horizon (Qtrs.) | M1 | M2 | $\begin{gathered} \text { M3 } \\ \theta=1 \end{gathered}$ | K1 | K2 | M1 | M2 | $\begin{gathered} \hline \text { M3 } \\ \theta=2 / 3 \end{gathered}$ | K1 | K2 | M1 | M2 | $\begin{gathered} \text { M3 } \\ \theta=1 / 3 \end{gathered}$ | K1 | K2 | RW RMSE (memo) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Real GDP Growth (In-Sample) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 1 | 0.672 | 0.794 | 0.894 | 0.896 | 0.788 | 0.661 | 0.761 | 0.839 | 0.885 | 0.790 | 0.650 | 0.714 | 0.793 | 0.927 | 0.784 | 0.759 |
| 2 | 0.654 | 0.777 | 0.906 | 0.909 | 0.868 | 0.652 | 0.796 | 0.862 | 0.890 | 0.849 | 0.650 | 0.756 | 0.813 | 0.928 | 0.787 | 0.537 |
| 3 | 0.689 | 0.768 | 0.898 | 0.903 | 0.797 | 0.689 | 0.817 | 0.850 | 0.872 | 0.784 | 0.685 | 0.806 | 0.815 | 0.915 | 0.776 | 0.385 |
| 4 | 0.767 | 0.805 | 0.908 | 0.912 | 0.839 | 0.744 | 0.860 | 0.878 | 0.888 | 0.831 | 0.735 | 0.862 | 0.840 | 0.920 | 0.809 | 0.303 |
| CPI Inflation (In-Sample) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 1 | 0.818 | 0.873 | 0.859 | 0.877 | 0.899 | 0.890 | 0.902 | 0.901 | 0.931 | 0.900 | 0.876 | 0.898 | 0.902 | 0.966 | 0.900 | 0.349 |
| 2 | 0.821 | 0.887 | 0.855 | 0.871 | 0.909 | 0.893 | 0.910 | 0.907 | 0.936 | 0.910 | 0.888 | 0.901 | 0.911 | 0.970 | 0.912 | 0.260 |
| 3 | 0.844 | 0.908 | 0.875 | 0.888 | 0.923 | 0.909 | 0.923 | 0.922 | 0.949 | 0.925 | 0.901 | 0.914 | 0.924 | 0.973 | 0.926 | 0.231 |
| 4 | 0.855 | 0.911 | 0.882 | 0.893 | 0.925 | 0.913 | 0.928 | 0.925 | 0.952 | 0.928 | 0.908 | 0.920 | 0.929 | 0.975 | 0.929 | 0.209 |
| T-Bill (In-Sample) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 1 | 0.920 | 0.947 | 0.962 | 0.962 | 0.938 | 0.884 | 0.918 | 0.949 | 0.958 | 0.912 | 0.825 | 0.825 | 0.881 | 0.973 | 0.881 | 0.503 |
| 2 | 0.907 | 0.947 | 0.967 | 0.967 | 0.936 | 0.869 | 0.915 | 0.956 | 0.967 | 0.920 | 0.821 | 0.821 | 0.899 | 0.981 | 0.909 | 0.513 |
| 3 | 0.913 | 0.952 | 0.969 | 0.969 | 0.972 | 0.875 | 0.919 | 0.959 | 0.970 | 0.935 | 0.832 | 0.834 | 0.910 | 0.983 | 0.882 | 0.479 |
| 4 | 0.923 | 0.960 | 0.968 | 0.969 | 0.966 | 0.885 | 0.923 | 0.960 | 0.976 | 0.935 | 0.848 | 0.857 | 0.931 | 0.990 | 0.912 | 0.454 |
| Unemployment Rate (In-Sample) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 1 | 0.863 | 0.947 | 0.975 | 0.978 | 0.922 | 0.854 | 0.923 | 0.953 | 0.967 | 0.923 | 0.805 | 0.850 | 0.871 | 0.957 | 0.888 | 0.240 |
| 2 | 0.870 | 0.958 | 0.982 | 0.983 | 0.939 | 0.897 | 0.919 | 0.961 | 0.973 | 0.936 | 0.807 | 0.807 | 0.887 | 0.968 | 0.912 | 0.230 |
| 3 | 0.814 | 0.926 | 0.975 | 0.978 | 0.910 | 0.802 | 0.910 | 0.954 | 0.968 | 0.928 | 0.773 | 0.824 | 0.856 | 0.957 | 0.873 | 0.238 |
| 4 | 0.808 | 0.935 | 0.981 | 0.982 | 0.915 | 0.798 | 0.898 | 0.942 | 0.965 | 0.906 | 0.767 | 0.824 | 0.849 | 0.962 | 0.864 | 0.210 |
| Real GDP Growth (Pseudo-Out-of-Sample) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 1 | 0.739 | 0.853 | 0.932 | 0.974 | 0.816 | 0.748 | 0.832 | 0.857 | 0.979 | 0.812 | 0.780 | 0.795 | 0.817 | 1.022 | 0.820 | 0.862 |
| 2 | 0.764 | 0.869 | 0.968 | 0.991 | 0.893 | 0.761 | 0.905 | 0.897 | 0.956 | 0.825 | 0.767 | 0.848 | 0.830 | 0.950 | 0.804 | 0.577 |
| 3 | 0.820 | 0.912 | 1.027 | 1.046 | 0.915 | 0.827 | 0.984 | 0.915 | 0.960 | 0.868 | 0.822 | 0.924 | 0.865 | 0.921 | 0.833 | 0.370 |
| 4 | 0.952 | 0.970 | 1.072 | 1.094 | 0.995 | 0.920 | 1.042 | 0.982 | 1.006 | 0.962 | 0.881 | 0.993 | 0.933 | 0.900 | 0.889 | 0.279 |
| CPI Inflation (Pseudo-Out-of-Sample) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 1 | 1.156 | 1.195 | 1.154 | 1.195 | 1.265 | 1.224 | 1.162 | 1.091 | 1.359 | 1.301 | 1.303 | 1.131 | 1.178 | 1.236 | 1.322 | 0.294 |
| 2 | 1.127 | 1.140 | 1.132 | 1.169 | 1.194 | 1.145 | 1.112 | 1.103 | 1.350 | 1.363 | 1.212 | 1.070 | 1.198 | 1.225 | 1.323 | 0.236 |
| 3 | 1.078 | 1.099 | 1.095 | 1.122 | 1.148 | 1.100 | 1.082 | 1.085 | 1.286 | 1.304 | 1.175 | 1.047 | 1.179 | 1.173 | 1.259 | 0.219 |
| 4 | 1.076 | 1.093 | 1.083 | 1.102 | 1.140 | 1.107 | 1.081 | 1.083 | 1.256 | 1.286 | 1.182 | 1.047 | 1.171 | 1.157 | 1.236 | 0.200 |
| T-Bill (Pseudo-Out-of-Sample) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 1 | 1.019 | 1.034 | 1.100 | 1.161 | 1.164 | 1.000 | 1.010 | 1.107 | 1.251 | 1.223 | 0.882 | 0.826 | 0.979 | 1.177 | 1.208 | 0.535 |
| 2 | 1.005 | 1.021 | 1.106 | 1.170 | 1.162 | 0.945 | 0.989 | 1.112 | 1.267 | 1.230 | 0.844 | 0.801 | 0.982 | 1.179 | 1.207 | 0.545 |
| 3 | 1.049 | 1.025 | 1.109 | 1.176 | 1.166 | 0.991 | 0.996 | 1.121 | 1.273 | 1.237 | 0.838 | 0.807 | 0.987 | 1.173 | 1.202 | 0.505 |
| 4 | 1.038 | 1.049 | 1.119 | 1.193 | 1.169 | 1.010 | 1.010 | 1.130 | 1.314 | 1.267 | 0.851 | 0.843 | 1.019 | 1.178 | 1.210 | 0.477 |
| Unemployment Rate (Pseudo-Out-of-Sample) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 1 | 0.902 | 0.940 | 1.025 | 1.061 | 0.971 | 0.926 | 0.909 | 0.986 | 1.077 | 0.988 | 0.818 | 0.821 | 0.817 | 1.041 | 0.955 | 0.233 |
| 2 | 1.043 | 0.972 | 1.086 | 1.126 | 1.062 | 0.956 | 0.926 | 1.026 | 1.150 | 1.075 | 0.879 | 0.808 | 0.921 | 1.085 | 1.047 | 0.235 |
| 3 | 1.033 | 0.973 | 0.999 | 1.031 | 0.962 | 0.915 | 0.952 | 0.982 | 1.030 | 0.982 | 0.826 | 0.871 | 0.846 | 0.987 | 0.898 | 0.247 |
| 4 | 0.929 | 0.971 | 1.024 | 1.046 | 1.010 | 0.906 | 0.936 | 0.975 | 1.046 | 1.001 | 0.831 | 0.884 | 0.854 | 1.009 | 0.972 | 0.227 |

Table 1: (continued)


|  |  |  |  <br> 0000 |  |  | से <br> 000 |  0000 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ® |  |  $\therefore 0$ |  0000 |  |  | 영ㅎㅇㅇ 웅 |  0000 | $\xrightarrow[\sim]{\overbrace{0}}$ |
| $\square$ |  | Fira 용 ©0． 0. |  |  |  |  |  | $\xrightarrow[\infty]{\infty}$ |
| ¢ $\underset{\sim}{\infty} \overbrace{0}^{\infty}$ |  |  |  |  |  |  |  |  |
| N |  | ${ }_{\infty}^{\infty}$ $\stackrel{\infty}{\circ} \dot{0}-\infty$ | 숫수웅 0.00 |  | Bo it o |  | 운윳융 엿 00 |  |
| E |  |  <br>  |  | $0.00$ |  |  | Nicio $\circ 000$ |  |
| $\stackrel{\sim}{\sim}$ | O品 $0_{0}^{0} 0_{0}^{\infty} \infty_{0}^{\infty}$ |  | 융 资皆 $000$ |  |  | Bog | ${ }^{N}$ |  |
| $\Xi$ | 令 | Br A B | $\mathrm{C}_{6}^{\circ}$ |  | 気员禺果 웅os |  |  |  |
| $\underset{\substack{\infty \\ \underset{\sim}{\infty} \\ \\ \hline}}{\substack{n}}$ |  | ${ }_{\infty}^{\text {R }}+\infty$ | Cig oiogitio | on |  |  | ${ }^{6}$ |  |
| N |  ず 000 |  |  | $8$ | $\begin{aligned} & 0_{0}^{0} \otimes \infty \\ & \infty \\ & \infty \\ & \infty \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $0$ |  |  |
| E | 안 웅 웅 $\bigcirc 000$ |  $\therefore \dot{\circ} \dot{\circ} \dot{0}$ |  |  |  |  | 둥 웅 $\therefore 0$ |  |
| O |  |  －0 0 | 哭皆最暍 |  000 |  | 응ㅇㅇㅇㅇㅇㅇ웅 | 엉 엉 웅 $\therefore 0 \cdot$ |  |
| $\Xi$ |  |  | 象管曷思 $\therefore 00$ | $\underset{\sim}{*} \neq \mathcal{D}_{\infty}^{\infty}$ $\stackrel{\infty}{\infty} \dot{0}_{0}^{\infty}{ }^{\infty}$ |  |  |  －0．0 |  |
| $\stackrel{\text { ® }}{\substack{4 \\ \hline 1 \\ 0}}$ |  |  <br> 000 | $10.0$ |  |  | 웅 영웅웅 | 정응융ㅇㅇㅇ <br>  | $\overrightarrow{o b}_{\infty}^{\infty}$ |
| N |  |  |  |  |  |  |  000 |  |
| $E$ |  |  |  |  |  |  |  |  |
| $\begin{aligned} & \text { 总 } \\ & \text { 萿 } \end{aligned}$ | $\infty$ | のかみ | $\rightarrow$ Nの | $\rightarrow$ ッが | $\rightarrow$－＋ | $\rightarrow$～の | $\rightarrow \infty$ | $\rightarrow$ の + |

Table 2:

|  |  |  |  |  |  |  | Con | sensus F | recasts |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \text { Horizon } \\ & \text { (Yrs. .) } \end{aligned}$ | M1 | M2 | $\begin{gathered} \mathrm{M} 3 \\ \theta=1 \end{gathered}$ | K1 | K2 | M1 | M2 | $\begin{gathered} \mathrm{M} 3 \\ \theta=2 / 3 \end{gathered}$ | K1 | K2 | M1 | M2 | $\begin{gathered} \text { M3 } \\ \theta \stackrel{1 / 3}{=} \end{gathered}$ | K1 | K2 | RW RMSE (memo) |
| Real GDP Growth (In-Sample) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 0.968 | 0.968 | 0.976 | 0.973 | 0.968 | 0.979 | 0.981 | 0.985 | 0.989 | 0.972 | 0.982 | 0.982 | 0.987 | 0.996 | 0.974 | 0.391 |
| 1 | 0.937 | 0.948 | 0.948 | 0.942 | 0.926 | 0.941 | 0.942 | 0.944 | 0.940 | 0.926 | 0.946 | 0.951 | 0.951 | 0.967 | 0.932 | 0.383 |
| CPI Inflation (In-Sample) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 0.973 | 0.974 | 0.980 | 0.975 | 0.963 | 0.978 | 0.978 | 0.983 | 0.982 | 0.963 | 0.969 | 0.979 | 0.982 | 0.986 | 0.960 | 0.203 |
| 1 | 0.941 | 0.969 | 0.977 | 0.967 | 0.947 | 0.943 | 0.946 | 0.959 | 0.962 | 0.948 | 0.944 | 0.955 | 0.964 | 0.971 | 0.953 | 0.153 |
| T-Bill (In-Sample) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 0.717 | 0.720 | 0.814 | 0.829 | 0.776 | 0.766 | 0.783 | 0.879 | 0.889 | 0.809 | 0.814 | 0.831 | 0.943 | 0.945 | 0.830 | 0.220 |
| 1 | 0.777 | 0.777 | 0.863 | 0.885 | 0.830 | 0.795 | 0.802 | 0.906 | 0.918 | 0.853 | 0.821 | 0.826 | 0.960 | 0.970 | 0.871 | 0.215 |
| Unemployment Rate (In-Sample) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 0.981 | 0.981 | 0.993 | 0.990 | 0.988 | 0.982 | 0.992 | 0.994 | 0.997 | 0.994 | 0.985 | 0.986 | 0.995 | 0.999 | 0.994 | 0.181 |
| 1 | 0.950 | 0.953 | 0.986 | 0.979 | 0.950 | 0.940 | 0.948 | 0.993 | 0.987 | 0.949 | 0.947 | 0.951 | 0.995 | 0.998 | 0.954 | 0.142 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 0.645 | 0.703 | 0.748 | 0.736 | 0.661 | 0.656 | 0.713 | 0.763 | 0.794 | 0.744 | 0.780 | 0.851 | 0.898 | 0.904 | 0.842 | 0.239 |
| 1 | 0.735 | 0.760 | 0.800 | 0.790 | 0.765 | 0.751 | 0.773 | 0.835 | 0.847 | 0.833 | 0.820 | 0.865 | 0.915 | 0.911 | 0.885 | 0.203 |
| Real GDP Growth (Pseudo-Out-of-Sample) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 0.970 | 0.969 | 0.985 | 0.982 | 0.979 | 0.995 | 0.989 | 0.996 | 0.984 | 0.970 | 0.993 | 0.993 | 1.003 | 0.991 | 0.972 | 0.437 |
| 1 | 1.012 | 0.978 | 0.978 | 0.970 | 0.952 | 0.965 | 0.967 | 0.968 | 0.958 | 0.950 | 0.980 | 0.983 | 0.993 | 0.961 | 0.952 | 0.441 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 0.987 | 0.981 | 0.992 | 0.993 | 0.994 | 1.008 | 1.000 | 1.002 | 1.003 | 0.985 | 1.012 | 1.003 | 1.011 | 0.998 | 0.980 | 0.239 |
| 1 | 0.944 | 0.975 | 0.996 | 0.994 | 0.954 | 0.933 | 0.923 | 0.971 | 0.979 | 0.958 | 0.943 | 0.943 | 0.999 | 0.974 | 0.983 | 0.131 |
| T-Bill (Pseudo-Out-of-Sample) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 0.745 | 0.732 | 0.866 | 0.919 | 0.846 | 0.782 | 0.812 | 0.905 | 0.932 | 0.860 | 0.877 | 0.875 | 1.010 | 1.023 | 0.943 | 0.233 |
| 1 | 0.772 | 0.753 | 0.858 | 0.919 | 0.860 | 0.781 | 0.791 | 0.897 | 0.924 | 0.871 | 0.838 | 0.837 | 0.980 | 1.000 | 0.941 | 0.226 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 0.997 | 0.983 | 1.001 | 1.002 | 1.041 | 1.040 | 1.026 | 1.012 | 1.011 | 1.036 | 1.049 | 1.039 | 1.039 | 1.004 | 1.038 | 0.196 |
| 1 | 0.931 | 0.935 | 0.986 | 0.985 | 0.946 | 0.916 | 0.920 | 1.001 | 0.991 | 0.950 | 0.943 | 0.941 | 1.012 | 0.990 | 0.955 | 0.155 |
| Ten-Year Yield (Pseudo-Out-of-Sample) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 0.695 | 0.752 | 0.781 | 0.754 | 0.693 | 0.710 | 0.780 | 0.791 | 0.819 | 0.784 | 0.804 | 0.879 | 0.900 | 0.926 | 0.887 | 0.229 |
| 1 | 0.768 | 0.785 | 0.825 | 0.813 | 0.800 | 0.761 | 0.792 | 0.838 | 0.857 | 0.857 | 0.805 | 0.867 | 0.894 | 0.936 | 0.932 | 0.194 |


Table 3: (continued)

| Horizon <br> (Yrs. .) | M1 | M2 | $\begin{gathered} \text { M3 } \\ \theta=1 \end{gathered}$ | K1 | K2 | M1 | M2 | $\begin{gathered} \mathrm{M} 3 \\ \theta=2 / 3 \end{gathered}$ | K1 | K2 | M1 | M2 | $\begin{gathered} \mathrm{M} 3 \\ \theta=1 / 3 \end{gathered}$ | K1 | K2 | RW RMSE (memo) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Real GDP Growth (In-Sample) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 0.924 | 0.926 | 0.927 | 0.932 | 0.929 | 0.953 | 0.967 | 0.960 | 0.968 | 0.957 | 0.952 | 0.966 | 0.955 | 0.956 | 0.939 | 0.391 |
| 1 | 0.942 | 0.950 | 0.953 | 0.944 | 0.923 | 0.937 | 0.941 | 0.945 | 0.942 | 0.925 | 0.945 | 0.949 | 0.953 | 0.969 | 0.936 | 0.383 |
| CPI Inflation (In-Sample) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 0.945 | 0.951 | 0.951 | 0.946 | 0.939 | 0.945 | 0.951 | 0.953 | 0.949 | 0.939 | 0.968 | 0.970 | 0.976 | 0.973 | 0.957 | 0.203 |
| 1 | 0.927 | 0.959 | 0.960 | 0.946 | 0.936 | 0.932 | 0.938 | 0.938 | 0.940 | 0.941 | 0.942 | 0.946 | 0.965 | 0.962 | 0.955 | 0.153 |
| T-Bill (In-Sample) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 0.561 | 0.601 | 0.635 | 0.680 | 0.640 | 0.627 | 0.685 | 0.731 | 0.752 | 0.698 | 0.737 | 0.776 | 0.855 | 0.878 | 0.810 | 0.220 |
| 1 | 0.705 | 0.725 | 0.765 | 0.806 | 0.767 | 0.738 | 0.766 | 0.825 | 0.846 | 0.805 | 0.799 | 0.804 | 0.926 | 0.944 | 0.888 | 0.215 |
| Unemployment Rate (In-Sample) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 0.932 | 0.947 | 0.958 | 0.953 | 0.944 | 0.935 | 0.951 | 0.957 | 0.947 | 0.944 | 0.941 | 0.966 | 0.977 | 0.962 | 0.950 | 0.181 |
| 1 | 0.941 | 0.943 | 0.977 | 0.976 | 0.950 | 0.935 | 0.948 | 0.989 | 0.986 | 0.950 | 0.934 | 0.935 | 0.977 | 0.987 | 0.951 | 0.142 |
| Ten-Year Yield (In-Sample) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 0.523 | 0.618 | 0.698 | 0.698 | 0.532 | 0.555 | 0.662 | 0.701 | 0.745 | 0.610 | 0.712 | 0.803 | 0.871 | 0.887 | 0.758 | 0.239 |
| 1 | 0.660 | 0.683 | 0.737 | 0.745 | 0.709 | 0.691 | 0.724 | 0.782 | 0.807 | 0.779 | 0.780 | 0.817 | 0.899 | 0.900 | 0.865 | 0.203 |
| Real GDP Growth (Pseudo-Out-of-Sample) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 0.935 | 0.909 | 0.931 | 0.945 | 0.956 | 0.960 | 0.974 | 0.972 | 0.948 | 0.936 | 0.979 | 0.975 | 0.969 | 0.961 | 0.938 | 0.437 |
| 1 | 1.055 | 0.996 | 1.020 | 1.035 | 1.012 | 1.037 | 0.987 | 1.021 | 1.016 | 0.992 | 1.014 | 0.998 | 0.999 | 1.023 | 0.974 | 0.441 |
| CPI Inflation (Pseudo-Out-of-Sample) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 1.015 | 0.996 | 0.993 | 0.993 | 0.995 | 1.030 | 1.021 | 1.019 | 1.006 | 1.004 | 1.034 | 1.011 | 1.014 | 1.012 | 0.998 | 0.239 |
| 1 | 0.956 | 0.964 | 0.986 | 0.975 | 0.950 | 0.959 | 0.928 | 0.957 | 0.965 | 0.947 | 0.969 | 0.957 | 1.004 | 0.969 | 0.962 | 0.131 |
| T-Bill (Pseudo-Out-of-Sample) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 0.571 | 0.591 | 0.685 | 0.752 | 0.694 | 0.616 | 0.700 | 0.747 | 0.789 | 0.723 | 0.751 | 0.800 | 0.872 | 0.915 | 0.859 | 0.233 |
| 1 | 0.730 | 0.714 | 0.789 | 0.850 | 0.799 | 0.738 | 0.773 | 0.823 | 0.860 | 0.814 | 0.821 | 0.826 | 0.930 | 0.947 | 0.907 | 0.226 |
| Unemployment Rate (Pseudo-Out-of-Sample) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 1.027 | 0.975 | 1.000 | 1.005 | 1.017 | 1.011 | 0.996 | 1.009 | 1.004 | 1.010 | 1.021 | 1.013 | 1.004 | 0.988 | 0.998 | 0.196 |
| 1 | 0.920 | 0.913 | 0.986 | 1.022 | 0.960 | 0.927 | 0.924 | 1.018 | 1.013 | 0.958 | 0.944 | 0.915 | 0.998 | 1.012 | 0.970 | 0.155 |
| Ten-Year Yield (Pseudo-Out-of-Sample) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 0.575 | 0.644 | 0.777 | 0.774 | 0.574 | 0.627 | 0.761 | 0.762 | 0.767 | 0.654 | 0.748 | 0.834 | 0.883 | 0.895 | 0.770 | 0.229 |
| 1 | 0.707 | 0.696 | 0.801 | 0.806 | 0.760 | 0.738 | 0.775 | 0.821 | 0.834 | 0.817 | 0.775 | 0.821 | 0.895 | 0.918 | 0.896 | 0.194 |

Table 4：In－and Pseudo－Out－of－Sample Root Mean Square Error of Regression Predictions Using Predictors
（Ratios Relative to Random Walk Forecast）

|  | $00_{0}^{0}$ | 앙우웅웅 $\therefore 00$ | $10$ |  ศू⿵人 |  |  | 品禺最空 0000 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\because$ |  |  | 정 웅 융 우 <br> 0000 |  |  |  |  |  |
| $\square$ |  | $\stackrel{\circ}{\circ}$ $\therefore 0 \dot{\circ}$ | 象全㑒禺 0000 |  | 皆禺禺苛 | Fin |  |  |
|  |  |  |  |  |  |  |  |  |
| N |  |  | 융 웅웅조 $\therefore 000$ | $\underset{\infty}{\infty} \dot{N}_{\infty}^{\infty}$ －00 |  |  |  <br> $\therefore 000$ |  |
| $E$ |  |  |  $\bigcirc 00^{\circ}$ |  |  |  | $1$ |  |
| $\because$ |  |  |  |  |  | $e_{0}^{\infty} 0_{0}^{\infty}$ |  | $\begin{gathered} \text { 奆荷 } \\ 0.0 \end{gathered}$ |
| $\square$ | $\begin{gathered} \tilde{\tilde{N}} \\ \text { en } \\ \text { en } \end{gathered}$ |  | Reñ | 궁밍미영 | 言品禺合答 － 0 |  |  | $\begin{aligned} & 60 \\ & 0 \end{aligned}$ |
| $\stackrel{ }{\stackrel{\infty}{\pi}} \stackrel{\infty}{\\|}$ |  |  |  |  |  | Cose |  |  |
| N |  | 크́ | 夙융 |  |  | 筒送西 $000$ | ore |  |
| E |  $\therefore 000$ | 風氛点器 <br> 0000 |  |  |  |  |  |  |
| $\because$ | $000$ | $\stackrel{\rightharpoonup}{\infty} \dot{\otimes}$ $0000$ | 品品守品 0000 | 충 뭉 웅 －00 |  |  －io |  $\circ 0^{\circ} 0^{\circ}$ |  |
| $E$ | $0000$ |  － 00 |  0000 | \＆영 웅 물 $0 \times 0$ |  |  |  |  |
| 坛 | No |  |  | Rem 웅울 $-000$ |  |  | 范 융 응융 |  |
| N |  |  |  －0．0． | 엉 응 은융 0 | \＆응엉 엉 | $0000$ | Mog 范 | 芝飧是： |
| E |  <br> $\circ 000$ | かo mo 웅 <br> 0000 |  000 | 感资埌莫。 <br> 000 |  |  |  |  |
|  | $\rightarrow$－m＋ | $\infty$ | $\infty+$ | $\infty$ | $\rightarrow$－$\quad$－ | $\rightarrow$ のm | $\sim \sim \infty$ | $\rightarrow$～のみ |

Table 4: (continued)

| Horizon <br> (Yrs. .) | M1 | M2 | $\begin{aligned} & \mathrm{M} 3 \\ & \theta=1 \end{aligned}$ | K1 | K2 | M1 | M2 | $\begin{gathered} \mathrm{M} 3 \\ \theta=2 / 3 \end{gathered}$ | K1 | K2 | M1 | M2 | $\begin{gathered} \mathrm{M} 3 \\ \theta=1 / 3 \end{gathered}$ | K1 | K2 | RW RMSE (memo) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Real GDP Growth (In-Sample) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 0.929 | 0.929 | 0.937 | 0.953 | 0.946 | 0.938 | 0.961 | 0.967 | 1.004 | 0.984 | 0.938 | 0.963 | 0.967 | 0.994 | 0.968 | 0.391 |
| 1 | 0.948 | 0.950 | 0.950 | 0.962 | 0.950 | 0.940 | 0.948 | 0.953 | 0.969 | 0.949 | 0.936 | 0.952 | 0.942 | 0.976 | 0.945 | 0.383 |
| CPI Inflation (In-Sample) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 0.955 | 0.957 | 0.965 | 0.990 | 0.976 | 0.961 | 0.961 | 0.974 | 0.990 | 0.974 | 0.966 | 0.968 | 0.982 | 1.003 | 0.988 | 0.203 |
| 1 | 0.936 | 0.953 | 0.972 | 0.990 | 0.955 | 0.921 | 0.923 | 0.958 | 0.988 | 0.955 | 0.924 | 0.931 | 0.971 | 0.990 | 0.955 | 0.153 |
| T-Bill (In-Sample) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 0.479 | 0.522 | 0.661 | 0.653 | 0.502 | 0.540 | 0.605 | 0.751 | 0.759 | 0.585 | 0.614 | 0.715 | 0.797 | 0.865 | 0.720 | 0.220 |
| 1 | 0.633 | 0.649 | 0.753 | 0.756 | 0.667 | 0.670 | 0.710 | 0.812 | 0.823 | 0.719 | 0.742 | 0.790 | 0.887 | 0.907 | 0.814 | 0.215 |
| Unemployment Rate (In-Sample) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 0.952 | 0.954 | 0.978 | 1.007 | 0.978 | 0.945 | 0.945 | 0.982 | 1.008 | 0.980 | 0.955 | 0.960 | 0.993 | 1.020 | 0.995 | 0.181 |
| 1 | 0.924 | 0.930 | 0.976 | 0.970 | 0.950 | 0.920 | 0.945 | 0.986 | 0.987 | 0.950 | 0.898 | 0.944 | 0.972 | 0.961 | 0.938 | 0.142 |
| Ten-Year Yield (In-Sample) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 0.406 | 0.543 | 0.680 | 0.664 | 0.414 | 0.431 | 0.555 | 0.682 | 0.726 | 0.514 | 0.656 | 0.778 | 0.859 | 0.886 | 0.763 | 0.239 |
| 1 | 0.607 | 0.634 | 0.751 | 0.761 | 0.670 | 0.631 | 0.657 | 0.802 | 0.824 | 0.732 | 0.732 | 0.795 | 0.906 | 0.926 | 0.871 | 0.203 |
| Real GDP Growth (Pseudo-Out-of-Sample) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 0.938 | 0.926 | 0.955 | 0.931 | 0.926 | 0.988 | 0.964 | 0.988 | 0.962 | 0.930 | 0.986 | 0.984 | 0.984 | 0.976 | 0.951 | 0.437 |
| 1 | 1.008 | 0.981 | 0.984 | 0.992 | 1.023 | 1.037 | 0.997 | 1.008 | 0.984 | 1.024 | 0.998 | 1.000 | 0.978 | 0.969 | 1.010 | 0.441 |
| CPI Inflation (Pseudo-Out-of-Sample) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 0.993 | 0.979 | 0.986 | 0.979 | 0.994 | 1.029 | 1.026 | 1.017 | 1.000 | 0.990 | 1.029 | 1.007 | 1.001 | 0.995 | 0.981 | 0.239 |
| 1 | 1.015 | 0.964 | 0.998 | 1.017 | 1.021 | 0.962 | 0.921 | 0.998 | 0.998 | 1.024 | 0.970 | 0.966 | 1.043 | 1.015 | 1.022 | 0.131 |
| T-Bill (Pseudo-Out-of-Sample) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 0.503 | 0.504 | 0.726 | 0.715 | 0.536 | 0.557 | 0.618 | 0.802 | 0.785 | 0.574 | 0.632 | 0.721 | 0.801 | 0.874 | 0.745 | 0.233 |
| 1 | 0.663 | 0.639 | 0.763 | 0.798 | 0.709 | 0.711 | 0.747 | 0.828 | 0.850 | 0.740 | 0.784 | 0.827 | 0.892 | 0.919 | 0.858 | 0.226 |
| Unemployment Rate (Pseudo-Out-of-Sample) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 0.986 | 0.977 | 1.008 | 1.005 | 0.999 | 1.002 | 0.996 | 1.024 | 1.001 | 0.997 | 1.013 | 1.002 | 1.004 | 0.998 | 0.984 | 0.196 |
| 1 | 0.957 | 0.917 | 0.983 | 0.992 | 0.959 | 0.941 |  | 1.032 | 0.983 | 0.949 | 0.946 | 0.937 | 1.014 | 0.968 | 0.939 | 0.155 |
| Ten-Year Yield (Pseudo-Out-of-Sample) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 0.476 | 0.611 | 0.784 | 0.748 | 0.450 | 0.480 | 0.623 | 0.739 | 0.733 | 0.566 | 0.679 | 0.783 | 0.854 | 0.870 | 0.912 | 0.229 |
| 1 | 0.659 | 0.683 | 0.820 | 0.820 | 0.866 | 0.667 | 0.688 | 0.852 | 0.847 | 0.948 | 0.741 | 0.797 | 0.907 | 0.931 | 1.066 | 0.194 |

Table 5：In－and Pseudo－Out－of－Sample Root Mean Square Error of Regression Predictions Using Predictors
（Ratios Relative to Random Walk Forecast）

|  |  $\dot{0} 0^{\circ} 0^{\circ}$ |  |  |  |  |  | $\begin{aligned} & 10 \\ & 10 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned} 10$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| N |  |  | $\begin{array}{llll} 4 & \sim & N \\ 0 & \sim \\ 0 & 10 \\ 0 & 1 \\ 0 & \stackrel{0}{0} & 0 \end{array}$ |  | $\begin{array}{llll} \infty & N & 0 \\ -\infty & 0 \\ 0 & 0 & 8 \\ 0 & -1 \\ -i \end{array}$ |  | $\begin{aligned} & \text { N N No } \\ & \text { N } \\ & \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ |  |
| $\stackrel{\rightharpoonup}{\sim}$ |  | $\begin{array}{llll}  & \infty & \infty \\ \stackrel{\infty}{\circ} & 0 \\ 0 & 0 \\ 0 & 0 & 0 \\ 0 \end{array}$ |  | $\begin{array}{llll} \infty & -1 & \mathbb{1} \\ \infty & 0 \\ \infty & \infty \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{array}$ | $$ |  |  |  |
| $\sum_{i}^{\infty} \stackrel{\infty}{\stackrel{\infty}{\\|}}$ | $\begin{array}{lll} 20 & \sim & N \\ 0 & 0 \\ \infty & \infty & \infty \\ 0 & \infty & \infty \\ 0 & 0 & 0 \\ 0 & 0 \end{array}$ |  |  |  |  | $\begin{array}{lll} \underset{\circ}{0} & -1 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 & 0 \\ 0 & 0 \\ \hline \end{array}$ | $\begin{aligned} & 0.0 \\ & N \\ & \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ |  |
| $\sum_{\Sigma}^{N}$ |  | $\begin{array}{llll} \mathbb{1} & 0 & 0 & \infty \\ \text { N } \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 \end{array}$ |  | $\begin{array}{llll} \text { N } & 0 & \infty & \infty \\ 0 & \infty \\ \infty & \infty \\ 0 & \infty & \infty \\ 0 & 0 \\ 0 \end{array}$ |  |  |  | $\begin{array}{llll} \infty & 1 & 0 & N \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 \end{array}$ |
| $\stackrel{F}{\Sigma}$ | $\begin{array}{llll} \infty & 0 & \infty & - \\ \infty & \infty & 0 \\ 1 & \infty & 0 \\ 0 & 0 & 0 & 0 \\ \hline \end{array}$ |  |  |  |  | $\begin{array}{llll} H & \infty & \infty & \infty \\ 0 & 1 & 1 & \pm \\ 0 & 0 & 0 & 0 \\ -1 & 0 & 0 \end{array}$ |  | $\because 1000$ <br> $\infty \stackrel{\sim}{\infty}$ ® <br> 0000 |
| N |  |  | $\dot{\circ} \dot{\circ} \dot{\circ}^{\circ}$ |  |  |  | $\begin{array}{llll} 0 & 0 & -1 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{array}$ |  |
| 任 |  | $\begin{array}{llll} \infty & 0 & 0 & 0 \\ \infty & \infty & \infty \\ 0 & 0 & 0 \\ 0 & 0 \\ 0 \end{array}$ | $\begin{array}{llll} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ \hline \end{array}$ |  | $\begin{array}{lllll} 0 & 0 & 0 & 0 & 1 \\ 0 & \infty & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 \end{array}$ |  | $\begin{array}{llll} N & N & 2 & 0 \\ 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 \end{array}$ | $\begin{array}{llll} 1 & \sim & \infty & \infty \\ \infty & \infty \\ 0 & \infty \\ 0 & 0 \\ 0 \end{array}$ |
| $\sum_{i}^{\infty} \stackrel{\infty}{\stackrel{\infty}{\\|}}$ |  |  | $\begin{array}{cccc} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 \end{array}$ |  | $\left.\begin{array}{l} \vec{U} \\ \infty \end{array}\right)$ |  |  |  |
| $\underset{\Sigma}{N}$ |  | $\begin{array}{llll} 10 & 0 & 10 & 0 \\ 0 & 0 \\ \infty & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 \\ 0 & 0 \end{array}$ |  |  |  |  | $\begin{array}{lll} -0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 \end{array}$ |  |
| $\stackrel{F}{\Sigma}$ |  |  | $\begin{aligned} & 0 \\ & \hline \end{aligned} 0_{0}^{\infty} 0$ |  |  |  |  |  |
| N | $\begin{array}{lll} \mathbb{1} & -8 & 0 \\ N & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \end{array}$ | ㄱํ に $1 \infty$ ® $0000$ |  |  |  |  | $\begin{aligned} & \circ \\ & \hline \end{aligned} 0$ |  |
| $\stackrel{\rightharpoonup}{\sim}$ |  | $\begin{array}{l\|lll} 20 & \curvearrowleft & 0 \\ \infty & 0 \\ \infty & \infty & 0 & 0 \\ 0 & 0 & 0 \end{array}$ | $$ |  | $\begin{array}{llll} \text { N } & \infty \\ N & -0 & n \\ N & 0 \\ 0 & 0 & 0 \\ 0 & 0 \\ 0 \end{array}$ | $\begin{array}{llll} -1 & 0 & 10 \\ 0 & \infty & 0 & \overrightarrow{0} \\ -1 & 0 & 0 & 0 \\ \hline 0 \end{array}$ | $\begin{array}{llll} n & \infty & N \\ 0 & \text { N } \\ 0 & 1 \\ 0 & 1 \\ 0 & 0 \\ 0 & 0 \\ 0 \end{array}$ |  |
| $\sum_{i}^{\infty} \stackrel{-}{\\|}$ |  | $\begin{array}{llll} -\infty & N & \Re & \mathbb{N} \\ \infty & \infty & \infty \\ 0 & 0 & 0 \\ 0 & 0 \\ \hline \end{array}$ | $$ |  |  |  | $\begin{array}{lll} 0 & \infty & 10 \\ 0 & H \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \end{array}$ |  |
| $\underset{\Sigma}{N}$ |  |  | $$ |  |  |  | $\begin{array}{llll} \exists & \infty & \infty & N \\ \bigoplus & 0 & 0 \\ 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 \end{array}$ |  |
| $\stackrel{F}{z}$ |  |  | $$ |  |  |  |  |  |
|  | $\checkmark \sim \infty+$ | $\neg \sim \infty$ | $\neg \sim \infty \rightarrow$ |  | $\neg \sim m+$ | $\checkmark$ Nm サ | $\checkmark \sim \infty+$ | $\rightarrow$ のが |

Table 5: (continued)

| Horizon (Yrs. .) | M1 | M2 | $\begin{gathered} \mathrm{M} 3 \\ \theta=1 \end{gathered}$ | K1 | K2 | M1 | M2 | $\begin{gathered} \mathrm{M} 3 \\ \theta=2 / 3 \end{gathered}$ | K1 | K2 | M1 | M2 | $\begin{gathered} \mathrm{M} 3 \\ \theta=1 / 3 \end{gathered}$ | K1 | K2 | RW RMSE (memo) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Real GDP Growth (In-Sample) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 0.956 | 0.957 | 0.972 | 0.995 | 0.991 | 0.967 | 0.975 | 0.982 | 1.019 | 1.002 | 0.965 | 0.968 | 0.980 | 1.016 | 0.996 | 0.391 |
| 1 | 0.951 | 0.952 | 0.954 | 0.967 | 0.951 | 0.929 | 0.941 | 0.953 | 0.967 | 0.951 | 0.944 | 0.948 | 0.953 | 0.990 | 0.952 | 0.383 |
| CPI Inflation (In-Sample) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 0.961 | 0.962 | 0.970 | 1.000 | 0.989 | 0.972 | 0.973 | 0.978 | 1.007 | 0.990 | 0.971 | 0.979 | 0.983 | 1.008 | 0.993 | 0.203 |
| 1 | 0.946 | 0.967 | 0.978 | 1.002 | 0.980 | 0.941 | 0.941 | 0.967 | 1.000 | 0.979 | 0.944 | 0.948 | 0.975 | 0.994 | 0.980 | 0.153 |
| (In-Sample) T-Bill ( ${ }^{\text {a }}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 0.631 | 0.641 | 0.766 | 0.800 | 0.684 | 0.670 | 0.717 | 0.802 | 0.844 | 0.722 | 0.749 | 0.790 | 0.906 | 0.938 | 0.823 | 0.220 |
| 1 | 0.708 | 0.715 | 0.827 | 0.853 | 0.763 | 0.714 | 0.740 | 0.833 | 0.879 | 0.797 | 0.767 | 0.784 | 0.929 | 0.953 | 0.865 | 0.215 |
| Unemployment Rate (In-Sample) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 0.972 | 0.972 | 0.986 | 1.016 | 1.013 | 0.979 | 0.987 | 0.994 | 1.021 | 1.016 | 0.979 | 0.979 | 0.993 | 1.020 | 1.015 | 0.181 |
| 1 | 0.941 | 0.951 | 0.992 | 0.992 | 0.944 | 0.921 | 0.937 | 0.995 | 1.000 | 0.944 | 0.915 | 0.924 | 0.995 | 0.995 | 0.944 | 0.142 |
| Ten-Year Yield (In-Sample) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 0.542 | 0.663 | 0.700 | 0.708 | 0.564 | 0.569 | 0.676 | 0.677 | 0.757 | 0.661 | 0.750 | 0.833 | 0.863 | 0.910 | 0.842 | 0.239 |
| 1 | 0.674 | 0.714 | 0.750 | 0.781 | 0.882 | 0.702 | 0.735 | 0.774 | 0.833 | 0.950 | 0.796 | 0.847 | 0.891 | 0.933 | 1.071 | 0.203 |
| Real GDP Growth (Pseudo-Out-of-Sample) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 0.964 | 0.951 | 0.984 | 0.956 | 0.962 | 0.974 | 0.979 | 0.997 | 0.972 | 0.951 | 0.976 | 0.972 | 0.991 | 0.983 | 0.953 | 0.437 |
| 1 | 1.002 | 0.980 | 0.983 | 0.995 | 0.979 | 0.977 | 0.966 | 0.980 | 0.990 | 0.988 | 0.988 | 0.975 | 0.980 | 0.972 | 0.985 | 0.441 |
| CPI Inflation (Pseudo-Out-of-Sample) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 0.984 | 0.971 | 0.979 | 0.977 | 0.973 | 1.011 | 1.003 | 0.997 | 0.999 | 0.971 | 1.010 | 1.004 | 0.999 | 0.996 | 0.973 | 0.239 |
| 1 | 0.959 | 0.975 | 1.004 | 1.015 | 0.954 | 0.939 | 0.904 | 0.983 | 0.996 | 0.959 | 0.950 | 0.932 | 1.013 | 0.993 | 0.970 | 0.131 |
| T-Bill (Pseudo-Out-of-Sample) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 0.710 | 0.689 | 0.860 | 0.912 | 0.762 | 0.731 | 0.761 | 0.837 | 0.887 | 0.789 | 0.834 | 0.819 | 0.985 | 0.973 | 0.948 | 0.233 |
| 1 | 0.750 | 0.741 | 0.843 | 0.902 | 0.832 | 0.734 | 0.763 | 0.814 | 0.891 | 0.853 | 0.815 | 0.805 | 0.955 | 0.976 | 0.950 | 0.226 |
| Unemployment Rate (Pseudo-Out-of-Sample) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 0.987 | 0.973 | 0.988 | 0.982 | 1.011 | 1.041 | 1.024 | 1.002 | 0.988 | 1.010 | 1.041 | 1.027 | 1.004 | 0.992 | 1.013 | 0.196 |
| 1 | 0.934 | 0.930 | 0.996 | 0.990 | 0.930 | 0.901 | 0.897 | 1.015 | 0.995 | 0.932 | 0.902 | 0.898 | 1.007 | 0.994 | 0.931 | 0.155 |
| Ten-Year Yield (Pseudo-Out-of-Sample) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 0.592 | 0.678 | 0.731 | 0.710 | 0.617 | 0.624 | 0.733 | 0.680 | 0.775 | 0.737 | 0.762 | 0.835 | 0.845 | 0.901 | 0.916 | 0.229 |
| 1 | 0.752 | 0.754 | 0.814 | 0.824 | 0.816 | 0.777 | 0.760 | 0.810 | 0.861 | 0.896 | 0.808 | 0.834 | 0.906 | 0.950 | 1.088 | 0.194 |

Table 6: Coefficient Estimates in Regressions of Kalman Smoothed Estimates of SPF Forecast Revisions on


Fig. 1: Filtered Estimates of 2-Quarter GDP Growth Forecasts from Model K1 with predictors (d) Actual SPF median forecasts are shown by dots


Fig. 2: Filtered Estimates of 2-Quarter GDP Growth Forecasts from Model K2 with predictors (d) Actual SPF median forecasts are shown by dots


Fig. 3: Smoothed Estimates of 2-Quarter GDP Growth Forecasts from Model K1 with predictors (d) Actual SPF median forecasts are shown by dots


Fig. 4: Smoothed Estimates of 2-Quarter GDP Growth Forecasts from Model K2 with predictors (d) Actual SPF median forecasts are shown by dots
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[^1]:    ${ }^{1}$ Naturally, an exercise like this is subject to Lucas critique arguments, if the event in question implied a structural break in the parameters of the model we are using for predicting survey forecasts.
    ${ }^{2}$ Note that both Lamont (1995) and Ehrbeck and Waldmann (1996) construct models of why survey responses may differ systematically from conditional expectations. Moreover, these forecast rationality tests referred to are all in fact joint tests of forecast rationality and a particular loss function, complicating the interpretation of rejection from these tests (see Elliott, Komunjer and Timmermann (2005)).
    ${ }^{3}$ Survey forecasts of inflation in the 1970s fail forecast rationality tests, but, arguably, the surveys might have been approximately rational given the data at that time. The statistical rejection of forecast rationality might owe to agents subsequently learning about large oil shocks and their effects.

[^2]:    ${ }^{4}$ One could try to interpolate low-frequency series on a daily basis, but it is hard to see how this could be done without using high-frequency asset price data.

[^3]:    ${ }^{5}$ We skip the details of specifying $\tilde{a}$ in equation (6) as this would require to disaggregate equation (1) at the daily level.

[^4]:    ${ }^{6}$ This distributed lag could include returns from before the previous survey deadline date, $d_{t-1}$, which would be appropriate if the survey forecasts were somewhat stale.

[^5]:    ${ }^{7}$ We avoid here a direct mapping between the parameters of the stylized model in section 2 Instead,

[^6]:    ${ }^{8}$ For the Survey of Professional Forecasters, the survey deadline date is a hard deadline. In discussions

[^7]:    ${ }^{10}$ We experimented with adding stock returns on industry portfolios, but found that these also gave poor results.

[^8]:    ${ }^{11}$ Note that although MMS is a survey, it is quite different from the SPF in that it asks respondents to predict a specific macroeconomic news announcement that is just about to be released, rather than the trajectory of the economy over the next year or so.
    ${ }^{12}$ Our daily asset price data are closing prices, that are clearly measured well after 8:30 AM.

[^9]:    ${ }^{13}$ Results for the other predictors are not shown, so as to conserve space, but are available in an unpublished appendix at http://www.unc.edu/~eghysels/EGpaper.htm.
    ${ }^{14} \theta=1 / 3$ corresponds to forecasts made during the last month of quarter $t-1$, when agents do not know $y_{t-1} . \quad \theta=2 / 3$ corresponds to forecasts made during the first month of quarter $t$, when agents know data from the previous quarter on T-Bill yields and may or may not know other data for quarter $t-1$, depending on the timing of releases. The SPF does not send out their questionnaires for quarter $t$ until the data for quarter $t-1$ have been released, so the random walk forecast is always a forecast that could be implemented for $\theta=1$. Data releases are of course subject to revision, and we ignore this, as our random walk forecasts use revised data.

[^10]:    ${ }^{15}$ See e.g. Harvey and De Rossi (2004) equations (2.11), (2.13) and (2.15) for further discussion. One can also derive exact weights for a finite sample, see Whittle (1983), chapter 7. This would involve a lot of cumbersome notation, which we avoid here.

