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A search for the production of neutral Higgs bosons in association with bottom quarks is performed
using 260 pb−1 of data collected with the DØ detector in Run II of the Fermilab Tevatron. The
cross section of these processes may be enhanced in many extensions of the standard model such
as the minimal super-symmetric extension of the standard model at large tan β. The data agree
well with standard model background estimations. Upper limits are set on the production rate of
neutral Higgs bosons decaying to bb in the mass range of 90 to 150 GeV.

Preliminary Results for Winter 2005 Conferences
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FIG. 1: Leading–order Feynman diagrams for neutral Higgs boson production in the five-flavor scheme (top) and four-flavor
scheme (bottom).

I. INTRODUCTION

In two–Higgs–doublet models of electro-weak symmetry breaking, such as the minimal super-symmetric extension
of the standard model (MSSM) [1], there are five physical Higgs bosons resulting from symmetry breaking: two neutral
CP–even scalars, h and H , with H being the heavier state, a neutral CP–odd, A, and two charged states, H

±. The
ratio of the vacuum expectation values of the two Higgs fields is defined as tan β = v2/v1 where v2 and v1 refer to
the fields which couple to the up- and down-type fermions, respectively. At tree level, the couplings of the neutral
Higgs bosons to the down–type quarks, such as the bottom quark, are enhanced by a factor of tanβ relative to the
standard model (SM) predictions, thus production cross sections are enhanced by tan2 β [2], and branching fractions
to bb by tanβ.

For most plausible scenarios of the MSSM, LEP experiments have excluded at 95% Confidence Level (C.L.) a light
neutral Higgs boson, with mh < 92.9 GeV [3]. At hadron colliders one can search for neutral Higgs boson production
in association with b-quarks, in three or four b-jet final states. The CDF experiment at the Fermilab Tevatron
performed such a search using Run I data at

√
s =1.8 TeV [4].

Using data taken with the DØ detector from November 2002 – June 2004, corresponding to an integrated luminosity
of about 260 pb−1, we search for an excess of events in the di-jet invariant mass distribution of the two leading
transverse momentum, pT , jets in events containing three or more b-jets.

A. Higgs Bosons in the MSSM

Higgs boson production in association with b-quarks in pp collisions can be calculated in two ways: in the five-
flavor scheme [5], only one b-quark needs to be present, while in the four–flavor scheme [6], two b-quarks are explicitly
required in the final state. Figure 1 illustrates these processes at leading-order (LO). Similar diagrams exist for the
H and the A. Both calculations are now available at next–to–leading order (NLO) and agree within their respective
theoretical uncertainties [7, 8].

In this paper we assume CP conservation in the Higgs bosons sector. The masses, widths, and branching fractions
for the neutral Higgs bosons are calculated using the CPsuperH program [9, 10]. The current analysis is sensitive to
tan β in the region 50 – 100, depending on the Higgs boson mass. In this region of tanβ, the A is nearly degenerate
in mass with either the h or the H , and their widths are small compared to the di–jet mass resolution of the detector.
Consequently, one can not distinguish between the h/H or the A, and the total cross section is twice that of the A.
The region of mA from 100 – 130 GeV is of special interest since all three neutral Higgs bosons can be degenerate in
mass and be produced simultaneously [11]. However, the total cross section still remains twice that of the A.
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II. DATA AND MONTE CARLO SAMPLES

A. Trigger

Due to the high cross section of multi–jet events, a specialized trigger for the three trigger levels (L1, L2, L3) was
designed to maximize signal acceptance while remaining within data acquisition constraints. The trigger demanded
at least three calorimeter towers of size ∆η × ∆φ = 0.2 × 0.2 at L1 where φ is the azimuthal angle, three jets and
HL2

T > 50 GeV at L2 (HL2
T ≡ scalar sum of the pT of the L2 jets), and three jets with pT > 15 GeV at L3.

B. Data Selection

A total of 87 million events were preselected with one reconstructed jet of pT > 20 GeV and two more jets with
pT > 15 GeV, all with |η| < 2.6.

Jets are reconstructed using the cone algorithm [15] with radius of 0.5 and are then required to pass set of quality
cuts. Jets with pT > 15 GeV in |η| < 2.5 are considered. Their energies are corrected to the particle level using
η–dependent scale factors. Events are preselected with at least three jets with corrected pT > 35, 20, and 15 GeV,
but not more than five jets. Depending on the Higgs boson mass, the final selection cuts are optimized for the signal
significance defined as S/

√
B.

b-quark jets are identified using the Secondary Vertex (SV) tagging algorithm. A jet is tagged as a b-jet if it has

at least one SV within ∆R =
√

(∆η)2 + (∆φ)2 < 0.5 of the jet axis whose transverse displacement from the primary
vertex exceeds five times its resolution. Jets are tagged up to |η| < 2.5, although the b-tagging is about twice as
efficient in the central region (|η| < 1.1) because of the improved tracking resolution provided by the CFT. The
btagging efficiency is ∼ 35% for central jets with pT > 35 GeV, at a mis-tag rate of ∼ 2%.

C. Monte Carlo

Events of the expected signals and backgrounds were generated by PYTHIA [12] or ALPGEN [16] passed through
PYTHIA showering. These events were then processed through the full DØ detector simulation and reconstruction
chain. PYTHIA minimum–bias events were added to all generated events, Poisson distributed with a mean of 0.4 to
simulate the instantaneous luminosities at which the data were taken (1–6×1031cm−2s−1).

1. Signal

bh events, with h decaying to bb, were generated for different Higgs boson masses from 90 to 150 GeV. Reconstructed
jets in simulated events were corrected to match the jet reconstruction and identification efficiency in data. The energy
of simulated jets was smeared to match the measured jet energy resolution. The pT and rapidity spectra of the Higgs
bosons given by PYTHIA were compared to those from the NLO calculation [5]. The shapes were similar, indicating
that the PYTHIA kinematics are approximately correct. To further improve the accuracy of the expectation, the
simulated events were weighted to match the Higgs boson pT spectrum given at NLO. There was a 10% reduction in
the overall signal efficiency from this weighting.

2. Heavy–flavor Multi–jet

Of all standard model processes, multi–jet production is the major source of background. This background is
determined from data, by normalizing outside the signal search region, but we also compared the observed multi–jet
production with simulations as a cross-check. ALPGEN was used to generate events with final states of bbj, bbjj with
j = u, d, s, c, g, and bbbb with generator–level cuts: pb

T > 25 GeV, pj
T > 15 GeV, |η| < 3.0, and ∆R > 0.4 between

any two jets. These generator level cuts do not introduce significant bias since the final sample (after trigger and
b–tagging requirement) contains much harder jets. Cross sections obtained from ALPGEN were 8900 pb, 3900 pb, and
60 pb, respectively. The bbj and bbjj samples were added together, but the bbjj sample was weighted by 0.85 in order
to match the jet multiplicity observed in double b-tagged data.
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FIG. 2: Fit of the double b-tagged leading pT di-jet invariant mass spectrum to a sum of backgrounds: Mis-tags derived from
data, ALPGEN bbj(j) (dashed), and other small backgrounds (Z (→bb)+jets, Zb, tt and ALPGEN bbbb) (dashed–dotted). The
signal contribution to this sample is negligible.

3. Other Backgrounds

All other backgrounds are expected to be small and were simulated with PYTHIA as inclusive pp→Z (→bb)+jets,
pp→Zb, and pp→tt. Cross sections of 1180 pb, 40 pb [17], and 7 pb were assumed, respectively.

III. ANALYSIS

A. Background Estimation

There are two main categories of multi–jet background: one contains genuine heavy–flavor (HF) jets, while the
other has only light–quark or gluon jets which are tagged as b-quark jets by mistake, or possibly because the gluon
jet branched into a nearly collinear bb pair. Using the preselected data sample before any b-tagging requirements, the
probability to b-tag a jet is measured as a function of the pT of the jet, in three different |η| regions. These functions
are called the “mis–tag” functions, although they are understood to have some contamination at this point from true
HF events in the data sample from which they are derived. The mis–tag functions are corrected for this contribution,
by estimating the fraction of bbj(j) events in the full multi–jet data sample (1.2%) from an initial fit to the double
b-tagged data and subtracting the contribution from these events. These corrected mis–tag functions are then used
to estimate the mis–tag background by applying them to every jet in the full data sample.

The double b-tagged multi–jet background is compared to simulations first, due to its high statistics. The expected
signal contribution to the double b-tagged data is negligible. The comparison of the invariant mass spectrum of the
highest two pT jets in the double b-tagged data is shown in Fig. 2. The b-tagging used in this analysis is unable to
distinguish contributions from bottom and charm events. However, the efficiency for tagging a charm–jet is known
from simulations to be about 1/4 of that for tagging a b-jet. Therefore, when two b-tags are required, the fraction of
ccj(j) events relative to bbj(j) events will be a factor of ∼ 42= 16 times lower after tagging than it was before. We
have estimated the fractions of ccjj to bbjj prior to b-tagging using the MADGRAPH Monte Carlo generator [18]. The
ccjj cross section was 22% higher than the bbjj one, using the same generator–level cuts. Therefore the contribution
of ccj(j) in the double b-tagged data sample is expected to represent ∼ 1.22/16 = 8% of the events. Thus, when we
refer to the bbj(j) normalization, it should be understood that approximately 8% is from the ccj(j) process. After
these corrections for ccj(j) events, the HF multi–jet processes are only a factor of 1.08 higher in data than predicted
by ALPGEN. The data agree well with the shape of the estimated background over the entire invariant mass region.

To estimate the triple b-tagged background, the mis–tag function is applied to the non–b-tagged jets in the double
b-tagged events. This provides the shape of the multi–jet background distribution with at least three b-tagged jets.
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FIG. 3: The di-jet invariant mass spectrum of the triple b-tagged data, estimated background, and 120 GeV Higgs boson signal
at the 95% C.L. exclusion limit.

Such a method neglects the contribution from processes which have more than two real b-jets, such as bbbb and
Z (→bb)bb. However, the shape of these backgrounds is seen to be similar in simulations to the double b-tagged
spectrum, and their cross sections are small. The overall background normalization is determined by fitting the triple
b-tagged invariant mass distribution outside the signal region (±1σ of the Gaussian fit to the expected signal) with
the triple b-tag estimated shape.

B. Acceptance Systematics

The cuts made in this analysis take place in three sets: the trigger level, the kinematic cuts (pT , η, nj) where nj is
the number of jets, and b-tagging. Table I shows the acceptance of each set of cuts made in the analysis, for each mA.
Signal acceptance uncertainties are evaluated for various masses and are listed in Table II. Systematic errors resulting
from the b-tagging efficiency, jet energy scale, jet energy resolution, and jet reconstruction/identification uncertainties
are calculated by repeating the analysis, changing their values by ±1σ. In addition, the following uncertainties have
small dependence on mass and are also added in quadrature: the procedure used to normalize the pT distributions and
cross sections of the simulated signal events to NLO, 5%; the integrated luminosity, 6.5%; and the trigger efficiency,
9%.

C. Background Systematics

The accuracy with which the shape of the background distribution is modeled can be estimated from the χ2/d.o.f.
of the background fit. The statistical error associated with the uncertainty in the normalization of the background, as
fit outside the signal region, is multiplied by the

√

χ2/d.o.f.. The background uncertainty is estimated to be <∼ 3%.
Another source of systematic uncertainty arises from the width of the signal search region used for the background
normalization procedure. This uncertainty is evaluated by examining one more search window ±1.8σ. The resulting
change in the background normalization is much smaller than the background uncertainty of 3%.

IV. RESULTS

The CLS method, with CLS = CLS+B/CLB , was used to set limits on signal production [19]. The full di–jet
invariant mass distributions for the triple b-tagged events in data, simulated signal, and normalized background were
used as inputs. The value of tan β was varied until the C.L. for signal was < 5%. Figure 3 shows the data, background,
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mA (GeV) Kinematic Trigger b-tag Total

90 18 44 3.5 0.3

100 24 45 3.5 0.4

110 24 56 3.9 0.5

120 27 60 4.2 0.7

130 29 65 4.3 0.8

150 31 76 4.4 1.0

TABLE I: The acceptance for signal of each set of analysis cuts (in %).

mA (GeV) b-tag Jet E. Scale Jet E. Res. Jet-ID Total

90 14 7.5 1.4 3.8 20.4

100 15 7.1 0.7 3.8 21.0

110 14 8.1 0.7 3.7 20.6

120 14 8.5 0.8 3.6 21.0

130 14 7.8 0.4 3.3 20.4

150 15 7.7 0.8 3.4 21.1

TABLE II: The uncertainties from each source (in %). Other small uncertainties which do not depend on mass are also added
in quadrature (see text).

and Higgs boson mass peak at the exclusion limit, for mA = 120 GeV. This is converted to a cross section limit for
signal production in Fig. 4, which also shows the expected MSSM Higgs boson production cross section as a function
of mA, for tan β = 80. The NLO cross sections and their uncertainties due to parton distribution function (PDF) and
scale variations are taken from [5, 8]. The enhancement factor of the cross section from the MSSM shown in Fig. 4
corresponds to the scenario with no mixing in the scalar top quark sector [20]: Xt = 0, where Xt = A − µ cotβ, with
A being the tri–linear coupling, and µ – Higgsino mass parameter. We also interpret our results in maximal mixing
scenario with Xt =

√
6 × MSUSY , and MSUSY , the mass scale of supersymmetric particles set at 1 TeV. Results for

both scenarios are shown in Fig. 5 as limits on tanβ versus mA plane. The present DØ analysis, based on 260 pb−1,
excludes a significant portion of tan β, down to 50, depending on mA and the MSSM scenario assumed.
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FIG. 4: The 95% C.L. expected and measured upper limits on signal production set as a function of mA. The band indicates
±1σ range on the expected limit. Also shown is the cross section for signal at tan β = 80 in the “no mixing” scenario of the
MSSM, with the theoretical uncertainty band overlayed.
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FIG. 5: The 95% C.L. upper limit on tanβ set as a function of mA for two scenarios of the MSSM, “no mixing” and “maximal
mixing”. Also shown are the limits obtained by LEP experiments [3].
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