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H andheld sun photometers, such as the M icrotops I I  (manufactured by Solar L ight, Inc..), provide 
simple and inexpensive means to measure in situ aerosol optical thickness (A OT ). H andheld sun 
photometers require that the user manually points the instrument at the sun. U nstable platforms, 
such as a ship at sea, can make this difficult, causing pointing errors. A  poorly pointed instrument 
mistakenly records less than the full direct solar radiance, so the computed A OT  is much higher 
than reality, and can be mistaken as cloud contamination or used incorrectly for validation with 
satellite derived A OT  measurements.

T he N ational A eronautics and Space A dministration's (N A SA ) Sea-viewing W ide Field-of-view 
Sensor (SeaW iFS) and Sensor Intercomparison and M erger for Biological and Interdisciplinary 
Oceanic Studies (SIM BIOS) Projects have been collecting maritime A OT  data since 1997. A s the 
data set grew, a bias of the M icrotops I I  data with respect to other instrument data was noticed. 
T his bias was attributed to the failure of the M icrotops I I  measurement protocol, intended for land 
based measurements, to remove pointing errors when used at sea (Porter et al. 2001). 

T wo steps were taken to reduce pointing errors. First, the measurement protocol was changed to 
keep the maximum (rather than average) value of a sequence of measurements. Several sets of 
these sequences are made for each intended data point. O nce on shore, a second screening 
algorithm was applied. T his algorithm uses statistics computed for each group of measurements. I f 
the normalized variance of a group is above a threshold, the highest A O T  measurement is 
discarded as a pointing error. T he normalized variance is then recalculated. T his is repeated until 
the normalized variance is reduced below the threshold or the number of points becomes too small 
to calculate variance.

Several versions of this protocol were tested on a recent C alifornia C ooperative Oceanic Fisheries 
I nvestigations (C alC O FI ) cruise, and a post-processing algorithm w as developed to remove 
pointing errors. T hese results were compared to concurrent measurements using the old protocol. 
Finally, a separate post-processing algorithm was created for data already gathered with the old 
protocol, based on statistics calculated by the instrument at the time of capture.

B ack gr ound

Figure 1 shows the M icrotops I I  sun photometer in use. T he operator points the instrument at the 
sun, and presses the "E nter" button. T he voltage is stored for each of the five detector bands 
(typically centered at 440nm, 500nm, 675nm, 870nm, and 936nm), along with the ambient pressure, 
and latitude and longitude coordinates. 

A erosol optical thickness (A O T , or τ(λ)) values are 
calculated for each band from instrument voltages 
using the following relationship (Frouin et al. 2001, and 
V olz 1959):

	 	 	 V (λ)=Vo (λ)[do/ d]2
exp[ -(M τ(λ)) ]tg(λ)                	 	 (1)

where:
	 λ signifies the wavelength of the detector band;
	 V (λ) is the measured detector voltage in band λ;
	 Vo (λ)  is the voltage expected at the top of the 
atmosphere, and expresses the calibration for band λ;
	 do/ d  accounts for the E arthÐsun distance as it varies 
with the day of the year;
	 M  is the airmass, which represents the atmospheric 
path length of a ray of light from the sun (airmass is 
based on the sun zenith angle);
 τ(λ) is the aerosol optical thickness; and
	 tg(λ)  is the transmission of absorbing gases.
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E xampl e

If the sun photometer is not pointed accurately at the sun, the value for V (λ) decreases, thus 
increasing the calculated A OT . T hese high values add a bias that confuses subsequent cloud 
screening algorithms and reduces the effectiveness of data merger. 

Scr eeni ng

T he M icrotops I I  instrument has a default screening protocol intended to solve the pointing error 
problem. Figure 2, above, and Porter et al. 2001, illustrate that the default protocol is not sufficient 
for unstable platforms such as a boat at sea.  I f the M icrotops I I  is to be used as part of the SIM BIOS 
Project, a method to correct for pointing errors must be found. 

T o reduce the possibility of recording data with pointing error contamination, two steps were 
taken. First, the measurement protocol was changed. U nlike the default protocol, which saves the 
average of the 4 largest (out of 32) voltage values, the new protocol logs the largest single value of 
20 measurements. T his has several advantages. T he largest voltage is the only value recorded, so 
the chance of keeping a contaminated point is minimized. In addition, the total time needed to 
make this measurement is smaller than with the default protocol, so more measurements can be 
taken in a short period of time. A fter the experiment, a post-processing algorithm is applied. T his 
algorithm calculates a normalized standard deviation (N SD ) value for each set of measurements in 
each band. I f the N SD  is above a threshold of 0.05, the lowest voltage (highest A OT ) value is 
removed, and the N SD  recalculated. T his is repeated until it is less than 0.05 or there are not 
enough points left to calculate the standard deviation. T he passed points are those that passed this 
iterative process in all bands. Figure 4 shows this screening method.
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Figure 2 show s A O T  values from several 
instruments. T he range of the M icrotops I I  
values are well beyond the known error of the 
instrument (0.015) (Pietras et al. 2001). N ote the 
bias associated with M icrotops measurements 
with respect to the Fast R otating Shadowband 
R adiometer  (FR SR ) and SI M BA D  data 
(R eynolds et al. 2000, and Fougnie et al. 1999).  I t 
is clear that the lowest A OT s for each set of 
M icrotops I I  points represent the actual physical 
values. T heoretically , the FR SR  cannot have 
pointing problems in the manner of the 
M icrotops I I  instrument, as it uses a different 
method for determining A OT  than measuring 
the direct solar intensity. L ike the M icrotops I I , 
the SI M BA D  is pointed directly  at the sun, 
however, it avoids pointing problems by using a 

higher measurement rate (10H z) and a post-processing algorithm (Fougnie et al. 1999).

Figure 2: M icrotops I I  data with pointing errors
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Figure 3: D efault M icrotops I I  S creening

20 measurements
in each band (about 
6.5 seconds total):

672.34
618.99
655.54
661.60
677.12
624.87
. 
.

H ighest value
logged to file:

Process repeated 
at least fifteen 
times in a short 
period: 

X  15

Figure 4: R evised M icrotops I I  Pointing E rror S creening
A fter experiment, and
after V  to A OT  processing
(see eq 1), iterative process
begun on each set of A OT
measurements:

0.078	 0.072	 0.064
0.066	 0.081	 0.067
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N ormalized Standard 
D eviation calculated for
each band:

Standard D eviation: 	 0.008
M ean: 	 	 	 	 0.071

ST D / M ean -> (N SD ):	 0.119
  

Is N SD  > 0.05? I f yes, 
remove highest A OT  
value, repeat until 
N SD  < 0.05 or no points 
are left:
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0.069	 0.065	 0.070
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(repeat for all bands)
  

Figure 6: R eprocessed M icrotops I I  D ata f rom O ld 
Protocol  - R ough C onditions

Figure 7: R eprocessed M icrotops I I  D ata f rom O ld 
Protocol  - C alm C onditions

Figure 3 shows the default screening protocol 
for the M icrotops I I  sun photometer. I t works 
well when it is deployed on a stable platform. 
U nstable platforms, such as the deck of a ship at 
sea, can make it difficult to keep the instrument 
pointed at the sun for the duration of the 
measurement. Of course, this is very dependent 
on sea roughness and the user's skill. 

T his research was completed to support the N A SA  SIM BIOS Project, located at the N A SA  G oddard Space Flight C enter in G reenbelt, M aryland. D ata 
for Figure 2 were gathered during the Indian Ocean E xperiment (IN D OE X) by SIM BIOS Principal Investigators M . M iller (M icrotops I I  and FR SR ) 
and R . Frouin (SIM BA D ). D ata for Figures 5 and 7 were gathered during C alC OFI . D ata for Figure 6 were gathered by SIM BIOS PI  A . Subramanian. 
M icrotops I I  sun photometers were calibrated using C IM E L  sun photometers as a reference. T hese C IM E L  sun photometers are maintained by the 
A erosol R obotic N etwork (A E R ON E T ), headed by B. H olbren. 

Figure 5: N ew Protocol  and E rror S creening R esults
Figure 5 shows results from a recent C alC OFI  
cruise off the coast of C alifornia, w here 
M icrotops I I  measurements w ere made under 
moderately rough sea conditions using the new 
protocol. Once on shore, the data were screened 
according to the method shown in Figure 4. T he 
black crosses in Figure 5 denote original data, 
while the red boxes surround points that passed 
the iterative screening algorithm. N ote how the 
lowest A OT  values in each data set are passed; 
however, this is not uniformly so, as points are 
passed based on results in all bands. 

W hile the new  protocol and processing 
algorithm w ill reduce pointing errors in new  
data, several years of data have already been 
archived with the old protocol. T he SeaW iFS Bio-

optical A rchive and Storage System, (SeaBA SS), contains M icrotops I I  A OT  data from 1997 to the 
present. T o remove data with pointing errors, raw voltage files were reprocessed and sent through 
a screening algorithm. T his algorithm removes points whose standard deviation, in terms of A OT , 
exceeds the instrument error of 0.015. Figures 6 and 7 show examples of old data which have been 
reprocessed to remove pointing errors. 

SIM BIOS Project: simbios.gsfc.nasa.gov                    SeaBA SS D atabase: seabass.gsfc.nasa.gov           Solar L ight C ompany: www.solar.com
SIM BA D : polaris.ucsd.edu/ ~simbad                        FR SR : www.gim.bnl.gov/ instruments/ prp        C alC OFI : www.calcofi.org
IN D OE X: www-indoex.ucsd.edu		                             A E R ON E T : aeronet.gsfc.nasa.gov
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