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#### Abstract

This paper concerns the use of a method for the solution of ill-conditioned linear systems. We show that the Generalized Minimum Residual Method (GMRES) in conjunction with a truncated singular value decomposition can be used to solve large nonsymmetric linear systems of equations which are nearly singular. Error bounds are given for the right singular vectors and singular values computed. A consequence of the error bounds results in a method for computing some of the singular values and right singular vectors for large matrices.


1. Introduction. Many important problems in numerical analysis require the solution of nearly singular linear systems. For example, in the solution of large-scale partial differential equations one often has to solve nearly singular linear systems [8, 13]. Other examples include constrained optimization problems where the constraints may be nearly linearly dependent [6], decomposable Markov chains [14], and integral equations [10].

In this study we address the issues of computing the solution of large, highly illconditioned linear systems of equations by using an iterative technique that computes the solution in the space spanned by the orthogonal complement of the singular vectors corresponding to the small singular values. In particular, we propose a modification to the GMRES method [12] for ill-conditioned systems of linear equations. Brown and Walker [2] have also addressed the issue of using GMRES for nearly singular systems and have suggested a technique based on incremental condition estimation. Our approach also has the advantage of producing good approximations to some of the large and small singular values of the matrix as well as the corresponding right singular vectors.

Consider the system of linear equations

$$
\begin{equation*}
A x=b, \tag{1.1}
\end{equation*}
$$

where $x$ and $b$ are $n$ dimensional vectors and $A$ is an $n \times n$ real matrix. Let the singular value decomposition (SVD) for $A$ be

$$
A=U \Sigma V^{T}
$$

where $U=\left[u_{1}, \ldots, u_{n}\right]$ and $V=\left[v_{1}, \ldots, v_{n}\right]$ are orthogonal matrices and $\Sigma=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{n}\right)$ such that

$$
\sigma_{1} \geq \sigma_{2} \geq \ldots \geq \sigma_{n} \geq 0
$$

If A is nonsingular, then the solution to (1.1) can be written in terms of the SVD as follows:

$$
x=\sum_{i=1}^{n} \frac{u_{i}^{T} b}{\sigma_{i}} v_{i} .
$$

In this paper, we are interested in the case where the matrix A is nearly singular, that is, where one or more of the singular values is small. For purposes of exposition, we
will only consider systems where there is one small singular value although the general case can also be handled. If there is only one small singular value, then we can split the solution to (1.1) into two components:

$$
\begin{equation*}
x=x_{d}+\frac{u_{n}^{T} b}{\sigma_{n}} v_{n}, \tag{1.2}
\end{equation*}
$$

where

$$
\begin{equation*}
x_{d}=\sum_{i=1}^{n-1} \frac{u_{i}^{T} b}{\sigma_{i}} v_{i} . \tag{1.3}
\end{equation*}
$$

Equation (1.2) is called the deflated decomposition and the vector $x_{d}$ is called the deflated solution to (1.1). There are many definitions of the deflated solution. Chan [3] defines deflated solutions of (1.1) as solutions to nearby singular but consistent systems derived from (1.1). For example, one might choose the nearest singular matrix to $A$ in the Frobenius norm and pick the deflated solution to be the one with minimum norm. It is well known that this choice amounts to setting the smallest singular value in the singular value decomposition of the matrix $A$ equal to zero. Other definitions can be found in [3].

In certain applications [4] it is preferable to compute the deflated decomposition (1.2) for accuracy reasons, whereas in other applications the deflated solution is the only solution of interest. Notice that if the singular vectors $u_{n}$ and $v_{n}$ were known then both (1.2) and (1.3) could be computed by first computing $x$ and then orthogonalizing against $v_{n}$. However, even if this decomposition were known this approach is not advisable because it usually results in a poor approximation to $x_{d}$ due to roundoff errors. In particular, if the component of the solution in the direction of $v_{n}$ is large, then errors in that component tend to dominate the solution in the other directions.

Stewart [15] suggested a method for computing the deflated solution of (1.1) by an implicit method. This method uses orthogonal projections constructed from approximations to the singular vectors of the matrix $A$ corresponding to the smallest singular value. The disadvantage of this method is that it requires a direct method for the solution of (1.1). Chan and Saad [5] proposed a deflated Lanczos method for symmetric positive definite linear systems which only requires a matrix-vector product. This work has also been extended to nonsymmetric systems [9]. In this study, we propose a new variation which appears to be more robust than the ones studied in [9].
2. GMRES Method. Saad and Schultz [12] proposed the GMRES method for solving large sparse nonsymmetric linear systems based on the Arnoldi process [1] for computing the eigenvalues of a matrix. Arnoldi's method is just the Gram-Schmidt method for computing an orthonormal basis for a particular Krylov subspace. A statement of the GMRES algorithm is given in Algorithm 2.1.

## Algorithm 2.1. GMRES Method

1. Choose $x_{0}$ and compute $r_{0}=b-A x_{0}$. Set $w_{1}=r_{0} /\left\|r_{0}\right\|$.
2. For $j=1,2, \ldots m$

$$
\begin{aligned}
h_{i j} & =\left(A w_{j}, w_{i}\right), \quad i=1,2, \ldots, j \\
\hat{w}_{j+1} & =A w_{j}-\sum_{i=1}^{j} h_{i j} w_{i} \\
h_{j+1, j} & =\left\|\hat{w}_{j+1}\right\| \\
w_{j+1} & =\hat{w}_{j+1} / h_{j+1, j}
\end{aligned}
$$

## 3. Form the solution:

$$
\begin{gather*}
\min \left\|\bar{H}_{m} y_{m}-\beta_{m} e_{1}\right\|, \beta_{m}=\left\|r_{m}\right\|  \tag{2.4}\\
x_{m}=x_{0}+W_{m} y_{m} . \tag{2.5}
\end{gather*}
$$

The matrix $W_{m}=\left[w_{1}, w_{2}, \ldots, w_{m}\right]$, and the entries of the $(m+1) \times m$ upper Hessenberg matrix $\bar{H}_{m}$ are the scalars, $h_{i j}, i=1, \ldots, m+1 ; j=1, \ldots, m$, generated in step 2 of the GMRES algorithm. It is easy to show that

$$
\begin{equation*}
A W_{m}=W_{m} H_{m}+\hat{w}_{m+1} e_{m}^{T} \tag{2.6}
\end{equation*}
$$

where the upper Hessenberg matrix $H_{m}$ is the $m \times m$ matrix constructed by deleting the last row of $\bar{H}_{m}$.

The number of iterations, $m$, in step 2 of Algorithm 2.1 is chosen so that the approximate solution $x_{m}$ is sufficiently accurate, but small enough so as not to be prohibitive in terms of storage required. If after $m$ iterations the approximate solution has not converged then it is possible to restart the algorithm using the current estimate of $x$ as the new initial guess. This method is denoted by GMRES $(m)$, or the restarted

GMRES. The residual at any iteration may be computed without actually solving (1.1) through the relation [11],

$$
\begin{equation*}
\left\|b-A x_{m}\right\|=h_{m+1, m}\left|e_{m}^{T} y_{m}\right| . \tag{2.7}
\end{equation*}
$$

Although the computation of the residual by (2.7) requires solving (2.4) for $y_{m}$ there are ways to circumvent this computation by carrying an LU or QR factorization of the matrix $H$ throughout the Arnoldi process.

It is well known that the Arnoldi process may be viewed as a Galerkin process for estimating the eigenvalues of a matrix. In particular, if we apply Algorithm 2.1 to a linear system of size $n$ then the upper Hessenberg matrix, $H_{n}$, that is generated after $n$ steps of the Arnoldi process will have the same eigenvalues as the matrix $A$. We might expect then that if the original matrix $A$ is ill-conditioned that the intermediate matrices, $H_{m}$, generated by the GMRES algorithm might also be ill-conditioned. Therefore if we solve (2.4) for $y_{m}$ in the straightforward way, our computed solution will be inaccurate for the reasons indicated in Section 1.

Fortunately, computing the deflated solution of (2.4) is easier than computing the deflated solution of (1.1). Since the matrix $H_{m}$ has dimension $m \ll n$ the solution of (2.4) is at least computationally easier. Moreover, the matrix elements of $H_{m}$ are on hand whereas the matrix elements of $A$ may not be available, as for example in the inner iteration of a nonlinear method. The next section describes one such technique which can be used to compute the deflated solution of (2.4) in a stable manner.

Several deflation techniques have been previously suggested for the solution of nearly singular nonsymmetric linear systems [9]. We propose a new method based on the truncated SVD solution to (2.4). Assume that the matrix $\bar{H}_{m}$ has exactly one small singular value and consider its singular value decomposition,

$$
\bar{H}_{m}=U \Theta V^{T},
$$

where $U$ and $V$ are orthogonal matrices and $\Theta$ is a diagonal matrix containing the singular values of $\bar{H}_{m}$. By a truncated least squares solution to the system

$$
\bar{H}_{m} y_{m}=f
$$

we will mean the solution obtained by setting $\theta_{m}=0$, so that the solution is given by

$$
y_{m}=\sum_{i=1}^{m-1} \frac{u_{i}^{T} f}{\theta_{i}} v_{i} .
$$

3. Theoretical Results. A question of when the singular values and singular vectors of the matrix $\bar{H}_{m}$ converge to the singular values and vectors of the matrix $A$ still remains. If in the Arnoldi process the smallest singular value of $\bar{H}_{m}$ is not a good approximation to the smallest singular value of the matrix $A$ then we should not compute the deflated solution. In this section we present some results that attempt to address these issues. We will show that given an approximation to the singular vectors and a corresponding approximate singular value, we can derive some useful error bounds that can be used to determine when to deflate the solution in the computation of the truncated least squares.

Recall that the GMRES method is based on the Arnoldi method for reducing an $n \times n$ matrix to upper Hessenberg form. If the Arnoldi method were to be carried out for $n$ steps, then in exact arithmetic we would have

$$
\begin{equation*}
A=W H_{n} W^{T}, \tag{3.8}
\end{equation*}
$$

where $W$ is an $n \times n$ orthogonal matrix. If we were to then compute the SVD of the upper Hessenberg matrix $H_{n}$ we would have the SVD of the matrix A by rewriting (3.8) as

$$
\begin{align*}
A & =W U_{n} \Theta_{n} V_{n}^{T} W^{T}  \tag{3.9}\\
& =Z_{n} \Theta_{n} Y_{n}^{T} \tag{3.10}
\end{align*}
$$

where $Y_{n}$ and $Z_{n}$ are orthogonal matrices. Of course this is impractical, since we would never take $n$ steps of the Arnoldi method, but this does imply that there is a relation between the intermediate matrices generated in the Arnoldi process and the singular vectors of the matrix $A$.

Theorem 3.1. Suppose that $m$ steps of the Arnoldi method have been taken, so that we have

$$
\begin{equation*}
A W_{m}=\underset{9}{W_{m} H_{m}+r_{m} e_{m}^{T}} \tag{3.11}
\end{equation*}
$$

where

$$
\begin{equation*}
r_{m}=h_{m+1, m} w_{m+1} \tag{3.12}
\end{equation*}
$$

Furthermore, let $H_{m}=U_{m} \Theta_{m} V_{m}^{T}$ be the singular value decomposition of $H_{m}$ and define

$$
\begin{align*}
Y_{m} & =\left[y_{1}, y_{2}, \ldots, y_{m}\right]=W_{m} V_{m}  \tag{3.13}\\
Z_{m} & =\left[z_{1}, z_{2}, \ldots, z_{m}\right]=W_{m} U_{m}  \tag{3.14}\\
\beta_{m} & =\left\|r_{m}\right\| \tag{3.15}
\end{align*}
$$

Then

$$
\begin{equation*}
\left\|A y_{i}-\theta_{i} z_{i}\right\|_{2} \leq \beta_{m}\left|v_{m i}\right|, \quad i=1, \ldots, m \tag{3.16}
\end{equation*}
$$

Proof. Multiply (3.11) on the right by $V_{m}$ which gives

$$
A W_{m} V_{m}=W_{m} H_{m} V_{m}+r_{m} e_{m}^{T} V_{m}
$$

Using the definition of $Y_{m}, Z_{m}$, and the SVD of $H_{m}$ we have

$$
A Y_{m}=Z_{m} \Theta_{m}+r_{m} e_{m}^{T} V_{m}
$$

or component-wise

$$
A y_{i}=\theta_{i} z_{i}+r_{m}\left(e_{m}^{T} V_{m} e_{i}\right), \quad i=1, \ldots, m
$$

Inequality (3.16) follows by taking norms and using the definition of $\beta_{m}$.
It would be satisfying to have an equivalent relation for the transpose of inequality (3.16), that is,

$$
\begin{equation*}
A^{T} z_{i}-\theta_{i} y_{i} \leq \eta, \quad i=1, \ldots, m \tag{3.17}
\end{equation*}
$$

Unfortunately inequality (3.17) does not hold except in the case where $m=n$ and using exact arithmetic. The best that can be achieved is

$$
\begin{equation*}
W_{m}^{T}\left(A^{T} z_{i}-\theta_{i} y_{i}\right)=0, \quad i=1, \ldots, m \tag{3.18}
\end{equation*}
$$

Since the GMRES method does not ever use $A^{T}$ this should come as no surprise.

The vectors $y_{i}$ and the scalars $\theta_{i}$ can still be thought of as approximate right singular vectors and singular values of the matrix A; but the vectors $z_{i}$ cannot be used as such.

Based on Theorem 1 it is straightforward to show that the following error bound holds for the singular values of the upper Hessenberg matrix $H_{m}$.

Theorem 3.2. Suppose that $m$ steps of the Arnoldi method have been taken, and let $\Theta_{m}, Y_{m}$, and $Z_{m}$ be defined as above. If

$$
\begin{align*}
A y_{i} & =\theta_{i} z_{i}+\eta_{1}  \tag{3.19}\\
A^{T} z_{i} & =\theta_{i} y_{i}+\eta_{2} \tag{3.20}
\end{align*}
$$

Then

$$
\min _{\sigma_{i} \in \sigma(A)}\left|\sigma_{i}-\theta\right| \leq \frac{\beta_{m}}{\sqrt{2}}\left|v_{m i}\right|+\| \eta_{2}| | \quad i=1, \ldots, n
$$

Proof. Consider the symmetric matrix $B$ and vectors $\psi_{i}$ and $\eta$ defined by:

$$
B=\left[\begin{array}{cc}
0 & A^{T} \\
A & 0
\end{array}\right], \quad \psi_{i}=\frac{1}{\sqrt{2}}\left[\begin{array}{l}
y_{i} \\
z_{i}
\end{array}\right], \quad \eta=\left[\begin{array}{l}
\eta_{2} \\
\eta_{1}
\end{array}\right] .
$$

Equations (3.19-3.20) can be written as

$$
\left[\begin{array}{cc}
0 & A^{T} \\
A & 0
\end{array}\right]\left[\begin{array}{l}
y_{i} \\
z_{i}
\end{array}\right]=\theta_{i}\left[\begin{array}{l}
y_{i} \\
z_{i}
\end{array}\right]+\left[\begin{array}{l}
\eta_{2} \\
\eta_{1}
\end{array}\right],
$$

or more compactly

$$
B \psi_{i}=\theta_{i} \psi_{i}+\eta / \sqrt{2}
$$

The result follows from a standard error bound for approximate eigenvalues and eigenvectors for symmetric matrices (see for example [7],pp. 414) and the fact that the eigenvalues of the matrix $B$ are $\pm$ the singular values of the matrix $A$.

Remark. As stated above, the theorems hold for $H_{m}$ when we would really like an equivalent result for $\bar{H}_{m}$ since the GMRES method uses $\bar{H}_{m}$ to solve the least squares problem (2.4). We conjecture that the error bounds hold for $\bar{H}_{m}$ and the numerical results certainly point in this direction, but we have not been able to prove so.

One could also make this argument based on several properties relating the singular values of the Hessenberg matrices generated at step $m$ and step $m+1$. Let $H_{m}, H_{m+1}$,
be the upper Hessenberg matrices generated after $m$ and $m+1$ steps respectively of the GMRES process. The matrices $\bar{H}_{m}, \bar{H}_{m+1}$ are defined similarly. Then the following properties hold:

1. The singular values of $\bar{H}_{m+1}$ interlace the singular values of $\bar{H}_{m}$

$$
\begin{equation*}
\sigma_{i}\left(\bar{H}_{m+1}\right) \geq \sigma_{i}\left(\bar{H}_{m}\right) \geq \sigma_{i+1}\left(\bar{H}_{m+1}\right), i=1, \ldots m . \tag{3.21}
\end{equation*}
$$

2. The singular values of $H_{m+1}$ interlace the singular values of $\bar{H}_{m}$, that is,

$$
\begin{equation*}
\sigma_{i}\left(H_{m+1}\right) \geq \sigma_{i}\left(\bar{H}_{m}\right) \geq \sigma_{i+1}\left(H_{m+1}\right), i=1, \ldots m \tag{3.22}
\end{equation*}
$$

3. The singular values of $H_{m}$ and $\bar{H}_{m}$ are related by

$$
\begin{equation*}
\sigma_{i}\left(H_{m}\right) \leq \sigma_{i}\left(\bar{H}_{m}\right), \quad i=1, \ldots, m \tag{3.23}
\end{equation*}
$$

Of these properties, the first one is the most relevant for our purposes. This property tells us that the smallest singular value is a nonincreasing function of the step $m$. Therefore if the smallest singular value of $\bar{H}_{m}$ is ever small then we know that the matrix A must have at least one singular value that is at least as small as the one computed from the singular value decomposition of $\bar{H}_{m}$.
4. Numerical Results. This section presents several numerical experiments comparing the various methods described in Section 3.

Recall that the linear system of interest is

$$
A x=b,
$$

where $x$ and $b$ are $n$ dimensional vectors and $A$ is an $n \times n$ real matrix which is nearly singular. The numerical experiments were run on an SGI 4D/25, using double precision arithmetic (machine epsilon $\approx 10^{-16}$ ). The method was said to converge whenever

$$
\left\|r_{k}\right\| /\left\|r_{0}\right\| \leq \epsilon
$$

where $\epsilon=10^{-9}$. We will denote the new modification to the GMRES method by the term GMSVD. For comparison purposes we also tested an algorithm based on computing the solution to the linear system by the GMRES method and then computing the
deflated solution by orthogonalizing against the null vector as computed from a singular value decomposition of the matrix A. This method will be referred to as GMRESD.

To compare the two methods, we computed both the deflated error and the deflated residual. By the deflated error and deflated residual we mean the projection of the error and residual into the subspace spanned by the singular vectors corresponding to the large singular values. In our case this means the subspace spanned by all of the singular vectors except for the one corresponding to the small singular value. An easy way to compute these quantities is to define the projection operators

$$
\begin{align*}
& P_{v}=I-v_{m} v_{m}^{T}  \tag{4.24}\\
& P_{u}=I-u_{m} u_{m}^{T} \tag{4.25}
\end{align*}
$$

and the deflated error and residual by the formulas

$$
\begin{array}{r}
e_{d}=P_{v} e=P_{v}(x-\hat{x}), \\
r_{d}=P_{u} r=P_{u}(b-A \hat{x}), \tag{4.27}
\end{array}
$$

where $\hat{x}$ is the computed solution.
Test case 1. The first test case consists of taking a symmetric positive definite matrix and perturbing it by adding a small nonsymmetric term. Define $A(\eta)=D+\eta E$, where the matrix $D$ is defined by $D=\operatorname{diag}\left(10^{-J}, 2,3, \ldots, n\right)$, and $J=1,2, \ldots, 10$. The matrices, $E$, are computed by generating uniform random numbers between $[-0.5,+0.5$ ], and normalizing so that $\|E\|_{2}=1$. The amount of nonsymmetry can then be adjusted by varying the noise level $\eta$. For this test problem, we chose $n=100$ and $m=20$.

Table 1 contains the deflated errors and deflated residuals for test case 1, using a noise level of $10^{-6}$. Similar results can be obtained for larger values of $\eta$. The results clearly indicate the advantage of using the GMSVD method to compute both the deflated errors and residuals. Using the new method, both the deflated error and the deflated residual can be computed accurately irregardless of the condition number of the matrix, while the unmodified GMRES solution deteriorates as the condition number increases. In Table 2, we present the error in the computed singular values for test case 1 for various values of the noise level.

Table 1
Deflated errors and residuals for test case 1 ( $\eta=1 . e-6)$.

|  | Deflated errors |  | Deflated residuals |  |
| ---: | ---: | :---: | :---: | :---: |
| J | GMRESD | GMSVD | GMRESD | GMSVD |
| 1 | $1.3510 \mathrm{E}-04$ | $1.3467 \mathrm{E}-04$ | $1.3509 \mathrm{E}-04$ | $1.3510 \mathrm{E}-04$ |
| 2 | $9.5763 \mathrm{E}-05$ | $1.1080 \mathrm{E}-04$ | $9.5777 \mathrm{E}-05$ | $9.5768 \mathrm{E}-05$ |
| 3 | $2.1539 \mathrm{E}-03$ | $6.3464 \mathrm{E}-07$ | $2.1638 \mathrm{E}-03$ | $1.2939 \mathrm{E}-07$ |
| 4 | $2.1247 \mathrm{E}-02$ | $7.7085 \mathrm{E}-07$ | $2.0247 \mathrm{E}-02$ | $3.9382 \mathrm{E}-07$ |
| 5 | $5.1776 \mathrm{E}-02$ | $8.0724 \mathrm{E}-07$ | $2.0803 \mathrm{E}-02$ | $3.7181 \mathrm{E}-07$ |
| 6 | $4.8835 \mathrm{E}-01$ | $7.8194 \mathrm{E}-07$ | $2.0567 \mathrm{E}-02$ | $4.1053 \mathrm{E}-07$ |
| 7 | $2.9554 \mathrm{E}+00$ | $7.9254 \mathrm{E}-07$ | $2.0462 \mathrm{E}-02$ | $4.2402 \mathrm{E}-07$ |
| 8 | $2.7997 \mathrm{E}+01$ | $8.3944 \mathrm{E}-07$ | $5.3001 \mathrm{E}-03$ | $3.8411 \mathrm{E}-07$ |
| 9 | $2.0082 \mathrm{E}+01$ | $8.1100 \mathrm{E}-07$ | $1.3838 \mathrm{E}-02$ | $3.9666 \mathrm{E}-07$ |
| 10 | $9.4671 \mathrm{E}+00$ | $7.9181 \mathrm{E}-07$ | $1.6598 \mathrm{E}-02$ | $3.7946 \mathrm{E}-07$ |

Test case 2. The purpose of the second test problem is to simulate a typical linear system arising in a seismic inversion problem. These problems have one or more small singular values and one or more large singular values with the rest of the spectrum fairly well-conditioned. To simulate this problem, we set the matrix $D=\operatorname{diag}\left(10^{-J}, 1, \ldots, 3,3000\right)$, with the values of $d_{2}$ through $d_{n-1}$ varying uniformly between 1 and 3 . We then generate two random orthogonal matrices, $Q_{1}$ and $Q_{2}$, which are used to compute the matrix $A=Q_{1} D Q_{2}$. This example generates a non-symmetric matrix that is well-conditioned if the small and large eigenvalues are excluded, which is typical of some of the velocity inversion problems. In this problem, we have chosen $n=1000$ and $m=25$.

The results for the seismic prototype problem (test case 2) are given in Table 3. The errors in the computed singular values and the norm of the difference between the right singular vector computed by GMSVD and the true right singular vector for the matrix $A$ are given in columns 3-4 of Table 3 . We note that after only 25 iterations both the smallest singular value and the corresponding right singular value of the large matrix $A$ are very well approximated.

Table 2
Error in singular values for test case 1 with various levels of noise, $\eta$.

| J | $\eta=1.0^{-6}$ | $\eta=1.0^{-3}$ | $\eta=1.0^{-1}$ |
| ---: | ---: | ---: | ---: |
| 1 | $1.0000 \mathrm{E}-01$ | $9.9909 \mathrm{E}-02$ | $5.67 \mathrm{E}-07$ |
| 2 | $9.9999 \mathrm{E}-03$ | $9.9490 \mathrm{E}-03$ | $3.04 \mathrm{E}-02$ |
| 3 | $3.6103 \mathrm{E}-12$ | $9.4902 \mathrm{E}-04$ | $6.32 \mathrm{E}-07$ |
| 4 | $3.3673 \mathrm{E}-10$ | $4.1529 \mathrm{E}-10$ | $2.65 \mathrm{E}-07$ |
| 5 | $3.7942 \mathrm{E}-09$ | $2.8625 \mathrm{E}-05$ | $2.17 \mathrm{E}-06$ |
| 6 | $3.6728 \mathrm{E}-08$ | $3.1217 \mathrm{E}-09$ | $1.42 \mathrm{E}-06$ |
| 7 | $1.4888 \mathrm{E}-07$ | $2.7816 \mathrm{E}-10$ | $1.47 \mathrm{E}-06$ |
| 8 | $2.5971 \mathrm{E}-07$ | $6.3853 \mathrm{E}-09$ | $2.23 \mathrm{E}-07$ |
| 9 | $2.5525 \mathrm{E}-07$ | $4.7789 \mathrm{E}-09$ | $4.01 \mathrm{E}-07$ |
| 10 | $2.2961 \mathrm{E}-07$ | $5.2541 \mathrm{E}-09$ | $7.76 \mathrm{E}-07$ |

TABLE 3
Results for seismic prototype example, $n=1000$.

| $J$ | $r_{d}$ | $\left\|\sigma_{n}-\theta_{m}\right\|$ | $\left\\|y-v_{n}\right\\|_{2}$ |
| :---: | :---: | :---: | :---: |
| 1 | $8.72 \mathrm{E}-08$ | $2.12 \mathrm{E}-08$ | $3.14 \mathrm{E}-05$ |
| 2 | $4.96 \mathrm{E}-07$ | $1.48 \mathrm{E}-07$ | $2.86 \mathrm{E}-05$ |
| 3 | $1.29 \mathrm{E}-06$ | $8.53 \mathrm{E}-08$ | $9.21 \mathrm{E}-06$ |
| 4 | $3.27 \mathrm{E}-06$ | $9.34 \mathrm{E}-09$ | $9.88 \mathrm{E}-07$ |
| 5 | $3.27 \mathrm{E}-05$ | $9.36 \mathrm{E}-10$ | $9.89 \mathrm{E}-08$ |
| 6 | $3.27 \mathrm{E}-04$ | $9.36 \mathrm{E}-11$ | $9.89 \mathrm{E}-09$ |
| 7 | $3.26 \mathrm{E}-03$ | $6.28 \mathrm{E}-11$ | $2.50 \mathrm{E}-09$ |
| 8 | $2.80 \mathrm{E}-03$ | $2.42 \mathrm{E}-08$ | $2.31 \mathrm{E}-08$ |
| 9 | $1.40 \mathrm{E}-05$ | $3.26 \mathrm{E}-07$ | $2.31 \mathrm{E}-07$ |
| 10 | $1.37 \mathrm{E}-06$ | $3.27 \mathrm{E}-06$ | $2.31 \mathrm{E}-06$ |

5. Conclusions. We have presented a modification of the GMRES method that can accurately compute the solution of a linear system in the presence of ill-conditioning. We have shown that the deflated residuals and errors can be computed accurately using the new method, irrespective of the condition number of the linear system. We have also
given error bounds for the approximate singular values and right singular vectors. Both of these quantities can be computed cheaply as part of the process of solving the linear system. We have also shown that the small singular values and the corresponding right singular vectors can be approximated accurately using the modified GMRES method.
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