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A method for the generation of quasi-isometric boundary-fitted curvilinear co-
ordinate systems for arbitrary domains is developed on the basis of the theory of
conformal, quasi-conformal, and quasi-isometric mappings and results from the non-
Euclidean geometry concerning surfaces of constant curvature. The method as it is
proposed has an advantage over similar methods developed earlier in that the number
of unknown parameters to be found is decreased, strict boundaries for parameters are
found, and a simple and efficient process of identification of an unknown parameter
is given. The reliability of the method is assured by an existence and uniqueness theo-
rem for quasi-isometric maps between physical regions and geodesic quadrangles on
surfaces of constant curvature which are used to constrict quasi-isometric grids in
physical domains. We formulate the Riemannian metric consistent with this theorem
which is available analytically. Illustrations of this technique are given for various
domains. c© 1998 Academic Press

1. INTRODUCTION

1.1. Quasi-Conformal Grids

The problem of generation of a structured grid in some physical domainD can be
considered as a problem of construction of the mapping

X = X(ξ, η), Y = Y(ξ, η) (1.1)

between the points (ξ, η) of the regular computational region

R = {(ξ, η) : 0 ≤ ξ ≤ 1, 0 ≤ η ≤ 1}

and the points (X, Y) of the given physical domainD with interiors anglesβi , 0< βi < π,

i = 1, . . . , 4.
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Considerable progress has been made in the development of numerically generated co-
ordinate systems, and a variety of generating systems have been presented in the literature
[8, 12, 22, 24].

Among different approaches to the problem stated above we can emphasize the two
most commonly known which use the elliptic generating systems. The first approach was
proposed in 1966 by Winslow [25] and the core of the method consisted of application
of the theory of two-dimensional harmonic mappings to the problem. As was shown in
1978 by Mastin and Thompson [19], the mapping generated by the Winslow system has a
non-vanishing Jacobian.

Another approach using conformal mappings of a rectangular region

Q = {
(ξ, η) : 0 ≤ ξ ≤ 1

/√
M, 0 ≤ η ≤

√
M

}
with ana priori given grid onto the physical region was proposed in 1967 by Godunov and
Prokopov [13]. HereM is the conformal modulus ofD, which guarantees the existence
and the uniqueness of the conformal mapping sought. The development of this method is
precisely described in the book by Godunovet al. [12] and the survey by Thompsonet al.
[22]. The orthogonal mapping technique has been investigated in recent works [16] and
[7, 20] from different points of view.

In 1975 Belinskyet al.[1] proposed to use a quasi-conformal mapping of the unit square
onto the given physical region instead of a conformal one. The mapping was to be found a
composition of two mappingsR→ P → D, namely, a Chebyshev mapping

x = x(ξ, η), y = y(ξ, η) (1.2)

of the unit squareR onto a plane curvilinear parallelogramP, which generates the Riem-
manian metric

ds2 = g11dξ2 + 2g12 dξ dη + g22 dη2, (1.3)

whereg11 = x2
ξ + y2

ξ , g12 = xξ xη + yξ yη, g22 = x2
η + y2

η , and a conformal mapping ofP
onto the physical regionD. The coordinate systems (1.1) were proposed to be sought as
solutions of variational problems. On the other hand a superposition of these mappings can
be considered as a solution of the Beltrami system

gXξ = −g12Yξ + g11Yη, gXη = −g22Yξ + g12Yη, g2 = g11g22 − g2
12. (1.4)

The system (1.4) is a generalization of the Cauchy–Riemann equations and can be treated
[3, 17] as a condition for conformality of the mapping (1.1) with respect to the Riemmanian
metric (1.3); that is, the mapping (1.1) that satisfies (1.4) maps every two curves in the
(ξ, η)-plane which make the angleα at the point of their intersectionmeasured in the metric
(1.3) into curves in the (X, Y) domain which make the same angleα. This point of view is
interesting in the sense that by defining the type ofgi j explicitly we can control the quality
of the grid by controlling the angleg12(g11g22)

−1/2 = cosθ between the lines, and the ratio
of cell sides(g22/g11)

1/2 as well.
In such a way in the paper [11] it was proposed to use the certain class of functionsgi j

depending onξ, η and unknown vector of parametersr for the process of construction of
structured multi-block quasi-conformal grids in complex domains.
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However, in the case of quasi-conformal mappings, each of which is a composition of a
conformal and some other mapping, for example, an algebraic transformation [21], we are
not practically able to control the size of cells as the grid is refined. This fact is connected
with the behavior of the modulus of a conformal mapping’s derivative on the boundaries of
the domain. As a rule, in the corners of the mapped domain the modulus of the conformal
mapping’s derivative approaches either zero of infinity [14, 18]. In other words, the Jacobian
of the transformation has a singular value that approaches either zero or infinity as the grid
is refined.

In order to have better control of the grid cells quality, we have to restrict the class
of coefficientsgi j of the metric (1.3) in such a way that the solution of the corresponding
Beltrami system isµ-quasi-isometric. Under aµ-quasi-isometric mapping (1.1) an infinites-
imal square will go over into a parallelogram with sides of the length1Sξ and1Sη, which
are connected to the changes inξ andη in the following way,

1Sξ = G1/2
11 1ξ, 1Sη = G1/2

22 1η,

whereG11 = X2
ξ + Y2

ξ , G12 = Xξ Xη + Yξ Yη, G22 = X2
η + Y2

η ; moreover the following
estimates hold:

1ξ

µ
≤ 1Sξ ≤ µ1ξ,

1η

µ
≤ 1Sη ≤ µ1η.

In other words, singular values of the Jacobian of aµ-quasi-isometric mapping are bounded
from above and below byµand 1/µ, which gives us no singularities in corners of the physical
domain as the grid is refined.

1.2. Quasi-Isometric Grids

The generation of 2-D quasi-isometric grids may be considered as the following boundary
value problem (BVP): given a quasi-isometric mapping between∂R and∂D to extend it
insideR as a quasi-isometric solution of the Beltrami system (1.4) with appropriategik

from a given class of coefficients. Boundary conditions in this BVP are either Dirichlet
conditions with fixed boundary points or “free” conditions under which grid points on the
boundary of the physical regionD are not fixed and can move along∂D.

In order to obtain a quasi-isometric solution of the grid generation problem, a special
one-parametric family of metrics (1.3) was studied by one of the authors in [5, 6]. In a
later paper by Godunovet al. [10] it was proposed to study a special five-parameter family
of metrics. However, an identification process of the unknown parameters was extremely
difficult because the domain of the five parameters was defined implicitly.

The present paper is aimed to develop ideas introduced in [5, 6]. The main goals are to
describe a one-parametric family of coefficientsgik with a parameterr , for which the posed
BVP has the unique quasi-isometric solution; to determine precise boundsr min andr max for
r ; and to develop a new technique for finding of the unknown parameter.

We construct the mapping (1.1) as a composition of two quasi-isometric mappings [10].
The first transformation maps the computational regionRonto some geodesic quadrangle
P with the anglesα1, . . . , α4 on a surface of constant curvature. The geodesic quadrangle
P with anglesα j is to be chosen in such a way thatα j coincide with corresponding angles
β j of the physical domainD, and conformal modules ofP andD are the same. Under the
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condition
4∑

j =1

β j − 2π < 2βi , i = 1, . . . , 4, (1.5)

such a geodesic quadrangleP exists uniquely in both cases of the negative [5, 10] and
positive [6] angle defect ofD. After constructing the quadrangleP we generate a geodesic
grid in P by means of geodesic bundles as suggested in [5]. In other words, the geodesic
grids inP can be treated as a variant of the Winslow grids with an advantage that in our
case the grid inP can be defined explicitly and still will posses all the attractive features
of the Winslow grids. In contrast to the work [10], which uses conformal and projective
mappings, we use a conformal representation of spherical and hyperbolic geometries in
order to construct a geodesic grid inP. In this way we have direct information about
domain angles which becomes implicit if we use projective mappings; this allows us to
reduce the number of parameters to be determined to one instead of five, as it was in [10].

By the second mappingP is mapped conformally onto the physical domainD; such a
conformal mapping exists uniquely by virtue of the Riemann Mapping Theorem [15], and
if we assume that all sides ofD are smooth enough then the mapping ofP ontoD will be
quasi-isometric [14, 18] as well.

The composite mapping is to be found as follows: The first quasi-isometric mapping
generates the metric tensorgi j , and the elements of the metric tensor are used as coefficients
of the Beltrami system (1.4). By solving the system we obtain the quasi-isometric mapping
(1.1) sought. The problem of determining the metric tensorgi j and functions (1.1) for
which (1.4) holds can be formulated as a variational problem of minimizing the functional
of Dirichlet type.

This method can be used for the generation of quasi-conformal grids in the physical
domainD with the anglesβ1, . . . , β4 which do not satisfy the inequality (1.5), for example,
when the boundary∂D is a smooth closed curve. For this purpose it is sufficient to define
anglesα1, . . . , α4 of P which satisfy the condition (1.5). Anglesα j define the internal grid
angle and might not coincide with the real angles of the domain.

Thus the new contribution of our work is the class of functionsg11, g22, g12 of the
independent variablesξ, η, α = (α1, . . . , α4) and of unknown parameterr (a monotonic
function ofM which ranges fromr min to r max), for the generation of quasi-isometric grids
and the new technique for finding the unknown parameterr of the mapping sought.

The main advantage of the proposed method is that under certain conditions ongi j

the mentioned quasi-isometric mapping ofR ontoD is proved to exist uniquely and the
conformally equivalent metrics induced by the mapping (1.1) are available analytically,
which reduces the tome of actual computing. Moreover, our method in the form as it is
proposed in the present paper provides a certain flexibility in the sense that two cases
of the boundary points behavior are admitted: they might be chosen fixed or may move
along the boundary; the method allows more direct control of the grid cells size and quality
as the grids are refined, which is important for finite-difference numerical methods used in
computational physics, e.g., multigrid [9].

2. GEOMETRY OF SURFACES OF CONSTANT CURVATURE

2.1. Geodesic Lines and Geodesic Bundles

In order to provide a conformal representation of spherical, Euclidean, and hyperbolic
geometries we will consider the surface of constant curvatureK = 4δ as the plane (x, y)
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with the metric

ds2 = dx2 + dy2

(1 + δ(x2 + y2))2
, (2.1)

whereδ is a real number [4]. Ifδ is positive, the metric (2.1) is defined for everyx andy
including infinite, and we obtain the representation of spherical geometry. Ifδ is negative,
then in the circlex2 + y2 + δ < 0 we obtain one of the possible Lobachevsky geometry
representations, or hyperbolic geometry. In the caseδ = 0, the metric (2.1) is ordinary
Euclidean metric on the plane (x, y).

Geodesics in the metric (2.1) are curves defined by the equation

ax + by + c[1 − δ(x2 + y2)] = 0. (2.2)

Whena2 + b2 + 4c2δ > 0, Eq. (2.2) defines a straight line or a circle. Ifa2 + b2 + 4c2δ < 0,
then the set of points satisfying (2.2) can be considered to be circle of imaginary non-zero
radius. In the casecδ = 0 we have straight lines on the plane (x, y), and ifa = b = 0 and
c 6= 0 then the set defined by (2.2) is the line at infinity.

Let q = ax+ by+ c[1 − δ(x2 + y2)]. Consider the fundamental quadratic form of coef-
ficientsa, b, c, cδ,

ρ(q) = R(q, q) = a2 + b2 + 4c2δ

4
, (2.3)

and its polarization

R(q1, q2) = 1

4
[a1a2 + b1b2 + 2c1c2(δ1 + δ2)]. (2.4)

Let s1 ands2 be two distinct geodesics defined by equationsq1 = 0 andq2 = 0, respec-
tively. The condition

R̄(q1, q2) ≡ R(q1, q2)√
ρ(q1)ρ(q2)

≤ 1 (2.5)

is necessary and sufficient for existence of real points of intersection of circless1 ands2

[2]. The angle betweens1 ands2 is a real numberα(s1, s2) determined by

α(s1, s2) =
{

arccosR̄(q1, q2), if R̄(q1, q2) ≤ 1,

arccoshR̄(q1, q2), if R̄(q1, q2) > 1,
(2.6)

The formula (2.6) implies that for everyδ the circles of the form (2.2) are orthogonal to the
circle 1+ δ(x2 + y2) = 0, which is called the absolute.

The familyF of geodesics orthogonal tos1 and s2 is called a geodesic bundle. The
geodesic bundleF⊥ in whichs1 ands2 can be embedded is called orthogonal toF .

Note that ifδ 6= 0 andR̄(q1, q2) ≤ 1, then geodesics fromF do not have common points
andF is called a hyperbolic bundle of geodesics, and ifR̄(q1, q2) > 1, then geodesics from
F have exactly two common points andF is called elliptic.
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2.2. The Group of Motions

We consider three types of non-Euclidean spaces of a constant curvature indicated above.
All of them admit the continuous group of isometric mappings, that is, the group of motions.
If we consider the parametric plane as a complex plane, a motion can be represented as
a linear-fractional transformation of a special form. If we denotex + iy by z, then every
motion has the form

w(z) = ei ω z − ζ

1 + δζ̄z
, (2.7)

whereω ∈ R and the complex numberζ must satisfy the following condition: Ifδ < 0
then|ζ | < |δ|−1/2, otherwiseζ can be any complex number. In other words, each linear-
fractional mapping of the form (2.7) maps the absolute onto itself and does not change the
differential increment of non-Euclidean arc length, i.e.,

|dw(z)|
1 + δ|w(z)|2 = |dz|

1 + δ|z|2 .

2.3. Geodesic Quadrangles and Characteristic Invariants

LetP be a quadrangle, sides of which lie on geodesics (2.2), and let its vertices(zi )i =1,...,4

be enumerated counterclockwise. Let us denote sides ofP by Ai = zi zi +1, and angles betw-
eenAi −1 andAi byαi , i = 1, . . . , 4 (z5 ≡ z1 andA0 ≡ A4). Letϕi = αi − π/2, i = 1, . . . , 4.

It is possible by means of linear-fractional transformation of the form (2.7) to put a
geodesic quadrangleP into the “standard” position, i.e., to move one vertex ofP (say,zi )
to the origin and rotateP so that the sideAi will be a segment of the positivex-axis. Denote
by ri the Euclidean length of the segmentAi . The invariance of the metric (2.1) under the
motions (2.7) implies that we can associate with everyAi its Euclidean length ri which is
uniquely defined.

The question may arise about a characteristic ofP that is necessary and sufficient for
distinguishing two geodesic quadrangles with the same angles. In the capacity of such a
characteristic we propose the invariant

m(P) = r1r3

r2r4
. (2.8)

From the results presented in [5, 6] it follows that the quantitym(P) depends monotonically
on the conformal moduleM(P). In other words, the following theorem holds:

THEOREM1. LetP andP̃ be two geodesic quadrangles such thatαi = α̃i , i = 1, . . . , 4.
If r 1 = r̃1 thenP = P̃, if r1 > r̃1 then m(P) > m(P̃) andM(P) >M(P̃).

3. GEODESIC GRIDS IN CONVEX GEODESIC QUADRANGLES ON THE PLANE

In this section we shall develop the technique of embedding an arbitrary geodesic quad-
rangleP on the plane into one-parametric family of quadranglesPr1 which have the same
angles, and construct a mapping which gives us geodesic grid in any quadrangle from the
family.
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3.1. Constriction of a Geodesic Quadrangle with Given Properties

Note that in this “flat” case the previously defined quantityδ is zero, and the angle
defect ofP is also zero, which meansϕ1 + ϕ2 + ϕ3 + ϕ4 = 0. We can treat the (x, y)-plane
as a surface with constant curvature zero and apply all results mentioned in the previous
section. Sinceδ = 0, a geodesic in the metric (2.1) is a straight line defined by the equation
ax + by + c = 0.

Since a geodesic quadrangle is uniquely determined by a set of five parameters, in order to
obtain a one-parametric family of quadrangles we have to fix four parameters, for example,
three angles and the area of quadrangle. We shall choose for the varying parameter the
Euclidean lengthr1 of the sideA1. As we will show later, the parameterr1 can vary
between the boundariesr min

1 andr max
1 , andM(Pr1) → 0 asr1 → r min

1 , andM(Pr1) → ∞
asr1 → r max

1 .
Let the left sideA4 and the right sideA2 of Pr1 lie on the lines

cosϕ1x + sin ϕ1y = 0 and cosϕ2x − sin ϕ2y − r1 cosϕ2 = 0.

Let the lower sideA1 and the upper sideA3 of Pr1 lie on the lines which have the equations

−y = 0 and sin(ϕ1 + ϕ4) x − cos(ϕ1 + ϕ4)y + r4 cosϕ4 = 0.

So far we have consideredr4 as an independent parameter; later we will definer4 = r4(r1)

as a function ofr1.

3.2. Geodesic Grids in Geodesic Quadrangles

Let us consider a pencil of linesFξ , depending on a parameterξ ∈ [0, 1], such thatA4

lies on the lineξ = 0 fromFξ , andA2 lies on the lineξ = 1 fromFξ . Elements of the pencil
Fξ are described by the equation

[cos ϕ1 + ξ(cosϕ2 − cosϕ1)] x + [sin ϕ1 − ξ(sin ϕ2 + sin ϕ1)] y − ξr1 cosϕ2 = 0,

ξ ∈ [0, 1]. (3.1)

Now consider a pencil of linesFη, depending on a parameterη ∈ [0, 1], such thatA1

lies on the lineη = 0 fromFη, andA3 lies on the lineη = 1 fromFη. So, all elements of
Fη satisfy the equation

η sin(ϕ1 + ϕ4) x − [1 + η(cos(ϕ1 + ϕ4) − 1)]y + ηr4 cosϕ4 = 0, η ∈ [0, 1]. (3.2)

From Eqs. (3.1)–(3.2) we can obtain the following mapping of the unit squareR on the
(ξ, η)-plane onto the quadranglePr1,

x = [ξc1 − ηc2 sin ϕ1 + ξη(b1c2 + b2c1)]/C(ξ, η), (3.3)

y = η[c2 cosϕ1 + ξ(a1c2 + a2c1)]/C(ξ, η), (3.4)

where

a1 = cosϕ2 − cosϕ1, b1 = sin ϕ1 + sin ϕ2, c1 = r1 cosϕ2,

a2 = sin(ϕ1 + ϕ4), b2 = cos(ϕ1 + ϕ4) − 1, c2 = r4 cosϕ4,

C(ξ, η) = cosϕ1 − ξ(cosϕ1 − cosϕ2) − η(cosϕ1 − cosϕ4)

+ ξη(cosϕ1 − cosϕ2 + cosϕ3 − cosϕ4).
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Note that in (3.1) and (3.2) instead ofξ andη we can take two arbitrary monotone increasing
functionsξ(ξ1) andη(η1) satisfying the conditionsξ(0) = η(0) = 0 andξ(1) = η(1) = 1.
In particular, we can chooseξ = ξ(ξ1) andη = η(η1) in such a way that under the mapping
(3.3)–(3.4) the uniform distribution of points on the lower and the left sides of the unit
square holds; i.e., the distribution of points on sidesA1 andA4 of the quadranglePr1 is also
uniform. In order to obtain such a mapping it is sufficient to chooseξ(ξ1) andη(η1) as

ξ(ξ1) = ξ1 cosϕ1

ξ1 cosϕ1 + (1 − ξ1) cosϕ2
, η(η1) = η1 cosϕ1

η1 cosϕ1 + (1 − η1) cosϕ4
. (3.5)

3.3. One-Parametric Family of Geodesic Quadrangles

No we are going to get rid of the dependent parameterr4. So far we have fixed only four
parameters—anglesα j of the geodesic quadranglePr1. We choose the area ofPr1 to be the
fifth parameter to fix. If we assume that the area of quadranglePr1 is equal to 1/2, then
parametersr1 andr4 satisfy an algebraic equation of the form

cosϕ3 = cosϕ2 sin(ϕ1 + ϕ4)r
2
1 + cosϕ4 sin(ϕ1 + ϕ2)r

2
4 + 2 cosϕ2 cosϕ4r1r4. (3.6)

Note that Eq. (3.6) is given in implicit form, but regardingr4 as the dependent variable, we
can obtain the explicit form of the functionr4 = r4(r1) with the domainr min

1 < r1 < r max
1 .

For this purpose we first rewrite (3.6) as

1

r 2
4

− 2B0
1

r4
+ C0 = 0, (3.7)

where

B0 = cosϕ2 cosϕ4r1

cosϕ3 − cosϕ2 sin(ϕ1 + ϕ4)r 2
1

, C0 = −cosϕ4 sin(ϕ1 + ϕ2)

cosϕ3 − cosϕ2 sin(ϕ1 + ϕ4)r 2
1

.

Since we need to find the positive rootr4 = r4(r1) whenC0 < 0, and the least positive
root whenC0 ≥ 0, we have

r4(r1) = 1

B0 +
√

B2
0 − C0

. (3.8)

Moreover, we can calculate the derivative

dr4(r1)

dr1
= −r1 cosϕ2 sin(ϕ1 + ϕ4) + r4(r1) cosϕ2 cosϕ4

r1 cosϕ2 cosϕ4 + r4(r1) cosϕ4 sin(ϕ1 + ϕ2)
. (3.9)

3.4. Strict Boundaries for rj , Plane Case

Let us denote byS4 the symmetric group of permutations of the set{1, 2, 3, 4} [23]. Let
64 be the cyclic subgroup ofS4 generated by the element

σ̄ ∈ S4, σ̄ =
(

1 2 3 4
2 3 4 1

)
.
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Let σ ∈ 64 be such that

ϕσ(1) + ϕσ(2) ≥ 0, ϕσ(1) + ϕσ(4) ≥ 0.

Then from (3.6) we can derive the strict boundaries for the values of Euclidean lengths of
sides ofPr1 (provided the angles are fixed),

r min
σ(i ) < rσ(i ) < r max

σ(i ) , i = 1, . . . , 4,

where

r min
σ(1) = 0, r max

σ(1) =
√

cosϕσ(3)

cosϕσ(2) sin
(
ϕσ(1) + ϕσ(4)

) ,

r min
σ(2) =

√
sin

(
ϕσ(1) + ϕσ(4)

)
cosϕσ(2) cosϕσ(3)

, r max
σ(2) =

√
cosϕσ(4)

cosϕσ(3) sin
(
ϕσ(1) + ϕσ(2)

) ,

r min
σ(3) =

√
sin

(
ϕσ(1) + ϕσ(2)

)
cosϕσ(3) cosϕσ(4)

, r max
σ(3) =

√
cosϕσ(2)

cosϕσ(3) sin
(
ϕσ(1) + ϕσ(4)

) ,

r min
σ(4) = 0, r max

σ(4) =
√

cosϕσ(3)

cosϕσ(4) sin
(
ϕσ(1) + ϕσ(2)

) .

(3.10)

3.5. Riemannian Metric Induced by the Quasi-Isometric Parameterization

Now formulas (3.3)–(3.4) and (3.8) provide us with a quasi-isometric parameterization
of a geodesic quadranglePr1 for any r1 ∈ [r min

1 , r max
1 ]. The parameterization (3.3)–(3.4)

induces a class of conformally equivalent Riemmanian metrics onPr1 of the form

ds2 = g11(ξ, η, r1) dξ2 + 2g12(ξ, η, r1) dξ dη + g22(ξ, η, r1) dη2. (3.11)

In this section we will find elements of the metric tensorg11 = x2
ξ + y2

ξ , g12 = xξ xη + yξ yη,
andg22 = x2

η + y2
η in the explicit form.

We can calculate all first derivatives of the mapping (3.3)–(3.4) explicitly,

xξ = (1 + ηb2) ·A(η, r1)/C2(ξ, η),

yξ = ηa2 ·A(η, r1)/C2(ξ, η),

xη = (b1ξ − sin ϕ1) · B(ξ, r1)/C2(ξ, η),

yη = (cosϕ1 + ξa1) · B(ξ, r1)/C2(ξ, η),

(3.12)

where

A(η, r1) = r1 cosϕ2[η cosϕ4 + (1 − η) cosϕ1] + ηr4(r1) cosϕ4 sin(ϕ1 + ϕ2),

B(ξ, r1) = r4(r1) cosϕ4[ξ cosϕ2 + (1 − ξ) cosϕ1] + ξr1 cosϕ2 sin(ϕ1 + ϕ4).

It is easily seen that for all (ξ, η) in R the inequalitiesA(η, r1) > 0,B(ξ, r1) > 0, and
C(ξ, η) > 0 hold for allr1 ∈ (r min

1 , r max
1 ). The Jacobian of the transformation (3.3)–(3.4) is

given by

√
g11g22 − g12 = A(η, r1)B(ξ, r1)/C3(ξ, η).
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As a representative of the class of metrics (3.11) we can take the metric with the coeffi-
cients

g11(ξ, η, r1) = A2(η, r1){1 + 2η(1 − η)[cos(ϕ1 + ϕ4) − 1]},
g22(ξ, η, r1) = B2(ξ, r1){1 + 2ξ(1 − ξ)[cos(ϕ1 + ϕ2) − 1]},
g12(ξ, η, r1) = A(η, r1)B(ξ, r1)S(ξ, η),

(3.13)

where

S(ξ, η) = −sin ϕ1 + ξ(sin ϕ1 + sin ϕ2) + η(sin ϕ1 + sin ϕ4)

− ξη(sin ϕ1 + sin ϕ2 + sin ϕ3 + sin ϕ4).

The discriminant of the metric form is

g11(ξ, η, r1)g22(ξ, η, r1) − g2
12(ξ, η, r1) = A2(η, r1)B2(ξ, r1)C2(ξ, η).

4. GEODESIC GRIDS IN CONVEX GEODESIC QUADRANGLES ON A

SURFACE OF CONSTANT CURVATURE

Our main goal is to construct a familyPr1 of geodesic quadrangles on a surface of constant
curvature, each of which has same anglesα1, . . . , α4, parameterized byr1 in such a way
thatM(Pr1) → 0 asr1 → r min

1 andM(Pr1) → ∞ asr1 → r max
1 . In general, we will repeat

our argument for the “flat” case with slight modifications. First we shall obtain equations
of geodesics that sides of the quadrangle belong to, taking as given five independent data—
α1, α2, α4, r1, andr4—and later we will expressr4 as a function ofr1, α1, α2, α3, α4 and
definer min

1 andr max
1 .

Later in this section we will assume that the following conditions are satisfied:

r min
1 < r1 < r max

1 , −π

2
< ϕi <

π

2
, γ <

π

2
+ ϕi i = 1, . . . , 4. (4.1)

4.1. Construction of Geodesic Quadrangles on Surfaces of Constant Curvature

Let us construct a geodesic quadrangleP = (zi )i =1,...,4 with given parametersϕ1, ϕ2, ϕ4,

r1, andr4. Assume thatz1 = (0, 0) and the sideA1 is a segment of the positivex-axis and
has Euclidean lengthr1. Then the sideA4 on the parametric plane is represented by another
segment that belongs to a ray going out of the origin at the angleα1 to the positivex-axis,
and the vertexz4 of the geodesic quadrangleP has coordinatesz4 = (−r4 sin ϕ1, r4 cosϕ1).
Assume that the sideA3 belongs to the geodesic of the form (2.2) that passes through the
point z4 and has tangent line atz4 that intersects thex-axis at the angleϕ1 + ϕ4. Then by
settingc = r4 cosϕ1 and havingδ fixed we obtain the following equation of the geodesic:[

sin(ϕ1 + ϕ4) − δr 2
4 sin(ϕ1 − ϕ4)

]
x − [

cos(ϕ1 + ϕ4) − δr 2
4 cos(ϕ1 − ϕ4)

]
y

+ r4 cosϕ4[1 − δ(x2 + y2)] = 0. (4.2)

Finally, assume that the sideA2 corresponds to an arc of the circle of the form (2.2) that
passes through the pointz2 = (r1, 0). Let the tangent line to the geodesic atz2 intersect the
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x-axis at the angleπ/2 − ϕ2. By settingc = r1 cosϕ2 we obtain that the sideA2 belongs
to the geodesic that satisfies the equation

cosϕ2
(
1 − δr 2

1

)
x − sin ϕ2

(
1 + δr 2

1

)
y − r1 cosϕ2[1 − δ(x2 + y2)] = 0. (4.3)

The closed figure formed by geodesic segmentsA1, . . . , A4 is called the geodesic quadran-
gleP. We shall consider only a convex geodesic quadrangle: This means that with any two
points it also contains the geodesic segment between them.

4.2. Quasi-Isometric Parameterization of a Geodesic Quadrangle

In this section we construct a geodesic grid forPr1 by an analytical quasi-isometric
transformation ofR ontoP.

Let the left and the right sides of a geodesic quadranglePr1 belong to the geodesics that
satisfy cosϕ1x + sin ϕ1y = 0 and Eq. (4.3), respectively. Then we consider every vertical
grid line as an element of the geodesic bundle

(
cosϕ1 + ξaδ

1

)
x + (

sin ϕ1 − ξbδ
1

)
y − ξc1[1 − δ(x2 + y2)] = 0, ξ ∈ [0, 1], (4.4)

with

aδ
1 = (

1 − δr 2
1

)
cosϕ2 − cosϕ1, bδ

1 = (
1 + δr 2

1

)
sin ϕ2 + sin ϕ1, c1 = r1 cosϕ2.

Further let the lower and the upper sides of the quadrangle belong to geodesics that satisfy
−y = 0 and Eq. (4.2), respectively. Then we consider every horizontal grid line as an element
of the geodesic bundle

ηaδ
2x − (

1 + ηbδ
2

)
y + ηc2[1 − δ(x2 + y2)] = 0, η ∈ [0, 1], (4.5)

with

aδ
2 = sin(ϕ1 + ϕ4) − δr 2

4 sin(ϕ1 − ϕ4), bδ
2 = cos(ϕ1 + ϕ4) − δr 2

4 cos(ϕ1 − ϕ4) − 1,

c2 = r4 cosϕ4

in which r4 = r4(r1) is to be inserted.
Multiplication of (4.4) byηc2 and subsequent addition toξc1 times Eq. (4.5) yields the

equation of the line

η x Bδ(ξ, r1) = yQ(ξ, η, r1), (4.6)

which is a common chord of the two circles (4.4) and (4.5), when we set

Bδ(ξ, r1) = r4 cosϕ4
[
ξ
(
1 − δr 2

1

)
cosϕ2 + (1 − ξ) cosϕ1

]
+ ξr1 cosϕ2

[
sin(ϕ1 + ϕ4) − δr 2

4 sin(ϕ1 − ϕ4)
]
,

Q(ξ, η, r1) = ξc1 − ηc2 sin ϕ1 + ξη
(
bδ

1c2 + bδ
2c1

)
.
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Its point of intersection with the circle (4.5) is also the point of intersection of the two circles.
Now we can eliminatex from (4.5), using Eq. (4.6). Consequently, we have a quadratic
equation iny,

η2B2
δ (ξ, r1)

y2
− 2Cδ(ξ, η, r1)

ηBδ(ξ, r1)

y
− δ

[
Q2(ξ, η, r1) + η2B2

δ (ξ, r1)
] = 0, (4.7)

with

2Cδ(ξ, η, r1) = cosϕ1 − ξ
[

cosϕ1 − (
1 − δr 2

1

)
cosϕ2

] − η
[

cosϕ1 − (
1 − δr 2

4

)
cosϕ4

]
+ ξη

[
cosϕ1 − (

1− δr 2
1

)
cosϕ2 + cos(ϕ1 + ϕ2 + ϕ4) − (

1− δr 2
4

)
cosϕ4

]
− δξη

[
r 2

1 cos(ϕ1 − ϕ2 + ϕ4) + r 2
4 cos(ϕ1 + ϕ2 − ϕ4)

− δr 2
1r 2

4 cos(ϕ1 − ϕ2 − ϕ4)
]
.

Since we need to find the positive rooty when δ ≥ 0 and the least positive root when
δ < 0, we obtain from Eqs. (4.7) and (4.6) the following mapping of the unit square on the
(ξ, η)-plane onto the geodesic quadranglePr1,

x = Q(ξ, η, r1)

Cδ(ξ, η, r1) +
√
C2

δ (ξ, η, r1) + δ
[
Q2(ξ, η, r1) + η2B2

δ (ξ, r1)
] , (4.8)

y = η · Bδ(ξ, r1)

Cδ(ξ, η, r1) +
√
C2

δ (ξ, η, r1) + δ
[
Q2(ξ, η, r1) + η2B2

δ (ξ, r1)
] . (4.9)

The mapping (4.8)–(4.9) is quasi-isometric, and the inverse mapping is of the form

ξ = − cosϕ1 · x + sin ϕ1 · y

aδ
1x − bδ

1y − c1[1 − δ(x2 + y2)]
, η = y

aδ
2x − bδ

2y + c2[1 − δ(x2 + y2)]
.

(4.10)

Note that in (4.4) and (4.5) in the capacity ofξ andη we can take two arbitrary mono-
tonically increasing quasi-isometric functionsξ(ξ1) and η(η1) satisfying the conditions
ξ(0) = η(0) = 0 andξ(1) = η(1) = 1. In particular, we can chooseξ = ξ(ξ1) andη = η(η1)

in such a way that under the mapping (4.8)–(4.9) the uniform distribution of points on the
lower and the left sides of the unit square holds; i.e., the distribution of points on sidesA1

andA4 of the geodesic quadrangle is also uniform in a sense of the Euclidean distance. In
order to obtain such a mapping it is sufficient to chooseξ(ξ1) andη(η1) as

ξ(ξ1) = ξ1 cosϕ1

ξ1 cosϕ1 + (1 − ξ1) cosϕ2
(
1 + δξ1r 2

1

) , (4.11)

η(η1) = η1 cosϕ1

η1 cosϕ1 + (1 − η1) cosϕ4
(
1 + δη1r 2

4

) . (4.12)

4.3. One-Parametric Family of Geodesic Quadrangles

We now proceed by formulating the fundamental relation between angles and sides ofP.
The angleα3 = π/2 + ϕ3 at which two geodesics (4.2), (4.3) intersect is defined by (2.6)
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and cosα3 is given by(
1+ δr 2

1

)(
1+ δr 2

4

)
cos(π/2+ ϕ3) = [

sin(ϕ1 + ϕ4) − δr 2
4 sin(ϕ1 − ϕ4)

]
cosϕ2

(
1− δr 2

1

)
+[

cos(ϕ1 + ϕ4) − δr 2
4 cos(ϕ1 − ϕ4)

]
sin ϕ2

(
1+ δr 2

1

)
− 4δr1r4 cosϕ2 cosϕ4. (4.13)

We rewrite (4.13) in the form

sin
ϕ1 + ϕ2 + ϕ3 + ϕ4

2
cos

ϕ1 + ϕ2 − ϕ3 + ϕ4

2

= δr 2
1 cos

ϕ1 − ϕ2 + ϕ3 + ϕ4

2
sin

ϕ1 − ϕ2 − ϕ3 + ϕ4

2

+ δr 2
4 cos

ϕ1 + ϕ2 + ϕ3 − ϕ4

2
sin

ϕ1 + ϕ2 − ϕ3 − ϕ4

2
+ 2δr1r4 cosϕ2 cosϕ4

− δ2r 2
1r 2

4 cos
ϕ1 − ϕ2 − ϕ3 − ϕ4

2
sin

ϕ1 − ϕ2 + ϕ3 − ϕ4

2
. (4.14)

From (4.14) it follows that if we construct a convex quadrangleP for given angles
α j , r1 ∈ (r min

1 , r max
1 ) andδ = 0 then its area will be equal to 1/2.

Equation (4.14) can be considered to be the fundamental relation between sidesr1, r4

and anglesα1, . . . , α4. For future reference, it is convenient to introduce the notation

γ = ϕ1 + ϕ2 + ϕ3 + ϕ4

2
, D = cosϕ2 cosϕ4,

(4.15)
Ci = cos(γ − ϕi ), Si j = sin(γ − ϕi − ϕ j ), i, j = 1, . . . , 4,

If we determineδ as follows,

δ = sin
ϕ1 + ϕ2 + ϕ3 + ϕ4

2
, (4.16)

then we have from (4.14) a quadratic equation inr4,

(
C3 − r 2

1C2S23
) 1

r 2
4

− 2r1D
1

r4
+ r 2

1C1S24δ − C4S34 = 0. (4.17)

The solutionr4 = r4(r1) for Eq. (4.17) for the caseδ ≥ 0 is

r4(r1) = 1

Bδ +
√

B2
δ − Cδ

, (4.18)

where

Bδ = r1D

C3 − r 2
1C2S23

, Cδ = r 2
1C1S24δ − C4S34

C3 − r 2
1C2S23

provided that following conditions are satisfied:

r min
1 < r1 < r max

1 , −π

2
< ϕi <

π

2
, γ <

π

2
+ ϕi i = 1, . . . , 4. (4.19)
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In the caseδ < 0 we have to take asr4 = r4(r1) the root of (4.17) that belongs to the
interval (r min

4 , r max
4 ), which we will determine in the next section.

Thus givenr1 and four anglesα1, . . . , α4 we are able to determine the functionr4 = r4(r1)

and its derivative with respect tor1:

dr4(r1)

dr1
= −r1C2S23 + r4(r1)D − δr1r 2

4(r1)C1S24

r1D + r4(r1)C4S34 − δr 2
1r4(r1)C1S24

. (4.20)

In order to use the functionr4 = r4(r1)and (4.2)–(4.3) for a quasi-isometric parameterization
of elements of family geodesic quadranglesPr1 we have to findr min

1 , r max
1 andr min

4 , r max
4 .

But first we shall state some auxiliary statements.

4.4. Strict Boundaries for Parametersrj

4.4.1. Geodesic Triangles

The fundamental relation between angles and sides (4.14) might be used for finding
Euclidean lengths for sides not only of geodesic quadrangles, but of geodesic triangles as
well.

Let T be a geodesic triangle on surface of constant curvatureK = 4δ with angles
βi = π/2 + ψ j between the sidesBj −1 and Bj , j = 1, 2, 3(B0 ≡ B3) and let the vertex
of the angleβ1 be the origin of the parametric plane. We can considerT as a topologi-
cal limit of a geodesic quadranglePr4 with anglesα j = β j , j = 1, 2, 3, α4 = π/2 and sides
A1 = B1, A2 = B2, A3 + A4 = B3. Under these conditions we can apply (4.14) to find the
Euclidean lengths of segmentsB1 andB3. This argument makes it convenient to introduce
a function

B(ψ1, ψ2, ψ3, δ) =
√

sinψ cos(ψ − ψ3)

δ cos(ψ − ψ2) sin(ψ − ψ2 − ψ3)
, (4.21)

whereψ = (ψ1 + ψ2 + ψ3 + π/2)/2, andδ is determined by (4.16). By settingr4 = 0, we
obtain that the Euclidean length ofB1 is equal toB(ψ1, ψ2, ψ3, δ). In a similar way, the
Euclidean length ofB3 is B(ψ1, ψ3, ψ2, δ).

It can happen that one obtains an indeterminate expression of the form 0/0 in (4.21) as
δ → 0 and sinψ → 0. To remove this obstacle it is sufficient to define

B(ψ1, ψ2, ψ3, 0) =
√

cos(ψ − ψ3)

cos(ψ − ψ2) sin(ψ − ψ2 − ψ3)
. (4.22)

4.4.2. Strict Boundaries for rj , General Case

Consider one-parametric family of geodesic quadranglesPr1 with given angles on a
surface of constant curvatureK = 4δ. With the help of the function (4.21) we are able to
find strict boundaries for Euclidean lengthsr j , i.e., the end points of the interval to which
r j belongs.

Let us denote byl (P) the number of sides ofP, the sum of whose adjacent angles is not
less thenπ . The value ofl (P) can be 0, 1, 2, 3, or 4. Let us consider each case separately.

Let l (Prσ(1)
) = 0; then for allσ ∈ 64,

r min
σ(1) = B

(
ϕσ(1), ϕσ(2), −π/2, δ

)
, r max

σ(1) = B
(
ϕσ(1), π/2, ϕσ(4), δ

)
,
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r min
σ(2) = B

(
ϕσ(2), ϕσ(3), −π/2, δ

)
, r max

σ(2) = B
(
ϕσ(2), π/2, ϕσ(1), δ

)
,

r min
σ(3) = B

(
ϕσ(3), ϕσ(4), −π/2, δ

)
, r max

σ(3) = B
(
ϕσ(3), π/2, ϕσ(2), δ

)
,

r min
σ(4) = B

(
ϕσ(4), ϕσ(1), −π/2, δ

)
, r max

σ(4) = B
(
ϕσ(4), π/2, ϕσ(3), δ

)
.

Let l (Prσ(1)
) = 1, andσ ∈ 64 be such thatϕσ(1) + ϕσ(2) ≥ 0. Then the boundaries will be

r min
σ(1) = 0, r max

σ(1) = B
(
ϕσ(1), π/2, ϕσ(4), δ

)
,

r min
σ(2) = B

(
ϕσ(3), ϕσ(2), −π/2, δ

)
, r max

σ(2) = B
(
ϕσ(1) + ϕσ(2) − π/2,

ϕσ(3), ϕσ(4), δ
)
,

r min
σ(3) = B

(
ϕσ(3), ϕσ(4), ϕσ(1) + ϕσ(2) − π/2, δ

)
, r max

σ(3) = B
(
ϕσ(3), −π/2, ϕσ(2), δ

)
,

r min
σ(4) = B

(
ϕσ(1), ϕσ(4), −π/2, δ

)
, r max

σ(4) = B
(
ϕσ(1) + ϕσ(2) − π/2,

ϕσ(4), ϕσ(3), δ
)
.

Consider now the casel (Prσ(1)
) ≥ 2. There always existσ ∈ 64 such that

ϕσ(1) + ϕσ(2) ≥ ϕσ(3) + ϕσ(4), ϕσ(1) + ϕσ(4) ≥ ϕσ(2) + ϕσ(3)

holds. Then the boundaries forr j will be

r min
σ(1) = 0, r max

σ(1) = B
(
ϕσ(1) + ϕσ(4) − π/2,

ϕσ(2), ϕσ(3), δ
)
,

r min
σ(2) = B

(
ϕσ(2), ϕσ(3), ϕσ(1) + ϕσ(4) − π/2, δ

)
, r max

σ(2) = B
(
ϕσ(1) + ϕσ(2) − π/2,

ϕσ(3), ϕσ(4), δ
)
,

r min
σ(3) = B

(
ϕσ(3), ϕσ(4), ϕσ(1) + ϕσ(2) − π/2, δ

)
, r max

σ(3) = B
(
ϕσ(1) + ϕσ(4) − π/2,

ϕσ(3), ϕσ(2), δ
)
,

r min
σ(4) = 0, r max

σ(4) = B
(
ϕσ(1) + ϕσ(2) − π/2,

ϕσ(4), ϕσ(3), δ
)
.

4.5. Riemannian Metric Induced by the Quasi-Isometric Parameterization ofPr1

Since there exists the analytical representation (4.8)–(4.9) of the quasi-isometric mapping
of the unit squareR onto the geodesic quadranglePr1, we can find the metric tensor ele-
mentsgik in the explicit form. We use abbreviationsB = Bδ(ξ, r1), Q = Q(ξ, η, r1), C =
Cδ(ξ, η, r1) and find from (4.8)–(4.9) by differentiation

xξ = (QξC − QCξ )(C + Z) + δη2B(QξB − QBξ )

Z(C + Z)2
,

yξ = η · (BξC − BCξ )(C + Z) + δQ(Bξ Q − BQξ )

Z(C + Z)2
,

xη = (QηC − QCη)(C + Z) + δηB2(ηQη − Q)

Z(C + Z)2
,

yη = B · (C − ηCη)(C + Z) + δQ(Q − ηQη)

Z(C + Z)2
,

(4.23)
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whereZ = Zδ(ξ, η, r1) andZδ(ξ, η, r1) =
√
C2 + δ[Q2 + η2B2]. It is not difficult to verify

that

BξC−BCξ = 1

2
aδ

2A, Bξ Q −BQξ = −c2A, QξC− QCξ = 1

2

(
1+ ηbδ

2

)
A,

(4.24)

QηC − QCη = 1

2

(
bδ

1ξ − sin ϕ1
)
B, C− ηCη = 1

2

(
cosϕ1+ ξaδ

1

)
, Q − ηQη = ξc1

with A = Aδ(η, r1) and

Aδ(η, r1) = r1 cosϕ2
[
η
(
1 − δr 2

4

)
cosϕ4 + (1 − η) cosϕ1

]
+ ηr4 cosϕ4

[
sin(ϕ1 + ϕ2) − δr 2

1 sin(ϕ1 − ϕ2)
]
,

and we therefore have

xξ = A
{

1

2

(
1 + ηbδ

2

)
(C + Z) + δη2c2B

}
· Z−1(C + Z)−2,

yξ = η ·A
{

1

2
aδ

2(C + Z) − δc2Q

}
· Z−1(C + Z)−2,

xη = B
{

1

2

(
bδ

1ξ − sinϕ1
)
(C + Z) − δξηc1B

}
· Z−1(C + Z)−2,

yη = B
{

1

2

(
cosϕ1 + ξaδ

1

)
(C + Z) + δξc1Q

}
· Z−1(C + Z)−2.

(4.25)

We first must characterize functionsAδ(η, r1),Bδ(ξ, r1), C+ Z, andZ. It is an important
fact that these functions do not vanish inR. For example,Bδ(ξ0, r1) > 0 andC+ Z > 0. This
follows from the fact thaty > 0 forη > 0 in (4.9). Indeed, ifBδ(ξ0, r1) = 0, ξ0 6= 0, we would
have from (4.9) thatQ(ξ0, η) ≡ 0 for allη, while actually the functionQ(ξ0, η) has the value
c1ξ0 6= 0 for η = 0. The inequalityBδ(ξ0, r1) > 0 obviously implies thatC+ Z > 0 in the
domainR. Denoting byB(ξ, r1, r4, ϕ1, ϕ2, ϕ4, δ) the functionB with domain of definition
(4.1), the functionA isAδ(η, r1) =B(η, r4, r1, ϕ1, ϕ4, ϕ2, δ) and thereforeAδ(η, r1) > 0 in
R. Finally, if Zδ(ξ0, η0, r1) = 0, we would have that tangents to geodesics (4.4) and (4.5)
at (ξ0, η0) are the same, and hence the geodesic (4.4) goes through (ξ0, η0) and the four
different points on the boundary ofPr1. Thus our statement is proved.

Consequently in the capacity of a representative of the class of conformally equivalent
Riemannian metrics generated by the mapping (4.8)–(4.9) we can take the metric with the
coefficients

gδ
11(ξ, η, r1) = A2

{[(
1+ ηbδ

2

)
(C + Z) + 2δη2c2B

]2[
aδ

2(C+ Z) − 2δc2Q
]2}

,

gδ
22(ξ, η, r1) = B2

{[(
bδ

1ξ − sin ϕ1
)
(C+ Z) − 2δξηc1B

]2[(
cosϕ1 + ξaδ

1

)
× (C+ Z) + 2δξc1Q

]2}
,

gδ
12(ξ, η, r1) = AB[(

1+ ηbδ
2

)
(C+ Z) + 2δη2c2B

][(
bδ

1ξ − sin ϕ1
)
(C + Z) − 2δξηc1B

]
+AB[

aδ
2(C+ Z) − 2δc2Q

][(
cosϕ1 + ξaδ

1

)
(C+ Z) + 2δξc1Q

]
.

(4.26)

BecauseAδ(η, r1) →A(η, r1),Bδ(ξ, r1) →B(ξ, r1), and 2Cδ(ξ, η, r1) → C(ξ, η) asδ → 0,
it follows thatgδ

ik(ξ, η, r1) → gik(ξ, η, r1) defined by (4.26).
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4.6. Geodesic Boundary-Fitted Grids

Consider a geodesic quadrangleP and its parametric representationx = x(ξ, η), y =
y(ξ, η). Let

(xd, yd) = (x(ξd, 0), y(ξd, 0)), (xu, yu) = (x(ξu, 1), y(ξu, 1)), (4.27)

(xl , yl ) = (x(0, ηl ), y(1, ηl )), (xr , yr ) = (x(0, ηr ), y(1, ηr )), (4.28)

be boundary points ofP andxd 6= 0 andyl 6= 0. Now we can find the point of intersection
of two geodesic segments that pass through points (4.28) and (4.27), whose equations are

avx + bv y − [1 − δ(x2 + y2)] = 0, (4.29)

ahx + bhy + [1 − δ(x2 + y2)] = 0, (4.30)

respectively, with

av = {
yd − yu − δ

[
yd

(
x2

u + y2
u

) − yu
(
x2

d + y2
d

)]}/
(xuyd − xd yu),

bv = {
xu − xd + δ

[
xd

(
x2

u + y2
u

) − xu
(
x2

d + y2
d

)]}/
(xuyd − xd yu),

ah = {
yl − yr + δ

[
yr

(
x2

l + y2
l

) − yl
(
x2

r + y2
r

)]}/
(xl yr − xr yl ),

bh = {
xr − xl − δ

[
xr

(
x2

l + y2
l

) − xl
(
x2

r + y2
r

)]}/
(xl yr − xr yl ).

One finds that the pointx = xvh, y = yvh of intersection of (4.29) and (4.30) is

xvh = −(bh + bv)

a + √
a2 + δb

, yvh = ah + av

a + √
a2 + δb

, (4.31)

where

a = ahbv − avbh

2
, b = (ah + av)

2 + (bh + bv)
2.

5. VARIATIONAL METHOD FOR THE GENERATION

OF QUASI-ISOMETRIC GRIDS

The method by which we solve the BVP for the given Beltrami system is based upon a
number of properties of conformal mappings and Theorem 1. The main properties we use
are the Riemann theorem, which guarantees the existence and uniqueness of the mapping;
boundary properties of conformal mappings; and the Montel variational principle.

5.1. A Special Class of Riemannian Manifolds

Consider a geodesic quadrangleP with given anglesαi = ϕi − π/2 and sides of Euclidean
lengthsri , i = 1, . . . , 4 on the surface of constant curvatureK = 4δ, δ = sin[(ϕ1 + ϕ2 +
ϕ3 + ϕ4)/2]. Let us embedP in a set of geodesic quadranglesPr with anglesα1, . . . , α4

depending on a parameterr = r1, r ∈ (r min
1 , r max

1 ) such that

M(Pr ) → 0 asr → r min
1 and M(Pr ) → ∞ asr → r max

1 . (5.1)
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We assume that

x = x(ξ, η, r ), y = y(ξ, η, r ), (5.2)

is a parametric representationPr and the metric

ds2 = g11(ξ, η, r ) dξ2 + 2g12(ξ, η, r ) dξ dη + g22(ξ, η, r ) dη2 (5.3)

is a representative of the class of conformally equivalent metrics generated by the mapping
(5.2).

Now we can define the Riemannian manifoldN (gi j (ξ, η, r ),R) with the coordinate
domainR, the metric tensorgi j , and the parameterr .

Then Theorem 1, (5.1), and the Riemann mapping theorem imply the unique existence of
the parameterr ∗ ∈ (r min

1 , r max
1 ) and the functionsX∗(ξ, η), Y∗(ξ, η) such that the Rieman-

nian manifoldN (gi j (ξ, η, r ∗),R) is mapped conformally with respect to the metric (5.3)
onto given curvilinear quadrangleD. The mappingX = X∗(ξ, η), Y = Y∗(ξ, η) is quasi-
isometric if all sides ofD are smooth enough (belong toC2) and in additionPr ∗ andD have
the same angles [14, 18].

Thus the main problem consists in finding the parameterr ∗ and a mappingX∗(ξ, η),

Y∗(ξ, η) such that this mapping is conformal with respect to the metric (5.3) with metric
tensorgi j (ξ, η, r ∗).

5.2. FunctionalΦ

LetN (gi j (ξ, η, r ),R) be the Riemannian manifold defined above. A class of functions

A(ξ, η, r ) = g22(ξ, η, r )

g(ξ, η, r )
, B(ξ, η, r ) = g12(ξ, η, r )

g(ξ, η, r )
, C(ξ, η, r ) = g11(ξ, η, r )

g(ξ, η, r )
,

(5.4)

g2(ξ, η, r ) = g11(ξ, η, r ) g22(ξ, η, r ) − g2
12(ξ, η, r ).

will be called a class of “admitted” functions. We further introduce the class of admitted
mappingsX = X(ξ, η), Y = Y(ξ, η) of the computational regionR ontoD which has the
following properties:

1. X(ξ, η), Y(ξ, η) define a quasi-isometric correspondence between∂R and∂D;
2. X(ξ, η), Y(ξ, η) can be continued insideR in such a way that the functional

8(X, Y, r ) =
∫ 1

0

∫ 1

0
A(ξ, η, r )

(
X2

ξ + Y2
ξ

) − 2B(ξ, η, r )(Xξ Xη + Yξ Yη)

+ C(ξ, η, r )
(
X2

η + Y2
η

)
dξ dη (5.5)

is bounded.

The minimum value of the functional is equal to the areaSD of the domainD [10]. The
functionsX∗(ξ, η), Y∗(ξ, η) from the described class and the numberr ∗ that provide the
minimum of the functional8 give us the desired mapping of the Riemannian manifold
N (gi j (ξ, η, r ),R) ontoD.
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5.3. Variational Principle

In order to findX∗(ξ, η), Y∗(ξ, η), and r ∗ we will construct a minimizing sequence
{Xn, Yn, r n} that has the properties

8(Xn+1, Yn+1, r n+1) < 8(Xn, Yn, r n), lim
n→∞ 8(Xn, Yn, r n) = 8(X∗, Y∗, r ∗) = SD.

At the beginning of the minimization process we assume that the functionsXn(ξ, η),

Yn(ξ, η), andr n are known to us. The first step requires us to obtainr n+1 such that

8(Xn, Yn, r n+1) < 8(Xn, Yn, r n).

The construction of the sequence{r n} is based on the fact that the parametric representation
Pr , that is, the mapping (5.2), is defined on some neighborhood of the setR as well. This
allows us to embed the mapping (5.2), havingr fixed, into the family of mappings depending
on a parameterε in the following way,

xε(ξ, η, r ) = x((1 + εµ)ξ, (1 − εν)η, r ), (5.6)

yε(ξ, η, r ) = y((1 + εµ)ξ, (1 − εν)η, r ), (5.7)

whereε and constantsµ, ν satisfy the following inequalities:µν > 0,

r min
1 < x(1 + εµ, 0, r ) < r max

1 , r min
4 <

√
x2(0, 1 − εν, r ) + y2(0, 1 − εν, r ) < r max

4 .

Every mapping (5.6)–(5.7) is quasi-isometric, and the boundary∂R goes over into a
geodesic quadranglePε

r . From the Mantel variational principle [17], in a manner similar
to that given in [6] we obtain that the conformal modulus of the geodesic quadranglePε

r

satisfies the inequalityM(Pε
r ) >M(P ε̄

r ) for everyε > ε̄. Consequently for every fixedr
there exists a uniqueε such thatM(Pε

r ) = M(D). Moreover, the family of mappings
(5.6)–(5.7) generates the family of metrics with the metric tensor elements

gε
11(ξ, η, r ) = g11(ξ, η, r )(1 + εµ)2,

gε
22(ξ, η, r ) = g22(ξ, η, r )(1 − εν)2, (5.8)

gε
12(ξ, η, r ) = g12(ξ, η, r )(1 + εµ)(1 − εν).

Using (5.8) and (5.4) we can findAε(ξ, η, r ), Bε(ξ, η, r ), Cε(ξ, η, r ), such that
A0(ξ, η, r ) = A(ξ, η, r ), B0(ξ, η, r ) = B(ξ, η, r ), C0(ξ, η, r ) = C(ξ, η, r ), and substituting
these into (5.5), we will obtain the functional8ε(X, Y, r ). It is easy to verify that having
X, Y, andr fixed at the stationary point of the functional8ε(X, Y, r ) the equality

ε = 3 − V

ν3 + µV
(5.9)

must hold, where

32 =
∫ 1

0

∫ 1

0
A(ξ, η, r )

(
X2

ξ + Y2
ξ

)
dξ dη, V2 =

∫ 1

0

∫ 1

0
C(ξ, η, r )

(
X2

η + Y2
η

)
dξ dη,

and in the capacity of constantsµ,ν we can useµ=1/
√

g11(1, 0, r )andν =− (d/dr1)r4(r1)/√
g22(0, 1, r ). Denoting byε = ε(X, Y, r ) the function (5.9) and takingε = ε(Xn, Yn, r n),
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we can projectAε(ξ, η, r n), Bε(ξ, η, r n), Cε(ξ, η, r n) onto the class of admitted functions
A, B, C. In order to do this it is sufficient to setr n+1 = r n +ε and obtainA= A(ξ, η, r n+1),

B = B(ξ, η, r n+1), andC = C(ξ, η, r n+1) using the formulas (5.4).
On the second step for computation of new approximationXn+1, Yn+1 such that

8(Xn+1, Yn+1, r n+1) < 8(Xn, Yn, r n+1),

we use receivedA, B, C as coefficients of the elliptic equations that represent the variational
Euler–Lagrange equations for the functional (5.5) being minimized onX andY:

− ∂

∂ξ
A

∂ X

∂ξ
− ∂

∂η
C

∂ X

∂η
+

(
∂

∂ξ
B

∂ X

∂η
+ ∂

∂η
B

∂ X

∂ξ

)
= 0, (5.10)

− ∂

∂ξ
A

∂Y

∂ξ
− ∂

∂η
C

∂Y

∂η
+

(
∂

∂ξ
B

∂Y

∂η
+ ∂

∂η
B

∂Y

∂ξ

)
= 0. (5.11)

The solutionX, Y of the system (5.10)–(5.11) with appropriate boundary conditions can
be used as a new approximationXn+1, Yn+1.

Steps 1 and 2 are to be repeated till the desired accuracy of determining the solution of
the variational problem is achieved.

5.4. A Finite-Difference Approximation of the Functional Φ

Let us assume thatXi j = X(i /I , j/J), Yi j = Y(i /I , j/J), i = 0, . . . , I , j = 0, . . . , J.
We call image of the rectangle with vertices(i /I , j/J), ((i −1)/I , j/J), ((i −1)/I , ( j −1)/

J), (i /I , ( j − 1)/J) under the mapping (1.1) “a cell with number(i, j ),” 1 ≤ i ≤ I , 1 ≤
j ≤ J. In every cell we assume functionsA, B, C andE = (Xξ )

2 + (Yξ )
2, F = Xξ Xη +

Yξ Yη, G = (Xη)
2 + (Yη)

2 to be constant and defined as a set

{Ai j , Bi j , Ci j , Ei j , Fi j , Gi j i = 1, . . . , I , j = 1, . . . , J}.

Thus, the finite-difference approximation of a functional8 has the form

8̂ =
I∑

i =1

J∑
j =1

[ Ai j Ei j − 2Bi j Fi j + Ci j Gi j ].

We will calculate derivativesXξ , Xη, Yξ , Yη in every cell with the help of equations

{Xξ }i j = 1

2
(Xi j − Xi −1, j + Xi, j −1 + Xi −1, j −1),

{Xη}i j = 1

2
(Xi j − Xi, j −1 + Xi −1, j + Xi −1, j −1),

in which1ξ = 1η = 1, since8̂ does not depend on1ξ and1η, and{Yξ }i j , {Yη}i j can be
obtained simply by the substitution ofY instead ofX.

5.5. The Algorithm

Below we give a simple explicit algorithm for the generation of the quasi-isometric or
quasi-conformal grids inside a regionD if the boundary points are fixed. We do not focus
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on numerical methods for elliptic equations. Many of them can be found in several books,
for example [9].

1. Define the distribution of boundary points ofD:

{(Xi 0, Yi 0), (Xi J , Yi J ), i = 0, . . . , I , (X0 j , Y0 j ), (XI j , YI j ), j = 0, . . . , J}.

2. Define initial interior grid points ofD: {(Xold
i j , Yold

i j ), i = 1, . . . , I − 1, j = 1, . . . ,

J − 1}.
3. Define anglesα1, . . . , α4 satisfying the condition (1.5) and calculater min

k , r max
k for

k = 1, . . . , 4 —boundaries of Euclidean lengths of sides of quadrangles from the one-
parameter familyPr1.

4. Define the first approximation forr1 = r old
1 from the interval(r min

1 , r max
1 ).

5. Define the initial distribution of boundary points onPr old
1

:{(
xold

i 0 , yold
i 0

)
,
(
xold

i J , yold
i J

)
, i = 0, . . . , I ,

(
xold

0 j , yold
0 j

)
,
(
xold

I j , yold
I j

)
, j = 0, . . . , J

}
.

6. Construct a geodesic grid{(xi j , yi j ), i = 0, . . . , I , j = 0, . . . , J} in Pr old
1

using the
formula (4.31).

7. Moving each vertex of the cell (i, j ) of the geodesic quadranglePr old
1

to the origin by

motions (2.7) to calculate parametersr i j
1 , r i j

4 , ϕ
i j
1 , ϕ

i j
2 , ϕ

i j
4 of a geodesic cell and calculate

coefficientsAi j , Bi j , andCi j of the functional using the formula (4.25).
8. UsingAi j , Bi j , andCi j find new coordinates of interior grid points (Xnew

i j , Ynew
i j ) in

the physical domainD by means of applying the iterative method

znew
i j = zold

i j + di j
∂8

∂zi j
, i = 1, . . . , I − 1, j = 1, . . . , J − 1,

whereznew
i j is eitherXnew

i j or Ynew
i j and

di j = θ

2(Ai j + Ci j ) + |Bi j | .

FIG. 1. Quasi-conformal grid inside a circle with fixed boundary points and no adaptation.
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FIG. 2. Quasi-conformal grid inside a circle with fixed boundary points and adaptation.

FIG. 3. A geodesic quadrangle on a surface of constant positive curvature. All vertices are placed at the origin
in turns.
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FIG. 4. A geodesic quadrangle on a surface of constant negative curvature. All vertices are placed at the origin
in turns.

FIG. 5. Quasi-isometric grid in a test domain with negative angle defect.
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FIG. 6. Quasi-isometric grid around an airfoil with no adaptation and free boundary points.

FIG. 7. Quasi-isometric grid around the same airfoil as in Fig. 6 with adaptation and fixed boundary points.

FIG. 8. Part of the grid from Fig. 7.
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FIG. 9. Another part of the grid from Fig. 7, showing parallelograms in corners of the domain.

Hereθ is a damper, 0< θ < 2. The derivatives∂8/∂zi j can be obtained from formulas

∂8

∂zi j
=

4∑
k=1

[Uk(i, j )zi j − Vk(i, j )],

where

U1(i, j ) = Ai j − Bi j + Ci j ,

U2(i, j ) = Ai +1, j + Bi +1, j + Ci +1, j ,

U3(i, j ) = Ai +1, j +1 − Bi +1, j +1 + Ci +1, j +1,

U4(i, j ) = Ai, j +1 + Bi, j +1 + Ci, j +1,

V1(i, j ) = Ai j zi −1, j − Bi j zi −1, j −1 + Ci j zi, j −1,

V2(i, j ) = Ai +1, j zi +1, j + Bi +1, j zi +1, j −1 + Ci +1, j zi, j −1,

V3(i, j ) = Ai +1, j +1zi +1, j − Bi +1, j zi +1, j +1 + Ci +1, j +1zi, j +1,

V4(i, j ) = Ai, j +1zi −1, j + Bi, j +1zi −1, j +1 + Ci, j +1zi, j +1.
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FIG. 10. A quasi-conformal grid around an airplane nose. Points on the airplane surface are fixed, and points
in the opposite boundary are forced to keep “same as opposite” distribution.

9. Obtain coordinates of perturbed boundary points

X̄i j = Xi j + si j pi j , Ȳi j = Yi j + si j qi j ,

where (pi j , qi j ) is a unit tangent vector at the boundary point (Xi j , Yi j ),

si j = (1Xi j pi j + 1Yi j qi j ) di j , di j > 0,

and in the followingz is eitherX or Y:

1z0 j = V2(0, j ) + V3(0, j )

U2(0, j ) + U3(0, j )
, 1zI j = V1(I , j ) + V4(I , j )

U1(I , j ) + U4(I , j )
,

1zi 0 = V4(i, 0) + V3(i, 0)

U4(i, 0) + U3(i, 0)
, 1zi J = V1(i, J) + V2(i, J)

U1(i, J) + U2(i, J)
.

10. HavingXnew
i j , Ynew

i j , calculateEi j , Gi j and obtain

ε = 3̂ − V̂

ν3̂ + µV̂
,
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FIG. 11. Part of the grid from the Fig. 10, with a singularity on one side.

where

3̂2 =
I∑

i =1

J∑
j =1

Ai j Ei j , V̂
2 =

I∑
i =1

J∑
j =1

Ci j Gi j

and

µ = 1
/√

g11(1, 0, r old), ν = − d

dr1
r4(r1)

/√
g22(0, 1, r old).

11. Find a new parameterr new
1 = r old

1 + ε and verify thatr min
1 < r new

1 < r max
1 .

12. Using the correspondence betweenPr old
1

andD obtain prototypes of perturbed
boundary points (̄Xi j , Ȳi j ) onPr new

1
,{(

xnew
i 0 , ynew

i 0

)
,
(
xnew

i J , ynew
i J

)
, i = 0, . . . , I ,

(
xnew

0 j , ynew
0 j

)
,
(
xnew

I j , ynew
I j

)
, j = 0, . . . , J

}
.

13. Steps 6–11 are to be repeated until the desired accuracy of solution of the variational
problem is achieved.

5.6. Examples

In Figs. 1–11 we provide some examples of the work of the algorithm.
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