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Abstract
The information systems (1S) "productivity paradox” is based on those studies that found little or no

positive relationship between firm productivity and spending on IS, However, some earlier studies and
one more recent sudy have found a postive rdationship. Given the large amounts spent by
organizations on information systems, it isimportant to understand the relationship between spending on
IS and productivity. Beyond replicating pogitive results, an explanation is needed for the conflicting
conclusions reached by these earlier udies. Data collected by the Bureau of the Censusis anadyzed to
investigate the relationship between plant-level productivity and spending on IS, The relationship
between productivity and spending on ISis investigated using assumptions and modes smilar to both
dudies with pogtive findings and sudies with negative findings. Firg, the overdl rdationship is
investigated across dl manufacturing indudtries. Next, the relationship is investigated industry by
industry. The andysis finds a pogitive reationship between plant-level productivity and spending on IS,
The relationship is dso shown to vary across indudtries. The conflicting results from earlier sudies are
explained by understanding the characterigtics of the data andyzed in each sudy. A large enough
sample Szeis needed to find the rdatively smdler effect from IS spending as compared to other input
spending included in the modds. Becauise the relationship between productivity and IS spending varies
across indudtries, industry mix is shown to be an important data characterigtic that may have influenced
prior results.
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1. Introduction

The question of why so much is being spent on information technology whilelittle (if any) measurable
gain can be shown has been an outstanding once since William Bowen's cover story “The Puny Payoff
for Office Computers’ in the May 1986 issue of Fortune. While early sudies found little, if any,
positive relationship between firm productivity and spending on information technology, a more recent
study (Brynjolfsson and Hitt, 1993) found significant contributions to firm output, when measured asa
margind product of the inputs, associated with spending on IT. They dso found that the gross margina
product for computer spending is at least as large as the margina product associated with other capital
investments. Brynjolfsson and Hitt, applying a more recent, larger data sample to models like those
used in previous studies that did not find a significant relaionship, attributed their “ different results to the
recency and larger sSize of [their] dataset” (Brynjolfsson and Hitt (1993) p. 47). This study will replicate

their results and explain why positive results have been found in some Situations and not in others.

The sgnificance of this paper isthat it provides an explanation for why the IS productivity paradox was
gpparently found and then resolved. By developing an understanding of the process and assumptions
that have been used in previous work, it is shown that only aredatively smal effect needs to be identified
for there to be a sgnificant relationship between spending on information technology, firm output, and
the average product associated with the computer investment. This paper also replicates the results
found by Brynjolfsson and Hitt, it adds support to their argument that the * productivity paradox” was an
artifact of the data used in previous analyses. The results show not that the “IT productivity paradox”

has “disappeared” but that it "never was."



1.1 Previous Research

In evauating firm “ productivity” with respect to spending on information technology, three gpproaches
have been used. The first, based on the economic assumption of profit maximization, involves
investigating financia performance as the dependent variable. Examplesinclude return on assets (Wall,
1992, Brynjolfsson and Hitt, 1996b, Barua, et d., 1995), return on equity and shareholder return
(Brynjolfsson and Hitt, 1996b), and capitd intensity and capital productivity (Franke, 1987). The
second has been to identify specific productivity measures (employees per million dollars of sales (Walill,
1992), output per labor expense (Franke, 1987), “value added” (Brynjolfsson and Hitt, 1996b)). The
fina approach has been to use ameasure for “output” as the dependent variable. Output has been
measured using total sales (Brynjolfsson and Hitt, 1993, 1996a, 1996b), market share (Barua et d.,
1995), sdles growth (Weill, 1992), and sdles less inventory charges (Loveman, 1988). This study uses

this third approach and investigates the relationship between plant output and 1T spending.

A second gpproach that has been taken in evauating the impact of investment on information technology
has been to look for impact at an economy-wide or sector-wide level. This gpproach has been used by
Roach (1987, 1988, 1989), Franke (1987), Baily and Chakrabarti (1988), Baily and Gordon (1988),
and Brynjolfsson (1996). Brynjolfsson found increases to consumer surplus due to the decreasing costs
and increasing functiondity of computer hardware. This approach was based on socid welfare theory
and found benefits have been redized from auser’s point of view. However, in looking from the
producer’ s viewpoint, the other studies did not find increasesin aggregate productivity to be associated

with increases in pending on information technology. Asthisanaysisisto be completed againgt plant



level data, this research does not address the “IT productivity paradox” at thislevel of aggregation. The
wide ranging research into the “ productivity dowdown” and related topics (Baily and Chakrabarti,
1988; Griliches, 1994; and many others) has suggested a variety of explanations for the decline in the
growth of U.S. productivity sncethe mid 1970's including labor composition changes, energy and
materid price changes, output measurement (mismeasurement), changes in the composition of output,
management falures, government policies, technologicd decline, and convergence to the mean among
nations. Without a clear understanding of the mechanisms behind the dowdown in growth of U.S.
productivity, attempting to find direct benefit in the productivity numbers at an economy-wide measure
isatricky undertaking. It is possble that without the spending in computer technology that has occurred
the productivity numbers could have been even worse. Attempting to andyze just the relationship
between aggregate productivity and spending on computers without alowing for other factors that could

be causing a declinein productivity growth fails to take other possible influences into congderation.

This research utilizes some Census data that has been andyzed in the past but represents a unique
combination by investigating productivity and IT spending. Work on productivity includes Baily, Hulten,
and Campbd| (1992) and Dwyer (1995). Their results on the andysis of plant-level productivity will
be incorporated into this research effort. Bally et d. empirically examined productivity of plants within
industries, which plants accounted for industry productivity growth, and the impact of entries and exits
on industry productivity growth. Using the Longitudina Research Database, they found that entry and
exits play aamdl rolein changesto industry productivity and that the output share for high productivity
plants increases over time while the output share for low productivity plants decrease over time. This

change in the digtribution of output share is an important factor in the overdl growth in productivity for



anindustry. They dso found that high productivity plants remain at the top over time and that plants that
are pat of high productivity or high productivity growth firms exhibit smilar characterigtics as the firm of
which the plant isapart. The most sgnificant effort completed to date using the available dataon IT
gpending is by Doms, Dunne, and Troske (1997). Their research found positive correlations between
IT spending and worker type and I T spending and worker education. This research effort will combine
and expand the andysis that has dready been completed against the Census data as well as add

knowledge to the field of information technology.

1.2 Possible Explanations for the Paradox

A variety of reasons have been suggested to explain the IS productivity paradox. (For athorough
review see Brynjolfsson, 1993.) Explanatiionsinclude: mismeasurement of inputs and outputs, time lags
between spending and redlized benefits, redistribution of profits, and mismanagement. (Brynjolfsson,
1993). Griliches (1994) has suggested an additiona confounding factor may be the lack of useful data.
Brynjolfsson and Hitt's recent findings suggest that resolving the productivity paradox required a data
sample larger than what had been used previoudy and more recent data in an attempt to overcome
potential problems with lagged benefits. The issue of mismeasurement was overcome by limiting the

andysis to the manufacturing sector for which input and output measurement concerns are not as grest.

Although learning by doing is afactor in redizing productivity benefits from the implementation of an
information system and some time lag before benefits are realized should be expected, the decades
during which computers have been used by businesses lead one to expect to find a high correlation

between expenses and benefits in the current year even if the benefit was from spending made in



previous years. Although athorough understanding of the relationship between spending on IT and
productivity changes requires a careful matching of costs and benefits, the assumption of rationd
expectations leads to the conclusion that spending in the current year will correlate strongly with the
benefits obtained from spending in prior years. Therefore, increases in firm productivity should be
expected garting right after the widespread adoption of the mainframe computer. With a strong
correlation between prior benefits and current spending, firms that are spending more in the current year
should aso show greater benefitsin the current year. Although the full benefits for the current year may
not be redized in the same year, benefits from prior years spending should be redized in the current
year. The relationship between current year pending and productivity would be moderated by time lag
effectsif gpending was not at reatively sable levels. For example, assuming a positive reationship
between spending on information technology and productivity and growing levels of spending, falureto
account for time lags properly would result in underestimating the impact of 1T on productivity.
However, snce the mid 1980’ s computer spending as a percentage of durable equipment has remained
a around ten percent. (Brynjolfsson, 1993). Given the relative stability of spending on computers, time
lags, dthough necessary to accuratdy reflect the true underlying relationship between spending on IT
and productivity, should not be necessary to find afarly accurate estimate of the effect of spending on
IT and productivity. Theresult isthat finding productivity benefits from informeation technology may only

require a sufficiently large enough data sample.

1.3 Theoretical |ssues




Given the assumption of rationa expectations and relatively stable spending on computers over the past
fifteen years, finding a pogtive relaionship between spending on computers and productivity in agiven
year islikely to rely soldy on obtaining sufficiently large enough datasample. A large enough sample
will dlow for more accurate estimation of the output adticity for computer spending. Since afairly
amdl dadticity can result in asgnificant average product when spending on the given input factor isaso
smdl rdative to output and alarger data set can dlow for a more accurate estimate of the smdll
eadticity, finding a pogtive result may only require a sample large enough for the dadticity of computer
gpending to rise above the “noise” Below is outlined the specification for the production function to be
modeed, examples of anticipated €l adticities associated with various average product leves, and the

hypotheses concerning the relationship between spending on information technology and productivity.

A neoclassica production function (F) for theith plant in year t is assumed to have the following form:

Qi = F(Miy, Kit, Lit, Cit) 1)
where,

Qit = red grossoutput (in dollars) for plant i in year t

Mit = input materids (in dollars) for plant i in yeer t

Kit = capita stock for planti inyear t

Lii = labor for planti inyeer t

Cit = spending on computersfor plant i in year t



The smplest and most widdly used function form used to relate inputs to outputs is the Cobb-Douglas
gpecification. Thisformistypicaly used for studies such asthis and is what has been used by other
dudies investigating the relationship between computer spending and productivity. The specification for

agiven industry and year is.

Q - ebO Mbl Kb2 Lb3 Cb4 (2)

b, isthe output dadticity of soending on computers and isthe variable of interest for thisstudy. The
average product for computers (AP¢) can be found by multiplying the output eadticity for computers by
theratio of total output to computer spending. The average product can be thought of the return on the
investment for an input factor. Provided the average product is postive, productivity is being enhanced

by the input factor.

The average product for computersis caculated using the following:

APc=b,sQ (©)

C

Solving for b, yields,
bs=AP:C 4

Q

The table below shows the output eadticity, b4, required in order to reach the given average product

vaue for various levels of computer spending (as a percentage of tota output).



Average Computer Spending (% of Total Output)

Product 0.5 1 1.5 2 2.5 3
1 0.005 0.01 0.015 0.02 0.025 0.03

0.8 0.004 0.008 0.012 0.016 0.02 0.024

0.6 0.003 0.006 0.009 0.012 0.015 0.018

0.4 0.002 0.004 0.006 0.008 0.01 0.012

0.2 0.001 0.002 0.003 0.004 0.005 0.006
0.1 0.0005 0.001 0.0015 0.002 0.0025 0.003
0.05] 0.00025 0.0005 0.00075 0.001 0.00125 0.0015
0.01] 0.00005 0.0001 0.00015 0.0002  0.00025 0.0003
0.005] 0.000025 0.00005 0.000075 0.0001 0.000125 0.00015

Table 1 - Output Elasticities for given average products and spending

As can be seen in the table, the output eagticity for computer spending need not be large for there to be
asggnificant pogtive return to output from spending on computers. Given the rdaively much larger
eadticities that are found for the other input factors (input materias spending, capita, and labor), which
typicdly arein the 0.25 to 0.50 range and are even higher when the input factors are not analyzed
separady, the effect associated with spending on computers can be severa orders of magnitude smaller

than the others analyzed.

Given that ardativdy smdl effect must be found, amuch larger sample size than most of those
previoudy used to investigate the | S productivity paradox would be needed in order to be able to
separate the effect of spending on computers from the noise. However, if asmal effect can be clearly
identified, given the large amount of output and relatively smal amount of spending on compuiters, fairly
sgnificant average product can be obtained (equation 3). More formally, this paper investigates the

following hypothesis



Hypothesis1: Analysis of a large enough sample will show a positive output
elasticity and positive average product for spending on

computers.

Following the discussion on the impact, or lack thereof, contained in 81.2, resultsin the second

hypothess:

Hypothesis 2: Finding a positive result using data from the mid 1980’ s on will
not require allowance for lagged impacts from computer

spending.

Although the Cobb-Douglas specification requires congtant returns to scae (CRS), which means the
eladticities must sum to one, there is no requirement that the eadticities be the same across industries or
years. For the data andyzed, constant returns to scae does seem to apply across industries (see Bally,
et d, 1992, table 12, p. 234). However, it islikely that different industries will have different output
elagticities with respect to computer spending.  Although understanding these differencesis an important
endeavor (see 84.2), the focus of this paper is explaining why the IS productivity paradox was found
and why it was gpparently resolved. Accordingly, showing that there are differences across indudtriesis
aufficient at thistime. By finding differences across industries, previous results could be shown to be

confounded by the mix of indugtriesincluded in their samples. Since only ardatively smdl effect is
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expected, searching for that effect in sample comprised of many indudtries, which could have different
vauesfor the dadticity, would generate additiond, unnecessary noise which could not be controlled for
given the samal sample szes without sgnificantly impairing the available degrees of freedom.

Subsequently, the find hypothesisis:

Hypothesis 3: The output elasticity for spending on computers will differ
between industries when measured at the 2 digit SC code

level.

Taken together, these hypotheses present an explanation for the |S productivity paradox and its
resolution. Since the traditiona approach to this question has been to modd the data using a standard
production function, finding a positive result has reied on estimating arelatively much smdler dadticity in
comparison to the others being estimated. Once a significant positive dadticity could be identified, a
sgnificant average product could dso be found given the smple mathematics of the Stuation. The
difficulty has been with obtaining a large enough sample to be able to clearly identify the effect of
computer spending on output. Estimation techniques when a smdl effect needs to be identified require a
ggnificantly larger sample Szein order to be able to isolate the desired effect from the noise. Thisis
further confounded by differences across industries. One of the earlier sudiesthat did find some
positive results focused exclusvely on one industry (Welll, 1992). Although necessary for developing a
more complete understanding of the relationship between IS spending and productivity, lagged effects

should not play an important role when spending levels remain fairly stable asthey have.

1



As 2vi Grilichesput it: “[O]ur understanding of what is happening in our economy (and in the world
economy) is congtrained by the extent and quality of the available data” (Griliches, 1994). ThelS
productivity paradox is an artifact of the availability of data. Once alarge enough sample was used
(Brynjolfsson and Hitt, 1993a, 1993b, 1996), there was no paradox. This study will also usea
aufficiently larger sample of manufacturers to show there is no paradox and explain what led to it be

being found and resolved.

The paper will proceed asfollows. The next section will describe the statistical methods to be used to
estimate the output easticity of computer spending and will describe the datato be andyzed. The
results will be presented in 83 followed by a discussion of the implications of the resultsin 84.

Concluding remarks are presented in 85.

2. Methods and Data

2.1 Estimating Procedures

By taking logarithms of the Cobb-Douglas specification provided in equation (2), alinear specificaion is
developed. By adding an error term, e, to the linear equation, the eadticities can be estimated using
standard linear regression techniques. The resulting equeation to be estimated for a given industry and
year is.

LogQ=bo+b;LogM +b,LogK +bzLogL +b,LogC+e (5)



Ordinary Least Squares (OLS) estimation can be used provided the error terms are independently and

identicaly distributed. Testsfor hetroskedasticity will need to be performed to verify this assumption.

The estimates for the equation will be developed in two ways. Under both procedures, separate
estimates will be developed for each year to alow comparison of the effect acrossyears. For the first
method, the equation will be estimated with “fixed effects’ by industry with industry determined &t the
four digit SIC code level. By including the industry fixed effects dummy variablesin the equation, the
overd| effect can be estimated while dlowing for differences acrossindudtries. With fixed effects by
industry the congtant, b, will not be estimated as the incluson of dummy varidblesfor dl industries
eliminates the need for a congtant in the regresson equation. Only the coefficient estimates included in
equation (5) will be reported as will the results of ajoint hypothess test on the sgnificance of the
incluson of indudtry fixed effects. The second method will aso estimate equation (5) by year but will
involve developing separate estimates of the coefficients for each industry. For this andys's, indudtries

will only be separated at the two digit SIC code level.

The firg gpproach will dlow for the development of an overdl impact of computer spending for dl
meanufacturing plantsincluded in the sample and dlow for testing of differing impacts by industry. These
esimates will provide an indication of the impact of computer spending for the entire manufacturing
sector. The second approach will investigate the possibility of different effects for each industry.

2.2 Data Sources

The Longitudina Research Database (LRD) has been developed by the Center for Economic Studies at

the Bureau of the Census. The LRD congsts of atime series of economic variables collected from

13



manufacturing locations in the Census of Manufacturers (CM) and the Annud Survey of Manufacturers
(ASM). Theinformation inthe LRD is collected a the establishment, or plant, level and includes
detailed annud information on production factors such as capitd stock, labor, input materids, and
services and on the outputs produced. The LRD contains the same sample of manufecturers as the
ASM. Approximately 55,000 of the population of 350,000 establishments are included in the sample.
Information on dl establishments for dl companies with more than $500 million in shipments are
included in the LRD with certainty. These 500 companies account for gpproximately 18,000 of the
included establishments. The next 12,000 establishments are selected to include dl those with 250 or
more employees or “avery large vaue of shipments’ (Census Bureau, ASM, 1986). Thesefirst
30,000 establishments selected account for gpproximately 80% of the totd vaue of dl manufacturing
shipmentsincluded in the U.S. economy. The remaining 25,000 establishments are randomly sdlected
based on measures of gze. Although the LRD provides fairly continuous observations for large firms
across dl years Snceit’ sinception in the 80's, the smdler firmsincluded in the sample are resampled

every five years (following a Census of Manufactures, x2 and X7 years).

When aplant isfirst selected to be included in the ASM (or every five years for large plants or those
that are part of the largest firms), more detailed information is collected in the first year and follow up
information collected in the next four years. As part of the detailed data collection, firms are asked to
provide a breskdown of new machinery and equipment expenditures. This breakdown request collects
up to three pieces of information which are contained under a single item on the reporting form. The
breakdown consists of: (1) automobiles, trucks, etc., (2) computer and periphera data processing

equipment, and (3) other. The ingructions requested that plants “[r]eport adl purchases of computers

14



and related equipment” (“Ingtructions for Completing the Annua Survey of Manufacturers Report”,
Bureau of the Census, 1982). Only information on new computer equipment (hardware) is requested.
Thisinformation is collected for the prior year only and is not intended to provide a measure of capita
stock invested in computer equipment. The response rate for the ASM typicaly ranges from 80% to

85% (Bureau of the Census).

Because the god of the Censusisto collect information that can be analyzed to reflect the sate of the
entire U.S. economy, if aresponse has not been received from a plant, the Census will generate an
observation for the plant based on data from other U.S. government sources and/or will impute data
values based on industry, plant Size, geographic location, and other characterigtics. Imputed
observations are clearly marked and have been excluded from thisandysis. Further, those plants for
which dl necessary information has not been provided have dso been excluded. For the years andyzed
in this study, the dimination of “imputed” observations and those will missing data resulted in areduction

of gpproximatdy 20% of the sample.

The sampleisfurther reduced when plants failed to report on the detailed breakdown for new
equipment and machinery expenditures. As mentioned above, three breakdown categories were
requested under the same heading. In order to provide the most conservative estimates while till
attempting to eliminate non-responses, observations were retained when at least one of the detailed
breskdown categories was provided. Thisdlows for the andyssto include firms with zero dollars
Spent on new computer equipment. This imination for non-response further reduced the sample size

by approximatdy 50%.
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Data on new computer and equipment spending was collected for the Annua Survey of Manufacturers
in 1982, 1987, and 1992 which are the yearsincluded in thisanalysis. Table 2 (below) shows by year
the summary dtatigtics for those plants that have been included in the andysis. As expected given the
sampling procedure, larger plants are overrepresented in the sample. (For amore detailed comparison
of the ASM with afull Census of Manufacturers, see Doms, et d, 1997.) However, datais captured at

the plant level and not the firm level which isin kegping with the findings of Barua, et d (1995).

Tables 2A, 2B and 2C present the summary statistics for the sample by year broken down by industry
at thetwo digit SIC code levdl. Summary gtatistics for SIC 21, Tobacco, have been excluded to

preserve Census Bureau disclosure integyity.

Since separate estimates will be developed for each of the three years and atime series andysisis not

being conducted, it is not necessary to gpply any discounting factors to the datato bring al dollar

amounts to “congtant” levels.
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Annual Averages

Value of Cost of Capital New
Y ear N Shipments | Materials | Stock Employees Computer
(plants) ($1000's) ($1000's) ($1000's) ($1000's)
1982 | 25131 46900 25324 17346 348.85 73.21
1987 | 26570 58815 30067 22962 327.35 125.47
1992 | 29433 66193 33400 29372 287.78 147.66

Table 2 - Annua Summary Statistics
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1982 Annual Averages
Value of Cost of Capital New
SIC Description N Shipment | Materials Stock Employees | Computer
(plants) s ($1000's) | ($1000's) ($1000's)
($1000's)
20 Food 2927 54400 34540 12153 25104 18.10
22 Textiles 1038 29077 16705 11912 405.38 15.12
23 Apparel 1021 16587 8107 2511 283.03 16.39
24 L umber and wood 1112 12286 7323 5475 128.76 7.16
25 Furniture 553 1749% 7484 5199 296.55 2333
26 Paper 1143 45975 22839 33702 288.07 39.05
27 Printing and 1288 22566 7551 8581 305.44 122.28
publishing
28 Chemicals 1694 62179 28306 34589 27740 55.54
29 Petroleum refining 333 442663 380511 102225 250.27 34.12
30 Rubber and plastics 1336 22060 10057 10542 233.71 15.67
31 L eather 282 16491 7805 2360 301.19 7.62
32 Stone, clay, glass and 949 20948 7261 15081 223.88 17.08
concrete
33 Primary metals 1199 49839 26335 36419 392.08 53.10
A Fabricated metals 2803 20817 9925 7829 217.69 2318
35 Industrial and 3248 38263 16772 13872 376.16 172.30
commercia machinery
(including computers)
36 Electronics (excluding 1825 42761 18068 15178 490.52 126.4
computers)
37 Transportation 934 166535 92239 45682 1190.67 220.00
egui pment
33 Measuring 910 56829 18155 17349 654.26 25255
instruments;
photographic,
medical, watches, &
clocks
39 Miscellaneous 440 21594 9165 5973 250.65 2452

manufacturing

Table 2A - Industry Summary Statistics (1982)
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1987 Annual Averages
Value of Cost of Capital New
SIC Description N Shipment | Materials Stock Employees | Computer
(plants) s ($1000's) | ($1000's) ($1000's)
($1000's)
20 Food 3753 59245 34396 15150 22321 40.16
22 Textiles 982 40515 22538 15033 39L77 29.25
23 Apparel 1078 22645 11326 3001 294.09 17.81
24 L umber and wood 1252 21411 12334 7893 156.08 13.90
25 Furniture 655 26567 11589 7194 322.78 39.54
26 Paper 1465 54826 26005 41106 261.39 57.17
27 Printing and 1538 29871 9463 12588 29147 162.44
publishing
28 Chemicals 2003 76981 32700 42622 225.68 127.62
29 Petroleum refining 334 259615 217476 98895 191.43 77.31
30 Rubber and plastics 1309 30487 13699 13321 241.19 35.12
31 L eather 286 17859 9030 2833 232.80 22.31
32 Stone, clay, glass and 1151 26507 9001 17651 191.64 65.48
concrete
33 Primary metals 1124 76376 40839 49424 389.59 75.12
A Fabricated metals 2582 26471 12757 10107 200.86 4644
35 Industrial and 2661 48018 21816 17864 317.02 23752
commercia machinery
(including computers)
36 Electronics (excluding 1736 62058 25676 24611 489.92 24597
computers)
37 Transportation 1092 258711 151046 67122 1251.50 585.90
egui pment
33 Measuring 975 74833 23441 25375 620.82 38741
instruments;
photographic,
medical, watches, &
clocks
39 Miscellaneous 500 25034 10236 6396 216.61 61.99

manufacturing

Table 2B - Industry Summary Statistics (1987)
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1992 Annual Averages
Value of Cost of Capital New
SIC Description N Shipment | Materials Stock Employees | Computer
(plants) s ($1000's) | ($1000's) ($1000's)
($1000's)
20 Food 3570 77340 45037 22221 243.99 53.70
22 Textiles 1030 48231 26414 20029 375.61 50.39
23 Apparel 934 27437 13231 4010 290.96 41.62
24 L umber and wood 1489 22533 13158 8959 13355 14.75
25 Furniture 705 28837 12999 8982 27855 44.24
26 Paper 1608 62888 30984 62731 25331 84.53
27 Printing and 2038 30236 9017 15534 241.99 186.20
publishing
28 Chemicals 2393 96639 40550 59034 217.28 210.55
29 Petroleum refining 425 281068 228546 114199 181.96 15574
30 Rubber and plastics 2156 29113 13195 14966 194.72 4757
31 L eather 111 34201 16876 5523 31543 39.93
32 Stone, clay, glass and 1507 21504 7216 16359 141.79 20.87
concrete
33 Primary metals 1193 82936 45110 56667 350.33 78.92
A Fabricated metals 2772 27713 13307 11607 180.07 48.22
35 Industrial and 2908 49103 23321 18802 260.46 306.31
commercia machinery
(including computers)
36 Electronics (excluding 1789 79909 33433 35155 456.60 355.69
computers)
37 Transportation 1288 257517 149304 77459 947.93 348.33
egui pment
33 Measuring 972 91373 27506 34218 538.96 521.58
instruments;
photographic,
medical, watches, &
clocks
39 Miscellaneous 507 30973 12246 9367 21879 89.07

manufacturing

Table 2C - Industry Summary Statistics (1992)




3. Reaults

3.1 Manufacturing Results

Table 3 shows the results of completing an OL S regression of equation (5) againgt the data by year with
fixed effects for industry a the four digit SIC code level. Thejoint hypothesistest of the industry
dummy variables shows that they are sgnificant for al three years (p<0.0001). White s test for

hetroskedadticity could not reject the null hypothesis of homoskedadticity of the error terms.

New Number
Materials | Capital Labor | Computer R? of
Year (by) (b>) (bs) (b2) Industries
1982 0.6162 0.0966 0.2824 0.0035" 0.97 444
1987 0.6033 0.1168 0.2659 0.0081 0.96 458
1992 0.5788 0.1218 0.2789 0.0078 0.96 456
*(P<0'0001 unless otherwise indicated)
p<0.001

Table 3 - OLS Estimates with Industry Fixed Effects

As expected, the regression reveals a small but positive eagticity associated with spending on new
computer equipment. A one-tailed F-test reved s that the coefficient on computer spending for 1982 is
less than both the 1987 and 1992 vaues (p<0.0001). No significant difference is found for the
estimates for 1987 and 1992. Given that as a percentage of total durable equipment purchases,
computer equipment spending was risng during that time, the benefit found from computer spending in
1982 islikely to reflect the benefit associated with earlier (and lower) computer spending. The data
andyzed here roughly matches the pattern in spending identified esewhere (Brynjolfsson, 1993). Asa

percentage of total capita for agiven year, spending on new computers is gpproximeately 0.42% in
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1982 and ranges from 0.55% to 0.50% in 1987 and 1992 respectively. However, dthough the lower
eadticity in 1982 suggests support for the argument of lagged benefitsin computer spending, the stability
of the estimated eadticities for 1987 and 1992, supports the argument that lagged effects shouldn’t have
much of an impact after computer spoending stabilizes, which it did around 1983. Therefore, hypothesis
2, finding a positive result usng data from the mid 1980’ s on will not require alowance for lagged
impacts from computer soending, is supported by the data. Further, the findings provide alimited
amount of support for the argument that lagged effects may play arole before the benefits associated

with spending on computers are realized.

The firg hypothes's, andysis of alarge enough sample will show a postive output eadticity and pogtive
average product for spending on computers, is aso supported by these findings. Table 4 showsthe
yearly average products, calculated using equation (3), associated with each year’ s output levels,

spending on new computer equipment, and estimated output € asticity for new computer equipment.

Estimated

Average
Y ear Product
1982 210%
1987 332%
1992 362%

Table 4 - Estimated Average Products for New Computer Spending

These estimates are ggnificantly larger than those found by Brynjolfsson and Hitt (1996) whose
estimated margina product by year ranged from approximately 35% to 150% during the 1987 to 1991

time period. However, the average products shown above are based solely on purchases of new



computer equipment while Brynjolfsson and Hitt had a measure of totd computer stock. Further, their
data supported the estimation of a separate dagticity for “1S [abor” which is not supported by the data
avallablefor the current andyss. Since new computer pending is the only cost captured here while the
productivity benefits are fully reflected, the estimated average products are likely to be overdated. To
develop more redigtic estimated average products for each year, assumptions about total computer
stock and support costs need to be made. Figure 5 shows the resulting average products by year under
avariety of assumptions. First, based on athree year depreciation schedule, an estimate of computer
stock is created by adding 1/3 (year t-2) and 2/3 (year t-1) of the spending on new computer
equipment in year t to the spending in year t. Then, IS labor and support costs added to the already
increased computer stock estimate by 2-5 times current year expenditures. Thisis based on estimates
for support costs which range from around twice (Brynjolfsson and Hitt, 1996) to three to four times
(Landauer, 1996). Asthe figure shows, once an alowance has been made to estimate the actud yearly
cogtsfor aplant’s computer systems, the average products are smilar to the marginal products found by

Byrnjolfsson and Hitt.
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Figure 5 - Adjusted Average Products

The data support the first hypothess. By andlyzing alarger sample of data, the rdlaively smdler
eadticity associated with spending on new computer equipment can be identified. Even with asmadl
effect, the Cobb-Douglas assumptions and low percentage of spending on new computers relative to
total output result in significant average products associated with spending on computers. Even under
the most expensve assumptions for total computer spending (3 year depreciation schedule with support
codts at five times the current year’ s expenditures), the average product for computer spending
outperformed the average product associated with other capital stock, which ranged from 26% to 30%

during the three years analyzed.

We next look at the relationship between spending on new computer equipment and output by year at

the two digit SIC code industry leved in an attempt to develop greater understanding of the potentia for

confounding results crested by the sample mix in previous sudies.
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3.2 Industry Specific Results

As has dready been shown, the relationship between spending on new computer equipment and plant
output varies across industry when controlled for at the four digit SIC code industry level. We next turn
our attention to individua anaysis by industry (at the two digit SIC code level) by year. Table 6
presents the results of the OLS estimated output elagticities for new computer equipment, b4 from
equation (5), for each of the three years available. (Those plants from industry 21, tobacco products,
have been excluded from this andysis due to Census Bureau disclosure requirements. However, they

areincluded in the aggregate andysis presented in §3.1.)
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SIC | Descripton 1982 1987 1992
20 | Food 0.0025 0.0064 | 0.0238 | ="
22 | Textiles 0.0154 | *** | 0.0152 0.0198
23 | Appad 0.1963 0.0210 | """ | 0.0056
24 | Lumber and wood 0.0070 0.0116 | 0.0084
25 | Furniture 0.0177| """ | 0.0153 | """ | 0.0191
26 | Paper -0.0002 0.0055 0.0008
27 | Printing and publishing 00128 " | 00220 |*** | 0.0234 |
28 | Chemicds 0.0147| """ | 0.0203| """ | 0.0160 | "
29 | Peroleum refining -0.0006 0.0115 0.0075
30 | Rubber and plastics 0.0033 0.0071 0.0148
31 | Lesther -0.0051 0.0350 | ©** | 0.0057
32 | Stone, clay, glass and concrete 0.0089 -0.0003 0.0040
33 | Pimay metds 0.0077 | " 0.0064 0.0028
34 | Fabricated metals 0.0012 0.0067 | ™" | 0.0059 | *
35 | Industrid and commercid mechinery | 0.0107 | ™** | 0.0098 | ™" | 0.0194 | ™"

(including computers)
36 | Electronics (excluding computers) 0.0108 | " | 0.0166 | ™" | 0.0207 | """
37 | Transportation equipment 0.0062 0.0115 | *** | 0.0092 | "
38 | Messuring indruments; 0.0131|°* | 0.0184 | | 0.0077

photographic, medica, watches, &

clocks
39 | Miscdlaneous manufacturing 0.0070 0.0172 | ™" | 0.0096

* p< .05

*% p<.01

* k% p<005

* k%% p<m1

Table 6 - Estimated New Computer Equipment Output Elasticities by Industry by Y ear

As can be seen from the table, a significant (p<.05) relationship was found in 32 of the 57 possible
ingances andyzed. Thisindicates tha taken as awhole the findings are well above what would be

expected by chance done. The impact of new computer spending on output ranged from nothing (for



the 25 nonggnificant estimates) to 0.0350 for the leather goods industry (31) in 1987. Six industries
(22, 25, 27, 28, 35, and 36) had a significant, positive output eagticity for new computer spending in al
three years analyzed. Four industries (20, 34, 37, and 38) had a significant, positive output €adticity for
two of the three years. Of those, dl but one (38) showed significancein the last two years (1987 and
1992) but not the first (1982). Six industries (23, 24, 30, 31, 33, and 39) showed a sgnificant postive
relaionship in only one of the three years. Four of those Six indudtries had a pogtive rdaionship in
1987 when the average spending on new computer equipment was the highest in the sample at 0.55%
of capital stock. The remaining three industries (26, 29, and 32) did not show a sgnificant output

eadticity for new computer spoending in any of the three years analyzed.

Although only a cursory investigation has been completed at thistime, it gppears asif podtive results are
associated with manufacturing industries more associated with consumer goods or finished products
(furniture, publishing, industrid and commercid machinery (including computers) and dectronics) while
the probability of no pogtive reationship is greater for those manufacturing industries associated with
raw materids (lumber, paper, petroleum, rubber and plastics, stone/clay/glass/concrete, |eather, and
primary metds). However, the textile and chemica industries show a benefit from new computer
gpending while apparel does not. Obvioudy, more work into understanding the determinants for an
industry of finding a benefit from spending on new computer equipment needs to be completed.

Further, divison by industry a only the two digit SIC code leve is dill rather broad. The datawould
support completing asmilar analysis down to the four digit SIC code leve, pending Census Bureau

disclosure requirements.
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The primary god of this analyss was to provide support for the third hypothesis, the output dadticity for
gpending on computers will differ between industries when measured at the 2 digit SIC code levd,
beyond the generd support provided by the joint hypothesis test of the 4 digit SIC dummy variables
completed in 83.1. Table 6 provides the needed justification to support this hypothess. Asthe intent of
this andysis to develop an understanding of why the IS productivity paradox is supported by some prior
research and not supported by others, showing that the estimated impact of computer spending on

output does vary by industry is sufficient.

The next section discusses some of the limitations inherent in the data analyzed and the results achieved.

The find sections then discuss the implications of these results.

3.3 Limitations

This andysis was completed againgt data compiled by the Bureau of the Census as part of the Annua
Survey of Manufactures and the Census of Manufactures. As such, it consists of data provided to the
federd government by each of the manufacturing locations included in the annua sample or dl locations
inthe census. The accuracy of this information can easily be cdled into question. Following the
gpproach taken by Doms, Dunne and Troske (1997) who used the Census provided dataiin their
andysis, gatigics for the sample analyzed have been caculated and compared againgt those from other
available data sources. Asthe sample selection method is explicitly weighted toward including dl large
firms and plants, the sampleis clearly biased toward large firms. However, the sample does account for

gpproximately 80% of the tota manufacturing economic activity inthe U.S. Also, approximately 50%
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of the sample israndomly selected for dl known manufacturing establishments so the sample averages
are below those of Brynjolfsson and Hitt (1996) whose sample was selected from the Fortune 500. In
addition when working with the LRD, Baily et d. (1992) noted problems with outliers and missing data
Their gpproach was to discard information on any plant in a given year that resulted in a productivity
level outsde of arange of + 200% of the industry average. Given the sgnificant impact to any Statistical
andysisthat outliers may introduce, this may not represent the best gpproach to this problem. Given the
large number of obsarvaionsin the sample, it is not possible to investigate each outlier to determineif it
isalegitimate data point or the result of inaccurate data. As no significant outliers were found in the
datathat may have positively biased the results, the anaysis was completed without removing any of the

obsarvations as outliers.

A further limitation of the results presented by this andyssis that it was only completed against
manufacturing industries. However, as part of this analyssis an attempt to replicate the recent postive
results of Brynjolfsson and Hitt (1993, 1996a, 1996b) and their results where obtained for analyzing
only manufacturing data from a different source, this does not present a severe limitation on the results.
The results of Loveman, Strassmann, and Barua, et a. were aso obtained from data that consisted
primarily of manufacturing firms so ample precedent has been established in the study of the relaionship
between IT spending and productivity for a satisfactory degree of significance to be associated with
these results. 1t should be noted that the results only reflect manufacturing firms and care should be

taken in gpplying any result to other indudtries.



This study has only investigated the dagticity of new computer equipment with regard to plant output. A
more vigorous approach would be to caculate plant productivity and andyze the relationship over time
between spending on computers and productivity. The typica approach would be to caculate total
factor productivity (TFP) aswas done by Baily et d. (1992). Other definitions of productivity are
possible and available from the data source andlyzed. A possible area of future research would beto
andyze the impact on the results when different measures for productivity are used. Asonly
manufacturing locations are represented in the data, the traditional measure of productivity, output per
unit of input, could be useful. Other methods for determining productivity should be investigated, and

the impact of their use on the results analyzed.

Thefind limitations of this research result from the specific information on IT spending thet is available.
Asthe required data is only collected every five years, alongitudind study of the impact of IT spending
on productivity is not immediately avalable. Thisandyss only reflects three separate cross-sectiond
results. Further, only spending information on “new computer equipment” has been collected. This
gpending does not represent the totd required investment by a plant in computer technology which must
include the support and labor costs. Tota computer “stock” vaues would be more appropriate for the
production function estimated. Given the fairly stable investment rate by firmsin computer technology
since the mid 1980's and the relatively rapid depreciation for computer equipment, the correlation
between current year spending and total stock should be sufficiently high enough to dlow current year
gpending to act asaproxy for total stock vaues. As shown in 83.1, even with alowance for sgnificant
increasesto alow for total computer stock vaue and support costs, the average product for computers

for thissample is ill larger than the average product associated with other capitd.



A further limitation results from the way in which manufacturers may have been reporting new computer
equipment spending (Troske, personad communication). The reported level of spending has increased
over time while spending on “other” new technology has shown a corresponding decrease. It is not
clear whether the numbers truly represent a change in spending or reporting. Additiondly, some plants
do not seem to have reported their computer investment, but the growth rates for the reported numbers
correlate strongly acrossindustries. Within specific indudtries there are large sandard errorsin computer
investment. It is unclear whether these gandard errors are the result of truly different spending patterns

or poorly reported data.

4. Discussion

4.1 Managerid Implications

Additiona support for the finding that, at the margin, spending on new computer equipment is correlated
with higher returns than other types of capital spending should be tempered with the same cavesat as
when Brynjolfsson and Hitt found a postive result in 1996. “The firmswith high returns and high levels
of computer investment may differ sysematically from the low performers in ways that cannot be
rectified smply by increasing spending.” (Byrnjolfsson and Hitt, 1996, p. 556) The findings of this
study strengthen that argument. By showing differing inter-industry impacts, it is clear that the impact of
information technology on productivity is different for plants across the manufacturing sector. Simply

increasing spending on computersis unlikely to lead to improved performance on its own.
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By showing that finding a pogitive, Sgnificant output dadticity for computer spending across awide-
range of firms and industries requires afairly large sample, this study helps to vaidate the gpproach
taken by Welll (1992) who utilized a smdl sample but found sgnificant results by focusing on a pecific
industry, vaue manufacturing. The implication for managersisthat care should be taken when
attempting to compare the IT spending and performance of one's own firm againg a representative
group. Although not reedily available, the best comparison group should be astightly focused as
possible. Attempting comparisons to wide-ranging compositesis likely to be meaningless at best. The

finding of variation across industries adds further support to this argument.

Thisunit of anadlysisfor this sudy was plants and not entire firms.  This srengthens the arguments put
forward by Barua et d (1995) who were able to identify a positive finding by matching the spending as
closdy as possble (for the data available) to where benefits would be expected. The implication is that
judtification of spending on computer technology is best done by focusing on where benefits are

expected to accrue and not trying to look for judtification across an entire firm.

4.2 Future Research

Given the finding of differing effects of computer spending on plant output, the obvious next sep isto
attempt and identify the determinants that influence the differences. Although industries have only been
separated roughly at the two digit SIC code level, the datawill support amuch finer grain of andysis.

Additionaly, the data can be aggregated to the firm level ather within an industry or across indudtries for
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dl of the largest firmsin the U.S. which would support an analysis of determinants both by firm and

industry.

Although information on new computer equipment spending is only avalable in five year increments, the
annud information that is available for the four following years will support andyss of plant productivity.
It will be possible to complete three separate longitudina analyses of productivity in five year blocks for
the“smdl” plant portion of the sample and analyss over the duration of the time seriesfor the large
plants and firms. This andysswould alow for identification of lagged effects from spending on
computer technology in the years avallable. Given the differentid effects acrossindudtries, it islikely that

the impact of lagged effects will dso be moderated by industry or firm characterigtics.

A subgtantia number of the plantsin the sample did not report any soending on new computer
equipment in agiven year while il providing at least one of the other detailed capitd spending figures.
An andysisinto the likelihood of a plant to report spending on new computer equipment can be
completed in an attempt to develop an understanding of the determinants of the decison by afirm to
invest in additionad computers. Strassmann has suggested that there may be abimodd digtribution in the
relaionship between spending on information technology and the results achieved in that some firms can
gpend alot and do well while others can spend the same amount and do poorly. Inlooking & the
disperson of productivity across severd indudtries Bally, et d (1992) found that highly productive plants
tended to continue to outpace their peers while those with lower productivity were more likely to exit
theindustry. Taken together, there may be arelationship between ex ante productivity and the ex post

impact from spending on computers. Understanding this relationship and its moderators could lead to



ggnificant improvementsin managerid decison making by firms with repect to spending on information

systems.

The results presented above have focused only on the manufacturing sector because thet isthe only
information currently availablein the LRD. However, finance, insurance, and red estate (FIRE) data
will be avallable soon. Thiswill dlow for a detalled andysisin the parts of the “service sector” of the

economy and comparison with the results found for manufacturing.

5. Conclusion

The sgnificance of this paper isthat provides an explanation for why the IS productivity paradox was
gpparently found and then resolved. By developing an understanding of the process and assumptions
that have been used in previous work, it is shown that only aredatively smal effect needs to be identified
for there to be a sgnificant relationship between spending on information technology, firm output, and
the average product associated with the computer investment. With only ardatively small effect to be
found, alarge sample Sizeis needed. Mogt prior work in this area has used significantly smaler sample

gzesmaking it possible for the anticipated effect to get lost in the noise.

Further sample difficulties are introduced when the sample contains observations from a variety of
indudries. The differencesin effects among industries result in generating unnecessary noise that further
clouds the andysis process. The results obtained provide an explanation for Welll's positive finding a a

time when others were not finding a positive relaionship between firm productivity and spending on



computers. By focusing on asingle industry (as he hypothesized it would) alowed any effect to be

better isolated from the accompanying noise.

The results dso show that a pogitive effect can be found without relying on either recency effects or lags.
Although limited support is provided by these results that indicate the search for lagged effects may be
useful, it was not necessary to postulate lagged effects leading to arecency requirement to be able to
find a dgnificant postive result. Finding asgnificant pogtive reationship between plant productivity and
gpending on computers requires either alarge enough sampleif overal effects are to be found or afocus
on aspecific industry. The three instances of positive results in this area relied on one of these two
gtuations. Welll maintained atargeted industry focus. Byrnjolfsson and Hitt were able to obtain a much
larger data set than had been used previous. Barua, et a, who found a positive result in a data set
where none had been found previoudy, essentidly found away to increase the focus and number of
obsarvationsin the sample. Negative resultsin this area have relied on smal and or poorly focused

samples.

This paper aso replicates the results found by Brynjolfsson and Hitt, it adds support to their argument
that the “productivity paradox” was an artifact of the data used in previous andyses. The results show

not that the “1T productivity paradox” has “ disgppeared” but that it "never was."
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