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 HEP Computing Unprecedented in Scale and Complexity (and Costs)
an Advanced Coherent Global “Information-Infrastructure”

ational and Interdisciplinary Partnerships
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why we are interested in Grids and enabling Information Technc

global collaboration of thousands of physicists

rovide capabilities to individual physicists and communities of scientists that allov

» To participate as an equal in the research program

» To be fully represented in the Global Experiment Enterprise

» To on-demand receive whatever resources and information they need to explore their science int
respecting the collaboration wide priorities and needs

massive computing, storage, networking resources

ncluding “opportunistic” use of resources that are not owned by a particular experiment!

full access to dauntingly complex “meta-data”
‘hat need to be kept consistent to make sense of the event data
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rchical) Distributed Computing Model with multiple Tiers
1al Centers: Managed, fair-shared access to data for Ph

vhere

aximize total funding resources while meeting the
al computing and data handling needs

lance between proximity of datasets to appropriate resources,
d to the users => Tier-N Model

ficient use of network: higher throughput

Per Flow: Local > regional > national > international

| intellectual resources, in several time zones

Laboratories, universities, remote sites

Involving physicists and students at their home Institutions
‘eater flexibility to pursue different physics interests, priorities, ar
source allocation strategies by region

and/or by common interests (physics topics, subdetectors,...)
anage the System’s Complexity

Partitioning facility tasks, to manage and focus resources



36 Nations, 159 Institutions, 1940 Scientists and Engineers (Febi
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CERN Computer
Center > 20 TIPS




100-200 MBytes/s

—
Jystem
- CERN Computer

"'!P
Tier 3 @mmm

. 1 &bits/s Physi'

' 4 pcs, other portals =l

W, |




\\ A

006 2007 2008
Y ears

2002 2003 7 2004 2005 20(C



) enable National and Regional Organizations to meet th

tions
itional Funding Agencies pay for computing contributions of proj
1 Independent set of interfaces leads to partitioning of resources

ore efficient to share large computing facilities with interoperable
terfaces and Environments

self there Is no intrinsic value in globally distributing computing
urces

Iccess of Grid Computing Is based on three fairly simple principl
National Funding Agencies prefer to spend money in home cou
Existing local resources (physical infrastructure, HR) can be lev
plus matching funds and university grants

Computing Clusters are specified for peak needs and the usage
has structure => Spare Computing Cycles available somewher:

ommon Interfaces are prerequisite to discover available resource
fferent Communities likely to benefit from Grid Computing



)ject to build a common grid environment to:

Ide the infrastructure and services needed for production and analysis apy
ng at scale in a common grid environment.

Ide the next phase of the International Virtual Data Grid Laboratory (iVDGL
Ide a platform for computer science technology demonstrators.

yject between U.S. ATLAS and U.S. CMS to use a common environment
> LHC Tier-1 and Tier-2 centers:

ving software developed by one experiment to be integrated and used by b
iIdes agreement on policies, principles and procedures for Grid system use
oring opportunistic use of additional non-HEP computing resources.

0 Demonstrate and Operate a Functioning Multi-Organization Grid:
t well-defined metrics -- a thousand running processes, TBytes/day data tr:
CMS, ATLAS, SDSS, LIGO, Biology, CS applications.

5. CMS Grid2003 is a continuation and extension of the existing U.S. CMS
d to participate in a multi-experiment and organization Grid environment.
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IS a Collaborative Team Effort of Application Integrators and Deployers, S
ators and Grid Service Providers and Supporters. Coordinated by a Taskfc
ing the Stakeholders and joint coordinators representing IVDGL & PPDG a
CMS.

ticipants:

ATLAS & CMS

Im Grid Projects:

ternational Virtual Data Grid Laboratory (iVDGL), which includes LIGO, SDSS
article Physics Data Grid Collaboratory Pilot (PPDG)

rid Physics Network (GriPhyN)
_ , _ Grid2003 Project |
Telemetry (University of Chicago) .. N

=

ined During the Project: ey el e S
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Korea ! e
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Biology - protein sequence analysis. .
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anizations Managed as 4 Virtual-Organizations.
lications including 4 from U.S. LHC.

s Including U.S. ATLAS and U.S. CMS Tier-1 & Tier-2 «
~PUs.
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Usage: Running Jobs
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n in Grid3 was at the level of 58 people. 8 worked full time. 10 worked half
strators worked quarter time.

ffort was at about the estimated 7 FTE-years (17 FTE equivalents for 5 mc



trics were defined in July and measured in November.
e Goal was to operate a Month. Organizations left their resources in Grid2C
rformance Metrics were met, but not the Efficiency Metrics.

etric Goal Achieved Comments
0 i
umber of CPUS 500 2700 Mo_r_e_than 60% of the CPUS_ are non-dedicatec
facilities. They are shared with local users
umber of Users 10 102 Mos’F j.Ob submissions are by a small number o
administrators.
umber of Sites 20 26 Complexity metric.
umber of Sltes_run_nlng 10 17 Demonstrates policies in use.
oncurrent Applications
;t/a Transferred per 2-3TB 4TB GridFTP test application. Grid stable during tes
0 = i
ercentage of 90% 40-50% ./o Nodes used compared to those ayaﬂable t
esources Used jobs. Note many nodes used by local jobs.
. 5
ff|C|ency of Job 2504 75 A) and
ompletion variable
0)
umber of Concurrent 1000 1100 < 50% of 2700. but many used by Local Jobs.

bs

are not measuring this metric correctly yet.

Grid3 “Meltdown” due to revoked certificate (~

+imvac)



Itecture:

lities: Execution and storage. Include non-dedicated, shared resources. NG
irements on nodes.

/ices: Processing, storage, account management, information, monitoring, !
iguration, operations.

ications: Installed dynamically without site administration. Application admi
onsible for the deployment, operation and monitoring of their applications.

Middleware:

lal Data Toolkit (VDT - Globus, Condor, NSF Middleware Initiative, EDG sc

3 extensions for VO (European Data Grid VO Management System), Inforr
ension to Glue Schema) and monitoring (Globus MDS, U.S. CMS MonalLis
glia, MDViewer).

2r middleware (e.g. data management) is different for and the responsibilit
Ication.

g, Installation and Configuration: Used IVDGL/ATLAS Pacman for packagi
n of middleware and applications. Goal to make installation simple and mir



1g Service

lor-G or Chimera Virtual Data System submissions through Globus-Gram
ceeper to one of 4 standard batch systems (PBS, Condor, LSF, FBSng).

1sfer Services

-TP interfaces on all sites through gateway systems

les are transferred into processing sites using globus-url-copy.

pplication specific transfer of Results back
Basic: GridFTP based Data Movement to Permanent Storage System
Advanced: Managed Data Storage and Data Access Services based on SRM/dC

ation and Accounts

ertificates; Globus Gridmapfiles; Unix Account for Each VO.
g Services

2m and application level monitoring

tors between different implementations

ganization Management Services

S server + administration interface per VO.

scripts to automatically generate gridmapfiles.
N Services
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>rid “Regional Center” used dedicated US CMS resources for
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VIS Production Facilities stay part of Grid3

MS simulation production fully compatible with Grid3 environme|
| essential US CMS required functionalities have “production qu
upport

tunistic use of non-CMS resources continues to be
ssfull

ter SC2003 milestone, Grid3 kept running successfully

yme local configuration issues, did not impact overall stability
oks like a successful strategy (effectively doubling resources)
yeration of U.S. Grid with the rest of LHC Grid?

tions model that would support development and new releas
2chnology cycles (data analysis!) on Grid3 and LCG/EGEE?



has Demonstrated:
rogeneous facilities can be used in a common Grid Environment.

operate and use a Multi-Organization Grid with distributed ownership and
coherent system.

id of over ~20 Facilities can be robust and performant for simple productic
iIcations.

feasibility of the strategy of federating and sharing resources - Open Scien
Imap.

e Plans:
rate the current infrastructure for Data Challenges
ve the common Grid Environment for increased capability and performance

t longer term Engineering of Services and Capabilities aligning with and co
e Open Science Grid.

tinue interoperability and joint projects with the LCG



Itions participating in Grid2003 will continue to contribute their resources &
f the shared common infrastructure in accordance with the MOU with

L. The details of a model for ongoing Operations will be worked out over
ext few month.

+ will Operate and Evolve the current Grid Environment:
Jpgrade infrastructure to new versions of middleware and applications;

-ollow up on recommendations from Lessons Learned document
robustness and hardening, extended monitoring, operations infrastructure)

~ontinue adding and integrating a (SRM/dCache based) Storage Element.

borate on further projects to Engineer and Deploy the Next Phase of Grid
ces and technologies

1S part of the continuation of the existing Grid projects in the US and LCG
n conjunction with the Open Science Grid engineering & blueprint



Ing strategy of Interoperability and Joint Projects with the LHC
yuting Grid Project on many fronts.

orative Efforts in particular on
ommon Virtual Data Toolkit (VDT) delivery and support team.

ata Movement and Storage Management: U.S. CMS demonstration
tween Grid2003 and Cern. Using GridFTP, dCache, Storage Resource
anagement (SRM).

)b Execution: U.S. ATLAS Grid3 application submission to LCG sites using
nimera Virtual Data System (VDS).

erge of Information Attributes (GLUE Schema extensions) from Grid2003
1d LCG.

Collaborative Efforts:

rtual Organization Management Project (VOX) collaboration with Europear
ata Grid and LCG Security Working Group.

ontributions to and from the wider CMS and ATLAS software and
)mputing deliverables.

‘esentations at and discussions with LCG committees (Grid Deployment
bard, Project Oversight Board, Software Computing Committee, Project
Kecution Board)

artlc:lpatlon In High Energy Physms Joint Technical Board and Global Grid
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 putting “real”, multi-organizational Grids to work




not talk about EGEE

> HEP Collaboration (or parts of it) fundamentally is a “physicists
ation”

R&D project with an operational component
not a sustained IT organization or a “distributed computing center”

ed to build the partnerships and need to address the organizational issues
how to build the supporting structures to run a truly distributed, engineerec

managed, robust and resilient, accountable and secure service for data ac
and analysis on Peta-scales!

g with centers, universities and projects to formulate a
1ap towards the “Open Science Grid”

1C as an exemplar global science project to drive the creation of a US Natit
source for science — the Open Science Grid

S. grid middleware and services the basis for international initiatives to buil
oduction grids for science

me has come to federate the (U.S.) resources and to continue to “lead”
nstructing a global grid

nld tha NDNCA, cn 1t 1ce Anan A Athar cArinnrrance A AAarmnlarmoante anA Rfarano



services for processing, to be further developed

Monitoring semnvice

i Production sermvice

BookKeeping service




L HC software stack for Event Simulation Production

LHC Event Simulation Production Use Cases

authentication Job submission Data manipula

h 4

VDT 1.5 ' EDG Resource broker ||| RLS _ IE

Globus 2.x i MDS . _Rep .Catlg i




Layered Grid Architect

_ (I Foster et al)
Architecture: (H. Newman)
. Application
Above the Collective Layer ]
“Coordinating multiple resources”| .
ubiquitous infrastructure services, l Collective
_ _ app-specific distributed services |

econstruction, Calibration, Analysis ~ "etine access, controlling use !
ents’ Software Framework LAYEr (favemas arotomsie; & securiy | Connectivity

|odL_|Iar and Grid-av_vare: | “Controlling things locally™
rchitecture able to interact effectively #ccess ta, & control of, resou
ith the lower layers (above)

lications Layer
2rs and algorithms that govern system operations)

olicy and priority metrics

/orkflow evaluation metrics

ask-Site Coupling proximity metrics

nd-to-End System Services Layer

/orkflow monitoring and evaluation mechanisms

rror recovery and long-term redirection mechanisms

vstem self-monitoring, steering, evaluation and optimization mechanisms




forward to physics data analysis means a significant paradigm s
m well-defined production jobs => interactive user analysis
m DAGs of process => “Sessions” and state-full environments
m producing “sets of files” => accessing massive amounts of data
M files => data sets and collection of objects
M using essentially “raw data” => complex layers of event representation
m “assignments” from a central repository => Grid-wide gueries
m “user registration” => enabling sharing and building communities
 (Grid) technologies ready for this?
re needs to be a tight inter-play between prototyping the analysis services
eloping the “lower level” services and interfaces => ARDA Prototype
re going to be the “new paradigms” that will be exposed to the u
2r “data analysis session” transparently extended to a distributed system?
but requires a more prescriptive and declarative approach to analysis
of services for “collaborative” work?
new paradigms beyond “analysis”



Hierarchy of Processes (Experiment, Analysis Groups,Individuals)

RAW Data
ﬁment—
+ Activity Reconstruction _ Re-processing New dete
' events) : 3 Times per year calibrati
. A - Or understz
nte Carlo
- Tn;ﬂ?a ba:
. - —— _ Iterative selection ics |
=20 Groups’ | Once per month refnem
Activity ~ Selection
'w 107 events)
f \ 'L
!:;-r:;dr':l“d;a ! . Different Physics cuts ~ Algorith
Activity Analysis — &MC comparison applied
5 108 events) ~(Once per day - iﬂtﬂ




Hierarchy of Processes (Experiment, Analysis Groups,Individuals)

AW Data

ment-




Grid Layer “Abstraction” of Facilities — Rich with Services!

ICE.tIE:lI'.'I Astrophysics Hll_l EZF\I)E?JS LHC
munities SDSS ! Atlas, CMS,
. . SyncRad :
Bioinformatics Alice
FEL
Applications —

Grid Interfaces

Grid Systems Services

Certifi-
cations

Facilities — /\
Grid Interfaces
"'—
General Faci!ity C“’T‘.m””“‘-*’ University
Facility for any Serving Facility o.g. Facility e.g
yLIrCe Communit Multiple LUS CMS Uw Madiénﬁ
] n TeraGraird Communties Tier-1 and CS Condor
iders 9 e.g. Fermilab Tier-2




M extracts a subset of the datasets from the virtual file catalogue
ata conditions provided by the user.

n splits the tasks according to the location of data sets.
alancing between local data access and data replication.

1 sub-jobs and submit to Workload Management with precise ot
ptions

Iser can control the results while and after data are processed
t and Merge available results from all terminated sub-jobs on re

51S objects associated with the analysis task remains persistent |
nvironment so the user can go offline and reload an analysis tas
ate, check the status, merge current results or resubmit the sarr
\odified analysis code.



Communities of Scientists Using the Grid for Distributed Analysi:
nfrastructure for sharing, consistency of physics and calibration data, softw
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ment’s “Services” go end-to-end!

Experiment Layer
Frameworks, Grid shells, Portals, ...
Experiments, Physics Grid Projects, ...

Application Middleware
ol, Object Servers, Higher Level Services)
;G AA, Experiments, GAE, Grid Projects,

Grid Middleware
Workload Systems, Replica Managers, ...
VDT, LCG/EGEE, Grid Projects, GGF, ...

Facilities and Fabrics
Worker Nodes, Storage Managers, ...
LCG, Regional Centers, Grid Projects, ...

—

Physics
"Data Services"

CMS Physics
Finder

POOL Collection

Manager,
Object Server, ...

Replica System,
Data Access
Optimizer, ...

Storage Managers,
Disk Caches, ...

Physics
"Tasks Manager"

Atlas Physics
Portal

MC Executer,
Physics Prioritizer,

Grid Executer,
Workload
Optimizer, ...

Worker Node
Managers,

I . T



What is analysis anyway?

Monday, 10 May, 2004

Massimo Lamanna (CERN)

“The ARDA Project: Grid Analysis Prototypes
of the LHC Experiments”




's HEP Collaborations are getting ready for the big challe

pected to lead to discoveries of new elementary particles and ne
wiors of the fundamental forces — and a decades-long scientific
ram

lopted a globally distributed computing model, to enable science
al scale, and to enable scientists worldwide to be full part of the
cted breakthrough discoveries

any technology and organizational challenges ahead

orating with computer scientists and other scientific
Unities

nstruct a global cyberinfrastructure of international computing gt
at will be used by thousands of scientists

al to enable scientific collaborators to work together as co-locate
ers, and to create new capabilities to empower the individual sc



of Research for Grid Federations

erface Languages and Standard Protocols

Experiments need to be able to describe Interfaces needed by
applications

Current model where Computing Resource Providers encourage to install
suites of software limits ability to flexibly deploy Grid Services for Applicati

onitoring and Information Providing

to track VO usage of resources

to indicate to incoming users what the likely priority is they will receive
much richer information provider is needed to convey information to optim
users to enable intelligent scheduling decisions

ithentication — A lot of work has been done, but ...

Consensus needs to be built on how tools are used and administered
thorization and Privilege — Almost nothing exists

Closely related to priority and quota setting



erating Resources to form a Federated Grid Is necessary
] together Computing Resources from Different Commur
only then th er of Grid Enabigd Distributed Col

)egin to be reaglife

iImportant for d the Experime

od to work within the Framework of Federated Resource

u Computing System
very little about Operating in a Grid

ronment, and more importantly gains them very little in t

)eginning of Devel

eloping a Homoge
nes the Experime

puting Resources.



