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[1] A new automated cloud screening algorithm for
ground-based sun-photometric measurements is described
and illustrated on examples of real (MFRSR) and simulated
data. The algorithm uses single channel direct beam
measurements and is based on variability analysis of
retrieved optical thickness. To quantify this variability the
inhomogeneity parameter e is used. This parameter is
commonly used for cloud remote sensing and modeling, but
not for cloud screening. In addition to this an adjustable
enveloping technique is applied to control strictness of the
selection method. The key advantages of this technique are
its objectivity, computational efficiency and the ability to
detect short clear-sky intervals under broken cloud cover
conditions. Moreover, it does not require any knowledge of
the instrument calibration. The performance of the method
has been compared with that of AERONET cloud screening
algorithm. INDEX TERMS: 0305 Atmospheric Composition

and Structure: Aerosols and particles (0345, 4801); 0320

Atmospheric Composition and Structure: Cloud physics and

chemistry; 0360 Atmospheric Composition and Structure:
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1. Introduction

[2] The absence of an effective cloud screening algorithm
has been always a problem for ground-based clear-sky
retrievals. Some of the methods currently used for cloud
screening of ground-based measurements extract the clear
sky portions of their datasets by imposing thresholds on
standard deviation of the measured values [Smirnov et al.,
2000; Michalsky et al., 2001] or on the ratio between the
direct and diffuse measurements [Long and Ackerman, 2000;
Augustine et al., 2003]. A sunphotometer calibration often
needs to be determined from the data (using techniques such

as Langley regression), that should be cloud-screened first.
This means that a cloud screening algorithm applicable in
such a case should work on raw un-calibrated data. The
calibration independence requirement makes ineffective the
use of the measurement’s spectral signature (characterized
e.g., by Ångstrom exponent) for cloud screening, because it
can be affected by initial calibration uncertainties. We should
note, that even if the instrument’s calibration is accurately
known, the wide range of retrieved Ångstrom exponents
(especially for dust) [cf. Michalsky et al., 2001] makes it
very difficult, if at all possible, to choose the cloud-aerosol
threshold.
[3] In this study we expand the cloud screening tool kit

by adding a simple one-channel cloud screening algorithm,
that is primarily designed for Multi-Filter Rotating Shadow-
band Radiometer (MFRSR) data. However its principles are
sufficiently general to be broadly applicable. The MFRSR
makes precise simultaneous measurements of the solar
irradiances at six wavelengths (nominally 415, 500, 615,
670, 870, and 940 nm) at short intervals (20 sec in our case)
throughout the day [cf. Harrison et al., 1994]. Time series
of direct solar beam extinctions and horizontal diffuse
fluxes are derived from these measurements. The proposed
cloud screening algorithm is based on local variability of
optical thickness derived from the direct beam measure-
ments in 870 nm channel. Provided that this channel is
sufficiently narrow, measurements at this wavelength only
contain aerosol and cloud contributions, i.e., the channel is
situated away from spectral regions with trace gas and water
vapor absorption. The 670 nm channel that is slightly
impacted by ozone absorption can be used equally well.
Thus, we refer to the clear sky optical thickness as aerosol
optical thickness (AOT) as distinct from cloud optical
thickness (COT). We should note, that the MFRSR-derived
COT values may have a bias caused by the shadowbanding
technique [Joseph and Min, 2003], however this does not
affect our cloud screening. Our retrievals from MFRSR data
[Alexandrov et al., 2002] are based only on direct beam
information (the diffuse flux measurements are used for
calibration only). Thus, we declare a measurement ‘‘clear
sky’’ whenever the line of sight between the sun and the
instrument is free of cloud. This is different from the direct-
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diffuse cloud screening definition, where cloud presence
anywhere in the sky affects the direct-diffuse ratio, and the
‘‘clear sky’’ flag is restricted only to the measurements with
cloud-free hemispheric field of view.
[4] The proposed algorithm is based on the (scale depen-

dent) parameter [Cahalan, 1994; Cairns et al., 2000]

e ¼ 1�
exp ln t

� �
t

; ð1Þ

which characterizes the degree of horizontal inhomogeneity
of an atmospheric field. Here t denotes the optical
thickness, the overbar indicates a moving average (over
15 data points = 5 min in our case). As a measure of
atmospheric variability this parameter is complementary to
the ratio of the standard deviation and the mean. The value
of e can vary between 0 for homogeneous and 1 for
extremely inhomogeneous datasets and is a useful measure
for evaluating the effect of inhomogeneity on the radiative
properties of clouds [cf. Rossow et al., 2002]. Note, that this
parameter is invariant with respect to multiplication of t by
a constant factor. This means e characterizes variability
regardless of the magnitude of optical thickness. Some types
of clouds (thin cirrus, marine boundary layer clouds) may
have values of e similar to those of aerosols. To separate
clear-sky intervals from such clouds we apply the e-test
after a renormalization of the optical thickness (described in
the next section).
[5] In our previous work [Alexandrov et al., 2002] the

cloud screening was done by visual examination of the
‘‘roughness’’ of the optical thickness curve followed by
manual selection of clear intervals through an interactive
computer program interface. This procedure was time
consuming and its results depended on the skill of the
examiner. The algorithm described below has several ad-
justable parameters (such as the moving average window
length) appropriate setting of which can make the automatic
cloud screening work as well as manual screening, while
being faster and more objective. This algorithm facilitates
automatic processing of MFRSR data.
[6] We illustrate the method on the data from a partially

clear day 11 September, 2000. These data were obtained at

the Extended Facility E13 (colocated with the Central
Facility) of the DOE Atmospheric Radiation Measurement
(ARM) Program (http://www.arm.gov) MFRSR network
located at Southern Great Plains (SGP) in northern Okla-
homa and southern Kansas. Figure 1 shows the direct-
normal radiance in 870 nm channel for the entire day. The
clear and cloudy parts designated by our algorithm are
shown respectively in black and grey. The same cloud
separation is shown on the optical thicknesses plot in
Figure 2.

2. Description of the Cloud Screening Method

[7] To prepare the data for cloud screening, we convert
the direct normal irradiances I measured in 870 nm channel
during one day into (uncalibrated) optical thickness

t ¼ � ln
I

I0

� �
� m� tR; ð2Þ

where I0 is the nominal TOA irradiance at 870 nm, m is the
inverse of the airmass (essentially equal to the cosine of the
solar zenith angle), and tR is the Rayleigh scattering
contribution [Hansen and Travis, 1974]. The cloudy
intervals with high COT (I � 0) are removed from the
data before Equation (2) is applied. The resulting optical
thickness may contain calibration uncertainty of the form
const � m, that is a smooth function of time. We do not
include data for airmass greater than 5 due to uncertainties
in the MFRSR angular response and shadowband correction
at large zenith angles.
[8] As we noted above, e-test should not be used for cloud

screening directly. Our tests show, that aerosols and thin
(cirrus) clouds appear to have similar values of e, thus they
cannot be separated by a threshold in this parameter. This
means that the optical thickness of cirrus clouds resembles
AOT multiplied by a constant factor, while e is invariant
under such transformation. Thus, to separate clear sky from
thin clouds we need to modify the original optical thickness
by bringing AOT and COT variability to the same mean,
while retaining the structure and size of their fluctuations.
This is done by subtracting from the optical thickness time
series t its moving average t (with 15 datapoints = 5 min
window) and adding back a constant tconst > 0 which is more
typical as AOT value than COT value. We use tconst = 0.2.

Figure 1. Direct normal irradiances in 870 nm MFRSR
channel measured on 11 September 2000 at E13 Extended
Facility. Cloudy parts of the data are shown in grey, clear-
sky parts - in black. Dotted line depicts the part of the day
before 7:00 and after 19:00 local time with airmass greater
than 5, which is not analyzed.

Figure 2. Cloud screening results on the optical thickness
plot (in log scale), cloudy parts of the data are shown in
grey, clear-sky parts - in black.

L04118 ALEXANDROV ET AL.: AUTOMATED CLOUD SCREENING L04118

2 of 5



The results of cloud screening, however, show almost no
dependence on the exact value provided it is of the same
order of magnitude. Thus, we obtain a renormalized

t0 ¼ t� tþ tconst ð3Þ

that has a mean value typical for aerosols, but different
fluctuations in aerosol and cloud parts. Since the logarithm
used in the definition of e is not defined for non-positive
arguments, we a priori designate the points with t0 	 0 as
cloudy. This approach can misidentify a very short (less
than 5 min) clear sky interval between clouds as being
cloudy, however this situation is statistically insignificant,
since such short breaks in cloud are unlikely to truly be
clear-sky. We compute e0 as a function of time for the rest of
the data by substituting t0 instead of t into (1) and using the
same 5 min window in the moving average. Figure 3 shows
statistical distribution of e0 values derived from 26 days of
data (47,296 data points) obtained at E13 in September
2000. The two maxima correspond to the aerosol and cloud
modes respectively. We have selected e0 = 2 � 10�4 as the
operational threshold value for separating clear sky from
clouds (this value is shown in Figure 3 by dashed line). The
e0 can be expressed in terms of the nth central moments mn =
t� tð Þn, n = 1, 2, . . . as

e0 ¼ 1�
exp ln t0

� �
t0

¼ 1� exp
X1
n¼2

�1ð Þn�1

n

mn

tnconst

" #
: ð4Þ

It follows from (4), that in the small variability limit m2 �
2e0 � tconst2 , and the threshold value of e0 translates to the
threshold value of 0.004 of the standard deviation of t. This
is comparable to values used for MODIS cloud screening
over ocean [Martins et al., 2002], where the threshold
standard deviation of 0.0025 is used on the spatial scale of
1500 m (equivalent to our 5 min if 5 m/sec conversion wind
speed is used).
[9] The selected threshold value of e0 leads to rather

conservative cloud screening. However, visual analysis of
a set of partially clear days suggested that optimal results
can be achieved if another method is used for selection of
additional clear-sky points instead of an increase of the e0

threshold. To include data points between those selected as
clear sky by e0-test and exhibiting similar optical thickness
values we use a procedure based on an enveloping tech-
nique similar to that of the empirical mode decomposition
method [cf. Huang et al., 1998]. First, we construct a min-
max envelope consisting of the two curves: the min (max)
curve is created by taking local minima (maxima) of the
time series of the originally selected points and then linearly
interpolating between these minima (maxima) to the whole
dataset. We found that for optimal results the envelope
should be slightly enlarged (the max-curve multiplied by
1.2, and the min-curve divided by the same factor). Then,
additional data points which (a) are located within 30 min
from an originally selected data point, and (b) have their
optical thickness values within the constructed min-max
envelope, are classified as clear-sky. This procedure is
illustrated in Figure 4.
[10] Our cloud screening algorithm has no significant

dependence on the original calibration of the data, except
for the case of strong negative calibration error, when
significant portion of clear sky data can be designated as
cloudy. To avoid this problem we (a) roughly pre-calibrate
the data using robust Langley regression before cloud
screening, and (b) repeat cloud screening after analysis
and calibration of the initially selected clear-sky dataset.
[11] The described algorithm also screens out portions of

the data with rapid oscillations due to instrument misalign-
ment, when the shadowband does not completely block the
sun during the measurement.

3. Discussion

[12] We have described an automated cloud screening
algorithm and demonstrated it on real MFRSR measure-
ments. As with any cloud screening method, our algorithm
has several parameters which can be user-optimized based
on experience with a particular dataset. These parameters
include the width of the moving average window (we have
chosen 5 min which is of the order of the characteristic time
for boundary layer variability); the threshold for e0 (we use
2 � 10�4); the width of the min-max envelope (we selected
an additional 20%); and the maximal distance from the
initially selected data points within the min-max envelope

Figure 3. Statistical distribution of values of the inhomo-
geneity parameter e0 for the 26-day dataset obtained at E13
in September 2000. The threshold value e0 = 2 � 10�4 for
initial separation of clear sky from clouds is shown by a
dashed line.

Figure 4. An illustration of the enveloping procedure:
originally selected data points (with e0 	 2 � 10�4) are
shown in black, the additional points - in grey, the min-max
envelope used is depicted by dotted curves.
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(we chose 30 min). Since the optimal values of these
parameters are related to each other we suggest that these
values be adjusted in the order in which they are listed
above. We should note also, that changing these parameters
may impact the result in different ways. For example, while
raising of the threshold for e0 on one hand increases the risk
of including cloudy points into clear-sky dataset, on the
other hand it increases the density of the e0-test selected
clear-sky points and therefore makes the construction of the
min-max envelope more reliable.
[13] Unfortunately, objective criteria are not readily avail-

able for validation of a cloud screening algorithm, since it is
impossible to independently verify if the sunphotometer’s
field of view is obscured by a thin cloud or aerosol. Thus,
we evaluated the performance of our new method by
comparison with existing techniques and by conducting
tests on simulated data with prescribed cloud positions
(assuming that our simulations are sufficiently realistic).
We have compared clear-sky selections made according to
the proposed method with those chosen for a colocated
CIMEL sun-photometer according to the cloud screening
algorithm [Smirnov et al., 2000] adopted by Aerosol Ro-
botic Network (AERONET, http://aeronet.gsfc.nasa.gov).
Figure 5 shows the comparison for the data obtained at
SGP Central Facility on two days: 11 September, 2000 and
20 May, 1998. The latter measurements were made during
the Central American fire smoke transport period [Peppler
et al., 2000] and show higher and more variable optical
thicknesses. While temporal resolution and measurement
techniques are quite different for MFRSR and CIMEL,
Figure 5 shows certain similarity in clear sky selection in
the corresponding datasets. Differences are mainly seen in
the smoke case, where the AERONET cloud screening is
more conservative than ours.
[14] We also applied our algorithm to a simulated dataset

(2048 data points) with 28% cloud fraction (575 points)

shown in Figure 6. The distribution of clouds with mean
COT of 0.3 was simulated using a bounded cascade model
[Marshak et al., 1994]. A fractional Brownian motion [cf.
Mandelbrot, 1982] was used to generate the AOT time
series with the mean of 0.2. Both models had the same
scaling parameter H = 0.25. Application of the proposed
method with the parameter values specified above to this
dataset shows good results. Only 71 data points (3.4%) were
designated as clear, while actually being cloudy (however
with small COT: 0.03 on the mean). On the other hand, only
83 data points (4%) were designated as cloudy, while
actually being clear.
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