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Abstract

In many global ocean climate models, mesoscale eddies are parameterized as along

isopycnal diffusion and eddy-induced advection (or equivalently skew-diffusion). The

eddy-induced advection flattens isopycnals and acts as a sink of available potential

energy, whereas the isopycnal diffusion mixes tracers along neutral directions. While

much effort has gone into estimating diffusivities associated with this closure, less

attention has been paid to the details of how this closure (which tries to flatten

isopycnals) interacts with the mixed layer (in which vertical mixing tries to drive the

isopycnals vertical). In order to maintain numerical stability, models often stipulate

a maximum slope Smax which in combination with the thickness diffusivity Agm

defines a maximum eddy-induced advective transport Agm ∗ Smax. In this paper

we examine the impact of changing Smax within the GFDL global coupled climate

model. We show that this parameter produces significant changes in wintertime

mixed layer depth, with implications for wintertime temperatures in key regions,

the distribution of precipitation, and the vertical structure of heat uptake. Smaller

changes are seen in details of ventilation and currents, and even smaller changes

as regards the overall hydrography. The results suggest that not only the value of

the coefficient, but the details of the tapering scheme, need to be considered when

comparing isopycnal mixing schemes in models.
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1 Introduction

Since its discovery in the late 1950s (Swallow, 1971) physical oceanographers

have been extremely interested in the impact of the mesoscale eddy field on

the large scale flow. It was quickly recognized that one important feature of

the eddy field was that it would result in lateral tracer dispersion, and sub-

sequent measurements (Ledwell et al., 1998) have shown that this dispersion

occurs almost entirely along isopycnal surfaces (Redi, 1982). This mixing was

incorporated into z-coordinate ocean models by Cox (1987), with later refine-

ments by Griffies et al. (1998). Additionally, numerical simulations (Rhines

and Holland 1979; Rhines and Young, 1982) suggested early that these eddies

would also mix potential vorticity. Gent and McWilliams (1990) and Gent et

al. (1995) developed a parameterization that aims to partially represent this

process by diffusing thickness between isopycnals. They do so by including

an eddy-induced advective term to the tracer equation which tends to drive

isopycnals towards being horizontal, thus homogenizing the height of a layer

bounded by two such isopycnals. Greatbatch and Lamb (1990) note that this

effect can also be represented as a large eddy-induced vertical viscosity work-

ing on the mean shear. In most models, however, it is described in terms of
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the following mixing tensor (Griffies, 1998)
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In this equation, AI is the along isopycnal diffusion coefficient, Agm is the

thickness diffusion coefficient, and Sx and Sy are the isopycnal slopes in the x

and y directions respectively and S is the magnitude of the isopycnal slope.

The transport of any scalar property is then given by FC = −J · ∇C.

Significant attention has been paid to the value of the eddy diffusion coeffi-

cients AI and Agm, with various representations suggested by Visbeck et al.

(1997), (Held and Larichev, 1996), and Griffies et al. (2005). Our own work

has shown that the value of AI in diagnostic models of ocean circulation can

have important effects on the depth of the pycnocline (Gnanadesikan, 1999a),

the lateral transport of heat (Gnanadesikan et al., 2003), the rate of global

biological cycling (Gnanadesikan et al., 2002) and the uptake of anthropogenic

tracers such as CO2 and chlorofluorocarbons (Matsumoto et al., 2004). Work

by Karsten and Marshall (2002) has discussed how eddies drive flow in the

mixed layer, compensating some part of the Ekman flow so as to allow for a

density balance. Ito et al. (2004) and Mignone et al (2006) discussed how this

could affect the uptake of anthropogenic carbon dioxide.

What happens as S becomes very large? Gerdes et al. (1991) and Gough (1997)

noted that in models with isopycnal mixing alone, large values of isopycnal

mixing coefficient could result in numerical instability and proposed that the
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isopycnal mixing coefficient needed to be tapered. Gough and Welch (1994)

noted that the circulation in an idealized box was in fact sensitive to the value

at which this tapering occurred. While Griffies et al. (1998) noted that stability

could be maintained by avoiding the small angle appoximation, this does not

mean that the solutions produced by allowing large S are realistic. Oschlies

(1999) for example notes that allowing large vertical diffusion coefficients in

regions that are neutrally stratified (essentially allowing the mesoscale eddy

parameterization to function as a vertical diffusion parameterization) resulted

in systematically deep mixed layers. For this reason, he recommended tapering

AI to zero in regions of low stratification.

A different set of problems may be deduced for Agm. Examination of (1) reveals

that as discussed by a number of authors (McDougall, 1998; Killworth 1998,

2001; Karsten and Marshall, 2002; Ferrari and McWilliams, 2006) it is possible

to define a streamfunction Ψeddy for the mass transport associated with the

eddy-induced flow. Insofar as the eddy driven flow in the interior is adiabatic

and is therefore driven along isopycnal surfaces it is possible to isolate some

portion of the eddy-driven flow for which

Ψeddy =
−w̄′b′

b̄y

=
¯v′b′

b̄z

(2)

such that Ψeddy satisfies the equation

−Ψeddy
z ρ̄y + Ψeddy

y ρ̄z = ¯v′b′y + w̄′b′z (3)

If one makes the assumption that ¯v′b′ = −Agmby then Ψeddy = AgmSy. This

is essentially the form in which the eddy-induced transport is implemented in

the scheme of Gent and McWilliams (1990). However, such an implementation

results in problems when the slope becomes large. As discussed in a recent
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manuscript by Ferrari and McWilliams (2006), a number of different solutions

have been proposed to keep the velocity from reaching unphysical values within

the mixed layer. In the Modular Ocean Model, Version 3 (Pacanowski and

Griffies, 1999), the slope was tapered to zero at the edge of the mixed layer.

In the Modular Ocean Model, Version 4 (Griffies et al., 2003) we have chosen

a different scheme, in which

Ψeddy(z) = Ψeddy(z = h)
z + h

η + h
(4)

where h is the depth at which the slope becomes greater than Smax and η is the

free surface height. This essentially identical to the form suggested by Karsten

and Marshall (2002) and Ferrari and McWilliams (2006) in the absence of a

transition zone. However, in realistic situations, spreading out the eddy flux

like this does not eliminate all associated problems. Agm is often taken to be of

order hundreds or even thousands of m2/s (Davis, 2005). Even if the isopycnal

slopes below the mixed layer base are only of order 0.01, the resulting eddy

flux can be of order 10 m2s−1. The Ekman flux within the mixed layer is

only of order 1 m2s−1. In other words, without some sort of tapering scheme,

Ψeddy(z = h) may still be large enough so that it produces a flux many times

larger than the Ekman flux.

In the GFDL coupled climate model, this problem was dealt with by setting

a maximum value S = Smax within the GM scheme, effectively limiting the

maximum magnitude of Ψeddy to AgmSmax. As illustrated in Figure 1, chang-

ing Smax can have an effect on the eddy-driven circulation. The plot shows

the result of two one-day runs initialized from the end of a 100 year coupled

simulation in which Smax = 1/500 (described in more detail in the following

section). In the left-hand panel Smax is kept at 1/500. In the other it is in-
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stananeously increased to 1/100. Because of the short duration of the runs,

the density structure driving the GM overturning is essentially identical. As

a result the overturning streamfunction below the mixed layer is essentially

the same in the two simulations. The overturning in the mixed layer, how-

ever, is substantially different. With the high value of Smax the high slopes

within the mixed layer result in an overturning that transports much more

mass than the deep overturning. This is somewhat disconcerting, as the GM

parameterization is intended to represent the restratification associated with

low-mode baroclinic eddies, not necessarily that associated with small-scale

mixing within the mixed layer. It is also striking in that model descriptions

are not always careful to identify this parameter or to discuss the way in which

the isopycnal slopes are tapered. Note that the zero lines for overturning are

essentially the same in the two models, so that the direct impact of changing

Smax on the overturning is much more important than the indirect effect of

changing the location of the transition layer.

Since the overturning shown in Figure 1 moves light water over dense water one

would expect a higher value of Smax, (all else being equal) to increase the rate

of restratification, causing a stronger eddy-induced heat transport, shallower

mixed layers, less deep ventilation and increased SSTs during the summer

months. In a coupled system, however, feedbacks may either amplify or damp

the effects of changing Smax. The purpose of this paper is to examine how big

the changes implied by Figure 1 actually are in a realistic simulation. While

we recognize that different coupled models, with different parameterization

of, for example, cloud feedbacks may yield different results, our purpose is

to identify processes that are particularly sensitive to Smax and those which

are insensitive. The models used are described in more detail in the following
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section. Section 3 describes the results and Section 4 concludes this paper.

2 Simulation description

We present two runs of the GFDL coupled climate model CM2.1. This model

uses the finite-volume core atmosphere of Lin (2004) and the atmospheric

physics packages are documented in a paper by the GFDL Atmospheric Model

Development Team (2004). The ocean model is the Modular Ocean Model

Version 4 (Griffies et al., 2003) configured as described in Griffies et al. (2005).

Gnanadesikan et al. (2006) analyze the overall circulation in the 1990 control

run of this model, which has relatively low drifts in upper ocean hydrography

and reasonable values for the transports of many key currents. The reader is

referred to these publications for details of the model formulation which is

outlined below.

The ocean model consists of a fifty-level model with a longitudinal resolution

of 1 degree and a latitudinal resolution varying between 1 degree in the extra-

tropics and 1/3 degree on the equator. The model uses an explicit free surface

with real freshwater flux (Griffies et al., 2001), has a mixed layer parame-

terization (Large et al., 1994), and incorporates such numerical innovations

as anisotropic lateral viscosity (Large et al., 2001), a sophisticated advection

scheme for tracers, partial bottom cells so that topography is relatively inde-

pendent of vertical resolution (Pacanowski and Gnanadesikan, 1998), and a

crude representation of the bottom boundary layer.

The model is initialized from a one-year ocean-only run, which is itself initial-

ized from the World Ocean Atlas (2001). It is then spun up without flux ad-
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justments. Radiative forcings due to well-mixed greenhouse gasses and aerosols

are held at 1990 levels. We present solutions from the first 100 years of the

simulation. While this is not long enough for the deep ocean to come into

balance, it is long enough to see very significant changes in the wind-driven

thermocline. As documented in Gnanadesikan et al. (2006) patterns of RMS

temperature and salinity errors in the upper 1500m are well established after

only 60 years of simulation. In general, errors relative to observations and dif-

ferences between the models are computed as averages from years 40-100 of

the simulation.

We present two simulations- one in which Smax = 1/500 as in Delworth et

al. (2006) and Gnanadesikan et al. (2006) and one in which Smax = 1/100.

As both runs have modern greenhouse gas concentrations, they are not in

radiative balance and have a mean uptake of around 1 Wm−2, the consequences

of which will be explored towards the end of the following section.

3 Results

One of the first questions in looking at models of ocean circulation is what sur-

face fluxes drive the model. Figure 2 shows the annual-mean net flux of zonal

momentum, heat, and freshwater in the two simulations. The two curves lie

right on top of each other at all latitudes. The maximum zonally averaged

differences in wind stress are only 0.004Pa. The maximum zonally averaged

difference in heat flux is 8.5 Wm−2 with the mean absolute difference being

only 1.8 Wm−2 and the mean absolute difference in water flux is only about

4 cm/yr. These differences are much smaller than those seen between, for ex-

ample, the different versions of the GFDL coupled model. Our results suggest
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that changing Smax is unlikely to be a means of fixing strong biases in Southern

winds such as those reported by Russell, Stouffer and Dixon (2006).

Despite the fact that these changes in fluxes are small, there are still some sur-

prisingly large changes in the surface properties of the ocean. As seen in Figure

3, increasing Smax produces a complicated pattern of temperature change. In

the tropics, it acts to warm the surface and cool the subsurface. In the north-

ern mode water formation regions, it acts to warm the surface and subsurface.

The subpolar gyres in the North Pacific and Atlantic show very different sig-

nals. The North Pacific surface becomes cooler and fresher, consistent with

its becoming more stratified. By contrast in the North Atlantic the subpolar

gyre shifts southward (Figure 4) and intensifies in the Labrador Sea. On the

one hand this means that more warm salty, surface water is drawn into this

region, thus enhancing the formation of Labrador Sea Water. On the other

hand, the movement of the gyre boundary southward means that cold, fresh

subpolar water extends too far to the south off of Newfoundland.

While these changes in surface properties are significant, the changes in interior

hydrography are much more subtle. One diagnostic that was used to evaluate

the CM2 models during the development process is the RMS error over the

top 1500m. As seen in Figure 5 the differences in RMS error between the two

models are extremely subtle. Increasing Smax produces a small reduction in

the overall temperature error but a 5% increase in the overall salinity error.

Moreover it increases the errors off of Newfoundland in the North Atlantic

Current region - informally christened ”the blue spot of death” by members

of the GFDL coupled model development team. In the real world, the North

Atlantic Current skirts the Grand Banks in this region and large temperature

and salinity contrasts are seen between subtropical and subpolar waters. If the
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North Atlantic Current is slightly shifted, surface temperature biases of up to

10C may be found in a few points. In the current case, we find that increasing

Smax increases the maximum local temperature error in this region from 7.7C

to 8.7C. Reducing this error below 10C was one major goal of our model

development effort as part of the IPCC process. While this seems to favor a

lower value of Smax, it is likely that changes in Smax are likely compensating

for other model deficiencies, such as the inability to resolve flows along the

shelf to the south of Newfoundland. The global RMS SST errors are essentially

the same for the two models (1.20 for the low Smax run and 1.23 for the high

Smax run).

RMS temperature and salinity errors are important because they are used by

model developers as metrics of how well the model is performing. Moving to the

Southern Hemisphere, we find that a more careful examination of fields such

as the potential vorticity structure (Figure 6) is required to isolate differences.

In the Southeast Pacific the potential vorticity (computed as f ∗ N 2/g using

σ0) is high near the surface and between the 27.2 and 27.4 isopycnal surface.

In between, we find a band of low potential vorticity associated with the

Subantarctic Mode Water. This low potential vorticity band is significantly

attenuated in the case with Smax = 1/500 and has an even smaller extent

in the run with Smax = 1/100. The effect of this is even more clearly seen

when looking along the σ0 = 27.0 surface (Figure 2d-f). The data shows a

pool of low potential vorticity water with values less than 0.4×10−10m−1s−1

throughout much of the Southeast Pacific. In the case with Smax = 1/500 this

area is limited to a narrow band. In the the case with Smax = 1/100 the pool

has vanished entirely.

The reduction in the extent of the pool of low PV water reflects the fact that
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increasing Smax causes the mixed layer to become shallow. This is clearly seen

in Figure 7, which compares the mixed layer depth to estimates made from

the World Ocean Database 1998 (Levitus et al., 1998) using the methodology

of (Monterey and Levitus, 1997). The observations are low in the tropics, and

high in the northern extratropics and in the mode water formation region in

the Southern Ocean. The baseline model with Smax = 1/500 has relatively

deep mixed layers in the northern hemisphere but fails to capture the deep

Southern Hemisphere mixed layers, instead opening up a convective region

near the Antarctic margin. Increasing Smax essentially removes this region

altogether, leaving mixed layer depths too shallow throughout the Southern

Hemisphere.

The reduction in Southern Ocean mixed layer depths has important impli-

cations for the vertical exchange in this region. A field that shows this very

clearly the ideal age. Ideal age is a measure of the time since a parcel was last

at the surface. It is well-defined in a model context, but is more difficult to

estimate from observations. Figure 8 shows the ideal age in the two models

compared with the age estimated using CFC12. The CFC12 age corresponds

to the date before the present when water with the observed concentration

of CFC12 (taken from the gridded dataset of Willey et al., 2004) would have

been in equilibrium with the surface. The CFC12 age (top row) reveals that

there is significant ventilation of the Southern Ocean, with significant levels of

CFC throughout the Circumpolar region.That this is accomplished by downs-

lope flow along the margin is suggested by the low observed values in CFC

age there. By contrast the bulk of ventilation in the CM2.1 model occurs in

the middle of the Weddell Sea. This is a frequent occurrence in ocean sim-

ulations, as this region is close to being unstable to cabelling. As described
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by Winton, Hallberg and Gnanadesikan (1998) level-coordinate models have

significant difficulties resolving downslope flows. The CM2.0 model exhibits

neither pathway of ventilation. In order to properly simulate biogeochemical

cycling, we decided to accept an unrealistic pathway of deep ventilation in the

Southern Ocean over no ventilation at all.

The changes in ventilation seen in the ideal age are not what one would ex-

pect from looking at the overturning streamfunction (Figure 9). Increasing

Smax does result in a decrease in the total amount of deep upwelling occuring

in the Southern Ocean (as might be expected from previous work). However, it

also seems to produce a more vigorous AABW overturning cell. A more care-

ful examination of the overturning in density space, however shows that the

apparently large changes in depth space are not matched by similar changes in

density space and thus tend to reflect changes in the locations of flows rather

than major changes in the magnitudes of watermass transformation (though

there is some hint of an increase in Labrador Sea Water formation seen in

density space- though not in depth space).

Because the changes in watermass formation are relatively small, we would

expect the changes in lateral heat transport to be relatively small. This is in

fact the case. As seen in Figure 10a, the difference between the two models is

much smaller than that between the models and the observationally-inferred

heat transport of Trenberth and Caron (2001). The maximum differences are

seen in the Southern Ocean, amounting to about 0.12 PW. This difference

arises almost entirely from the mean advective transport rather than the lat-

eral diffusive transport (Figure 10b). The impact of changing Smax on lateral

heat transport is thus indirect rather than direct.
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The vertical heat transport, by contrast, shows more of an impact of chang-

ing Smax. As discussed in Gregory (2000) and Gnanadesikan et al. (2005) the

dominant budget in realistic ocean circulation models involves downward ad-

vection of heat by the mean flow and upward transport of heat by convection

and subgridscale processes like turbulent diffusion and eddy induced transport.

The fact that the eddy induced transport of heat is actually upwards (the re-

verse of what would be expected from a simple diffusive closure) is largely

due to the Gent-McWilliams parameterization moving warm water upwards

in the tropics and cold water downwards in the poles. Gnanadesikan et al.

(2005) uses the fact that the vertical advection of bouyancy is downwards in

two realistic ocean-only models to argue that winds are primarily responsible

for driving the ocean circulation.

The general picture painted by these papers is seen in our coupled models as

well, as shown in Figure 11. Interestingly, increasing Smax results in a signif-

icant change in the net heat flux into the ocean in this model. The baseline

model has surface heat flux of 0.41 PW into the ocean (around 1.2 Wm2),

while the run Smax = 1/100 has a total heat flux of 0.26 PW. Thus, changing

the value of Smax can have a significant effect on the total heat balance of the

model of approximately 0.5 Wm−2. This is a significant fraction of the green-

house gas forcing at present day- and illustrates that while the exact value

of Smax may not be of first-order importance for the mean simulation, it has

important implications for heat balance.

Further examination of Figure 11 allows us to identify the processes responsi-

ble for changes in the heat uptake. The vertical heat transport in the models is

relatively close below about 1000m. Above this depth increasing Smax results

in a decrease in the vertical convective heat flux of between 0.06 and 0.23 PW,
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which is more than compensated by an increase in the upward subgridscale

heat flux of 0.15-0.45 PW. Below 1000m the increase in vertical subgridscale

heat flux is balanced not only by a decrease in convection, but by an increase

in the downward vertical advective transport of heat.

Despite the fact that the zonal mean fluxes of heat and freshwater are almost

identical in the two models, there are a few locations where a significant dif-

ferences in mean climate are seen. One of these which is related to the shift in

the North Atlantic gyre circulation (Figure 4) which results in a warming in

the northeastern Atlantic. Figure 12 shows the temperatures over Western Eu-

rope during January and July from the two runs. Interestingly, there appears

to be a significant increase (of about 0.5C in the mean) in the summertime

temperatures associated with changing Smax. Perhaps more interesting is the

increase in the number of extremely warm July temperatures in the run with

higher Smax. It appears that these result from an increase in incoming solar

radiation despite very little change in the mean cloudiness. Apparently in the

run with higher Smax Europe experiences more clear, sunny days.

Another region that shows significant differences between the models is the

tropical Pacific. As seen in Figure 3 the high Smax run is warmer to the south

of the equator and colder on the equator. This results in exacerbating a well

known problem with coupled models, namely the extension of the intertropical

convergence zone into the eastern Pacific. The increased precipitation (Figure

13a) is seen in all four seasons and also results in increases in high clouds (Fig-

ure 13b) and local decreases in outgoing longwave radiation of up to 6 Wm−2

(Figure 13c). The signal is relatively robust interannually. While preliminary

analysis (A. Wittenberg, pers. comm.) indicates that the change may impact

the spectrum of temperature variability as well full analysis of why this is the
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case is beyond the scope of this paper. In a coupled context the changes in

Pacific atmospheric circulation also favor using a lower value of Smax.

4 Discussion

Parameterizations of eddy-induced advection require an upper limit to be set

on how large a transport can be associated with eddies in order to maintain

numerical stability. We have shown that the details of how this limit is im-

plemented, in particular the maximum value of the slope Smax can produce

significant changes in the location, rates and processes responsible for vertical

exchange. While the global RMS temperature and salinity errors are relatively

insensitive to Smax, Southern Ocean ventilation as diagnosed by the ideal age

and heat uptake are much more strongly affected.

Probably the most important of these is the level of vertical exchange in

the Southern Ocean. The properties of the abyssal ocean are primarily set

by three sources, North Atlantic Deep Water, Circumpolar Deep Water, and

Antarctic Intermediate Water. An important difference between these sources

is their nutrient content- North Atlantic Deep Water is relatively depleted in

nutrients such as phosphate relative to Circumpolar Deep Water. Chemical

oceanographers refer to the nutrient content of water sinking into the abyss as

the preformed content. Changes in the preformed carbon content of the deep

ocean can have an important impact on atmospheric carbon dioxide (Marinov,

2004; Marinov et al., 2006). Toggweiler et al. (2006) have proposed that the

change in atmospheric carbon dioxide between glacial and interglacial periods

can be controlled by whether or not carbon sequestered in the deep ocean

can escape through convective regions in the Southern Ocean. This paper
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suggests that details of the eddy parameterization can determine how well the

process of opening and closing convective regions will be simulated otherwise

”realistic” climate models.

Tuning a climate model involves considering many different processes and ex-

amining the many differences between models and observations. It is not our

purpose in this paper to argue that one value of Smax is intrinsically supe-

rior to another. Instead, we wish to emphasize the details of how tapering

is applied can alter the vertical structure of the response to changes in cli-

mate and may modulate important biogeochemical feedbacks. Unfortunately,

this parameter is often chosen in an ad hoc manner and the value used is

frequently not documented. This paper argues that climate modelers need to

pay attention to these details, an argument bolstered by recent work by Dan-

abasoglu et al. (2006) suggesting that such details play a more significant role

in the NCAR coupled model. While the overall effect of Smax on traditional

metrics for climate models (such as globally averaged SST error and hydro-

graphic error) is relatively small in our simulation- it can change the overall

radiative balance by about 0.5 Wm2 and can produce significant local changes

in temperature and circulation. It is our hope that the ongoing Eddy-Mixed

Layer Interaction Climate Process Team (http://cpt-emilie.org) will help to

put better constraints on this process.
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Fig. 1. Difference in eddy driven overturning (Sv) at a single latitude from changing

Smax. Black lines represent the potential density referenced to the surface, red lines

the overturning in Sv

Fig. 2. Zonally averaged fluxes of (a) zonal momentum in Pa (b) Heat flux in W/m2

and (c) Net water flux (precipitation- evaporation) in m/yr.As can be seen from

these plots changing Smax has a very small impact on the air-sea fluxes.
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Fig. 3. Changes in mean hydrographic structure resulting from changes in Smax.

All differences are the result of increasing Smax from 1/500 to 1/100. (a) Zonally

averaged temperature difference in C. (b) Zonally averaged salinity difference in PSU

(note reduced scale relative to other plots) (c) Sea surface temperature difference

in C. (d) Sea surface salinity difference in PSU.
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Fig. 4. Horizontal Streamfunction Ψ (Sv) in the North Atlantic. Positive val-

ues denote clockwise circulation, negative anticlockwise. (a) For base case of

Smax = 1/500. (b) For case where Smax is increased to 1/100. (c) Difference between

the two cases.

Fig. 5. RMS Error over top 1500m for two values of Smax. Note that the differ-

ences are very small and the patterns very similar, with the exception of the North

Atlantic. (a) Temperature, Smax = 1/500. (b) Temperature, Smax = 1/100. (c)

Salinity, Smax = 1/500. (d) Salinity, Smax = 1/100.
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Fig. 6. Planetary geostrophic potential vorticity and potential density in the South-

east Pacific. Top row shows a cross section averaged from 120◦W to 80◦W, bottom

row the distribution along the σ0=27.0 surface. Potential vorticity is f
ρ

∂ρ
∂z

in units

of 10−10m−1s−1. (a,d) From observations (b,e) Coupled model with Smax = 1/500.

(c,f) Coupled model with Smax = 1/100.

Fig. 7. Mixed layer depths in the two models compared with data. (a) Annual mean

mixed layer depth in m in model with Smax = 1/500. (b) Annual mean mixed layer

depth when Smax is increased to 1/100. (c) Zonal average compared with data.
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Fig. 8. Age in years in the Atlantic sector (left column) and at a depth of 3000m

(right column). Observations are CFC12 age (top row, in years), model output is

ideal age. Smax = 1/500 run is shown in the middle row and Smax = 1/100 in

the bottom row. Note that the higher value of Smax essentially eliminates Southern

Ocean convection.
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Fig. 9. Overturning streamfunction in Sv in the two models. Left-hand column shows

overturning in depth space, right-hand column shows overturning in density space.

Top row shows runs for Smax = 1/500 middle row for Smax = 1/100 and the bottom

row the consequence of increasing Smax.

28



Fig. 10. Lateral transport of heat in the models. (a) Models compared with observa-

tionally-inferred transport by Trenberth and Caron (2001). (b) Effect of increasing

Smax on heat transport broken into total effect (solid), effect due to mean advection

(dashed) and lateral diffusion (solid+stars)
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Fig. 11. Vertical transport of heat in PW due to various processes. Run with

Smax=1/500 is shown with solid lines, Smax=1/100 with dashed lines. (a) Total

heat transport. (b) Heat transport associated with vertical advection alone. (c)

Vertical heat transport associated with convective adjustment. (d) Vertical heat

transport associated with all other subgridscale processes
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Fig. 12. Atmospheric temperature at 2m averaged from 10W-30E and 30-50N (basi-

cally corresponding to Western Europe). Black lines show baseline simulation with

Smax = 1/500, red lines the perturbation simulation with Smax = 1/100 and sym-

bols show a 10-year running mean. (a) January temperatures. Although the case

with Smax = 1/100 appears to be a little warmer, it is far from clear that this is

significant given the overall variability over a range of time scales. (b) July temper-

atures. The Smax = 1/100 simulation is warmer by about 0.5C and shows a clear

separation from the baseline case.
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Fig. 13. Changes in the Pacific associated with increasing Smax. (a) Change in

precipitation in m/yr. (b) Change in high cloud percentage. (c) Change in outgoing

longwave radiation. (d) Annually averaged precipitation time series from the two

simulations in the region from 180W to 80W and 5S to 15S.
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