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Abstract

In this study, numerical models have been used to model the generation, flux and fate of the natural
primary production phytoplankton particles, and their interaction with each other and with physical
processes. The physical air-ice-ocean interaction has been modeled numerically in a relatively fine scale
cross-sectional model. Experiments include melting ice in a marginal ice edge zone, coastal upwelling
along an ice covered coast, and wind-driven cyclonic motion as would be generated by a passing storm.
This cyclonic motion causes opening of ice and preconditioning of water via upwelling. This is followed
by a cooling event. The cooling generates ice in the open water, causing brine rejection, leading to
vertical convection of sea water. These physical interactions have been simultaneously modeled with both
biological primary production and the subsequent aggregation of phytoplankton. Results suggest that two
main sources or pathways or processes for the formation and flux of particles are brine rejection from ice
formation in fall and winter, and aggregation in primary production blooms in spring and summer.
Available hydrographic and biological data have been used for initial and boundary conditions and for
verification. Verification from limited data available is reasonably good.

Introduction

The circulation on the Chukchi Sea shelf north of the Bering Strait (Fig. 1) is not well understood
although progress is being made [e.g., Weingartner et al. 1998]. This broad, shallow shelf bordering the
deep Arctic Ocean basin is an area of confluence of ocean flow from the Bering Sea to the south and from
the Siberian shelf to the west. This confluent flow tends to spread out toward the deep Arctic Ocean
beyond the shelfbreak, where it meets westward flow from the Beaufort Sea moving past Point Barrow.
Some of this confluent flow is turned westward along the Siberian shelfbreak, while some recirculates on
the shallow Siberian shelf back toward the Chukchi shelf. There is also subsurface flow which moves off
of the shelf and/or down the shelfbreak canyons, such as the Barrow Canyon, feeding the Arctic Ocean
halocline, or deeper. Some of this subsurface flow moves around Point Barrow and continues east along
the Beaufort shelfbreak.

The circulation and dynamics of the Alaska Beaufort and Chukchi Sea shelves are further complicated
by the cover of mobile and restless sea ice in winter that reduces to a partial covering of ice in summer. In
other ice infested seas such as the Bering Sea and East Greenland Sea, increased insolation in spring and
summer, and the resulting melt water, causes surface low-salinity stratification leading to increased
primary production. There is reason to suspect that this also happens in the Chukchi/Beaufort Seas. In
spring, ice melt water oauses surface ocean density stratification which leads to elevated biological
primary production in the presence of sunlight and nutrients [e.g., Alexander and Niebauer 1981;
Niebauer et al. 1990, 1995].

1

In fall and winter, ice formation in the leads, cracks, shear zones and polynyas, as well as episodic wind
events which open gaping holes in the ice canopy, lead to brine formation [e.g., Cavalieri and Martin
1994]. This brine convective1y sinks to the shelf bottom and feeds into the Arctic Ocean halocline
through, for example, the Barrow Canyon [e.g., Weingartner et al. 1998].

While biological production in the permanently ice covered Arctic Ocean is low, in the seasonally ice free
shelf regions surrounding the Arctic Ocean, it can be high, and interaction of the ocean and biology with
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ice is important [e.g., Alexander and Niebauer 1981; Grebmeier and Cooper 1995; Niebauer et al. 1990,
1995; Walsh et al. 1989; Smith and Sakshaug 1990]. Arctic marine food webs are greatly influenced by
the interdependency of sea ice, water density and nutrient availability. The currents and ice may carry
materials derived from human activity, as well as natural materials, into the region and interact with
biological processes. Materials derived from human activity can include petroleum, material from
offshore mining, radionuclides etc. Natural materials include nutrients, detri~s, and again, petroleum
particles. For example, the flow from the Bering Sea into the Chukchi Sea is particularly rich in nutrients
which fuel high primary production in the southern Chukchi Sea [Walsh et al. 1989]. The Bering Sea may
be a primary source of nutrients to Fram Strait in the eastern Arctic [W.O. Smith, Jr., pers. comm.], and
these nutrients must cross the ChukchiIBeaufort shelves to get there.

Primary production particles (i.e., phytoplankton) aggregate, incorporate and otherwise interact with
each other forming larger, more dense particles which sink faster. Single celll~inking is ~0.5-1 m a'

"while aggregate sinking speeds range to ~ 10m d -I, although speeds of up to i00 m d -I [e.g., Hi111992],
and even >200 m d-I [e.g., Gardner 1997] have been reported in the ocean. Aggregation and sinking carry
these particles out of the photic zone and surface layers and deeper into the ocean. Because cold water
tends to slow zooplankton development, phytoplankton are not heavily grazed [e.g., Coyle and Cooney
1988] and so can sink to the bottom. This primary production directly feeds the substantial benthic
communities, and both directly and indirectly feeds the sizable marine mamrJal populations of the Arctic
shelves. It is the bio-physical-ehemical interactions of the primary production and their fluxes and fates
that are being modeled with the aim of predictive capability.

In addition to the aggregation and sinking of spring blooms, the dense water (brine) generated when ice
forms can also carry particulate material to the benthos, into the Arctic Ocean halocline or to the abyss

II

beyond. As mentioned above, the Arctic Ocean halocline, which begins at only 30- 60 m and is ~ 100 m
thick, is thought to result from the lateral input of cold, high salinity water from the polynyas and leads,
etc. Brine generation undoubtedly entrains particulate material of "new" production from the seasonal ice
edge and open water blooms on the Arctic shelves, including the Bering Sea [Walsh et al. 1989].

This project used numerical models of air-ice-ocean interaction with biological production and nutrient
II

chemistry to understand, model and quantify energy and material (i.e., biological or primary production,
chemical nutrients, salt brine) interaction, pathways, fluxes and fates on the Alaskan Arctic shelves.

Objectives and hypotheses
Emphasis was placed on understanding and predicting the interaction of primary production particles and

.II
their flux (especially vertical, but also horizontal) and their fate on Arctic shelves.

The specific objectives were:

1) To modify an existing numerical model of Arctic waters [Niebauer and Smith 1989; Smith and
Niebauer 1993], which includes sea ice as well as biological and nutrient chemistry interactions,

"to realistically model the vertical flux of phytoplankton as aggregates:
II

2) To model Arctic shelf spring phytoplankton blooms, aggregation and vertical transport of
chlorophyll/phytoplankton as a function of physical processes of melt water and/or solar heated

2



surface stratification, wind mixing and wind-driving (coastal upwelling) of nutrients into the
photic zone.

3) To model the vertically downward transport of water, both in conjunction with and as a separate
process from the flux of natural/primary production particles and particle aggregation. This
physical emphasis includes modeling higher density surface water formation and deep convection
through processes such as ocean surface cooling, ice formation and brine rejection, and possible
interaction with eddies.

4) To interact with field/data groups and individuals, as recommended by the National Academy
of Science reports, who are working on different aspects of the Alaska Arctic shelves such as
Dr. Tom Weingartner (e.g., hydrography, current meters, meteorology). The objective was to use
field data to model initial and boundary conditions and to verify model results, and to use the
model results to help form hypotheses, test ideas and refine field studies and plans. We also
proposed to explore whether our modeling might or should eventually be reworked as an
imbedded model in the larger scale regional circulation and/or trajectory model of the
ChukchilBeaufort Seas such as proposed by Dr. Weingartner and Dr. Andrey Proshutinsky at
the University of Alaska, or by Dr. Dale Hadvoge1 of Rutgers University.

Hypotheses:

1) Phytoplankton particle and particle-particle interactions (aggregation) and subsequent sinking
provide a dominant pathway for the removal of natural particles, nutrients and carbon from the
surface layer. This material goes to the shelf bottom, the Arctic halocline or the deep Arctic basin.

a) During spring blooms, melt water stratification leads to primary production which aggregates
and sinks, carrying material to the bottom.

b) During winter ice formation, polynyas (events) and larger ice-spreading events when open
water is exposed to freezing temperatures, ice forms causing brine rejection and downward
convection of cold, salty, dense water carrying material to the benthos and into the Arctic
Ocean ha1ocline.

2) Variability in environmental conditions strongly affects the timing, flux and fate of dense water
and primary production of particles. In some years, sea ice barely pulls away from the Alaska
Arctic coast while in other years the open ocean extends lOs of kilometers. This must also
strongly affect the formation, flux and fate of water and biological particles.

3

Methods

Below is a narrative text of the modeling, followed by technical details.

The model is a cross-sectional, multi-layered, time-dependent, finite difference numerical model that is
composed of physical, biological and sea ice sub-models (Fig. 2). The original physical model had its
genesis in Bennett [1974] but has been greatly modified. For this project, the space dimensions are
-120 km in the horizontal by -300 m in the vertical with Llx of3 km and Llz of5 m. Recent simulation



durations have been 12 weeks with ~t of 10min [Smith et al. 1999]. These dimensions and details are
fairly arbitrary and really only depend upon computer power. II

The physical and biochemical ocean and ice sub-models are a series of time- and space-dependent
coupled non-linear equations of motion which include the effects of Corio lis, wind and heat forcing, ice
motion, as well as melting and freezing, and vertical and horizontal density gradients and ocean currents.
Ocean density is a function of salinity, temperature and pressure. The physical model is a cross-sectional
circulation model, sometimes called a 2 1/2 dimensional model in space in tha~ currents etc. can vary

I

in time and space in the vertical and in the horizontal dimension parallel to the section. However,
perpendicular to the section, currents can exist but can vary only in time but not in space along this
dimension. That is to say, the dimension perpendicular to the cross section is modeled as very long and
so, for example, edge waves cannot propagate in this direction. The model is 31/2 dimensional including
time. The initial conditions for salinity, temperature and density are shown in Figure 3 as taken from
Aagaard et. al. [1988]. II

The biological sub-model [Niebauer and Smith 1989] includes two separate nutrient pools (nitrate and
ammonium), phytoplankton nutrient uptake, grazing by zooplankton, and nutrient recycling and
regeneration. The initial conditions for nitrate are 8 flM for 0-40 m, 12 flM for 40-60 m, 16 flM for
60-75 m, and back to 12 flM for 75-300 m [Aagaard et. al. 1988].Ammoniais set at 0.5 flM throughout.
Primary production is driven by an insolation sub-model as a function of date iand latitude as well as

II
nutrients and physical parameters such as depth, temperature, stratification, etc.

4

Code on biological particle aggregation [modified after Riebesell and Wolf-Gladrow 1992] has also been
added as aggregation appears to be an important process for transporting biological products deeper in
the ocean (i.e., bigger aggregations are more dense and so sink faster).

I
;1

The phytoplankton initial conditions are that all size classes are set = 0.01 ug L-I except for the first
(smallest) size class which = 0.1 ug L-I. This results in a total chlorophyll concentration at each grid
point = 0.19 ug L-I. Zooplankton initial conditions are that large zooplankton are = 0.15 ug N L-1

(20.4 mg dry wt m") above 30 m and are = 0.03 ug N L-1 (4.1 mg dry wt m-3) below 30 m. Small
zooplankton = 0.01 flg N L-1 (1.4 mg dry wt m'") throughout. These are taken from Niebauer and Smith
[1989] and are somewhat arbitrary but are required to get the predation going'l

The physical sea ice sub-model is a simple balance among Coriolis force, win~ drag and ocean drag. The
coupling between wind and water is enhanced by the moving intermediary ice. That is, the drag between
wind and ice and between ice and water is greater than between wind and water. Thermodynamics
connect ice and water so that there can be change a of state between water and ice. The ice sub-model
allows for sea ice formation and thickening (and salt rejection), melting and thinning (and associated
ocean freshening), and differential advection (and associated mechanical thinning and thickening of sea

'I
ice due to both wind stress from above and current stress from below). Therefore, both latent heat and
sensible heat polynyas can form. In the present model, it is probably a stretch to say that leads (~meters)
can form because the horizontal grid spacing is 3 km, a dimension closer to polynyas. However, the
model does allow 0-100% ice cover in each grid space so that leads can be simulated to some extent.

This next section deals with the details of the model.



Physical processes
The equations of advection and diffusion of momentum, heat and salt, as well as continuity, the
hydrostatic approximation and the equation of state are as follows:

dV dV dV -1 dP 1d'Tzy d2V
-+u-+w- = --+---+N -- fu
dt dX dZ P dY P dZ x dX2

dS dS es d2S d2S
-;-+u-a+w- = KZS-

2
+KXS-

2at X dZ dZ dX

dU+dw = 0
dX dZ

dP =pg
dZ

p=p(S,T,p)
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(1)

(2)

(3)

(4)

(5)

(6)

(7)



Table 1. Variables in Equations 1-9.

Variable Definition

x coordinate normal to ice edge
coordinate parallel to ice edge
vertical coordinate
time
x component of velocity (normal to ice edge)
y component of velocity (parallel to ice edge)
z component of velocity (vertical)
Coriolis parameter
gravitational acceleration
density of water
pressure
x component of vertical shear stress
y component of vertical shear stress
horizontal grid spacing (3 km)
vertical grid spacing (5 m)
time step (600 sec)
temperature
salinity
vertical eddy viscosity as a function of the Richardson Number
vertical eddy diffusivity of heat and salt as a fun~~ion of the
Richardson Number
horizontal eddy viscosity (1.5x106 cm2 S-2)

horizontal eddy diffusivity of heat and salt (1.5x105 cm2 S-2)

y
Z

t
u(x,z,t)
v (x,z,t)
w(x,z,t)

f
g
p
P
'l'x(x,z,t)
'l'y(x,z,t)
dX
dZ
dt
T(x,z,t),OC
S(x,z,t), psu
Nz(x,z,t), cm2 S-2

Kz(x,z,t), crrr' S-2

II

The variables in (1)-(9) are defined in Table 1. These equations, as well as thb ice model and biochemical
equations, are all solved by a finite difference scheme. A non-linear equation of state with density as a
function of temperature, salinity and pressure [Millero et al. 1980; Millero and Poisson 1981] is included
because at the low temperatures of polar waters, salinity differences dictate density gradients, while
temperature is required for realistic simulation of the thermodynamics of the MIZ (marginal ice zone)
as well as an input for biological dynamics. Density as a function of pressure is also required to test
hypotheses concerning penetrative convection. il

;i

Solutions to the physical and biological equations are generated on a 120 kIn by 300 m gridded section
through the marginal ice edge zone (Fig. 2). The Boussinesq approximation is invoked; in addition, it is
assumed that all along-ice time dependent gradients may be neglected, which implies that the along-ice
direction is modeled as infinitely long. As a result, both vectors and scalars (e.g., currents, temperature)
can vary in time but not in space along this axis, which results in some features (e.g., edge waves) being
filtered out. The ocean surface is modeled as a rigid lid which eliminates surface waves and tides while

!I
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markedly increasing the length of the time step consistent with computational stability [e.g., Bennett
1974]. The time scale of the model (10 min) easily resolves both the biological and physical processes
associated with Coriolis dynamics (f " or ~2 hours). Tilting of the sea surface and associated barotropic
transport are allowed in the along-ice direction as dictated by boundary conditions such as wind stress.

In the numerical solution all but the diffusion terms are calculated by a "leapfrog" -centered time
difference method. The diffusion terms are forward differenced in time, while the spatial derivatives are
evaluated by centered differences. This procedure conserves mass, momentum and energy when used
with the flux form of the equations as is done here. The pressure gradient terms in (1) and (2) are
computed diagnostically from the hydrostatic equations and mass balance constraints.

The boundary conditions include the no-slip condition at the bottom, while at the surface and bottom
the vertical velocity is zero. Except for the coastal upwelling simulation, there are no vertical solid
boundaries (i.e., coasts) so that heat and salt fluxes are either specified or are zero only at the surface and
at the bottom. Radiation conditions are specified at the two open-ocean boundaries so that information
(e.g., momentum, heat, salt) passes through with as little reflection or distortion as possible. This is done
by relaxing the tangency and no-slip conditions on these boundaries and then taking the first three
columns (i.e., 6 km) interior of the boundary, including the boundary column, and setting all of the
vectors and scalars in those columns equal to the fourth column (i.e., 9 km from the boundary) on each
time step. This allows momentum, mass and heat to pass through the boundary without reflection. We
have made many runs with this model with these boundary conditions as well as with solid boundaries
and have little trouble with computational instabilities. No reflections or distortions of the interior
solutions have been observed with this formulation. Wind stress is specified at the surface of the ocean
and/or the ice, while below the surface vertical shear stresses are computed using:

(8)

(9)

The vertical mixing of momentum, heat and salt are given by Munk and Anderson [1948]:

( )
-05

Nz ::::5+50 1+IORi . (10)

( )
-1.5«, ::::50 1+3.33Ri (11)

R,(x,z,t) ~ ;( ~)/[(~; J + (~; J] (12)

The Richardson number (Ri) is defined by:

7



(13)

'tzy = P 0.002 (u2 +V2t5 V (14)
"I
II

The dimensionless value of the drag coefficient, 0.002, is a commonly quoted value for typical bottom
roughness [e.g., Bennett, 1974].

The values of the horizontal eddy viscosity and diffusivity were chosen as low as possible to illustrate
the advective nature of the circulation and to smooth the solutions. The horizontal eddy viscosity is in
the range of those used to model coastal upwelling [e.g., Hamilton and Rattray 1978] and allows the
formation of a baroclinic geostrophic ice edge jet in the coastal upwelling experiments. Further details of
the general characteristics of this model are given in Bennett [1974], Niebauer [1982] and Niebauer and
Smith [1989].

(17)

The ice sub-model is conceptually simple. Ice thickness is specified at each surface grid point as an initial
condition. The mass of ice is conserved while being acted upon by wind and ocean stresses (horizontal
advective fluxes) as well as by ocean temperatures (vertical heat and salt fluxes). The ice cover is
assumed to be in free drift on the ocean so that momentum is modeled as a simple balance between
stresses exerted by the wind, water and Coriolis force [McPhee 1980; Pease and Overland 1984]. Internal
ice stress and the nonlinear terms in the ice momentum equations are assumed to be negligible, which is
reasonable only away from the deep winter ice pack and from coastal barriers, where internal ice stress
and floe interaction are important to the total momentum balance. The ice momentum equations are:

!I
!~ (15)

(16)

where Taix and Taiy are the stresses between the air and ice, Tiwx and Tiwy are the, stresses between ice and
water, Pi is the density of ice (0.91 gm cm-\ d, is the thickness of the ice, and Vi and Vi are the ice
velocities in the x and y directions. Wind stresses between air and water, Tawx and Tawy,are calculated via:

!I.,

where Pa is the density of air (0.0012 gm cm-\ Ca is the drag coefficient be~een air and water (~1O-3)
and Vwand Vw are the wind velocities. (With this formulation an 8 m S-I or ~ 16 kt wind will produce an
~1 dyne cm-2 stress.) Studies of the atmospheric boundary layer over ice suggest that the drag coefficient
is approximately twice that over water [Feldman et al. 1979; Overland 1985],,g0 that Taix and Taiyare

modeled using (17) and (18) with Cai, the drag coefficient between air and ice, equal to 2 Ca. The
interfacial dragbetween ice and water is modeled as: II

(18)
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(19)

(20)

where Cwi is the drag coefficient between ice and water (0.086) and (u - Ui) and (v - Vi) are the
differences between ocean and ice velocities [Hibler 1979; McPhee 1980].

Equations (15) and (16) are solved analytically at each time step of the ocean model for Uiand Vi on the
same time and space scales as the ocean model. Ice fluxes are then calculated, but only in the cross-ice
direction, as ice motion is assumed independent of the along-ice direction just as vectors and scalars are in
the ocean model. Once the ice flux is known, ice concentrations and thicknesses are recalculated. Ice flux
is constrained to allow slightly> 100% ice concentration at any point in the grid (i.e., some rafting of the
ice can occur). Once the new ice concentrations are known, the stresses that actually enter the surface of
the ocean are calculated via:

(21)

(22)

where A is ice concentration (calculated as the ratio of ice thickness to the initial ice thickness). The ice
concentration calculations are important because the contributions of 'l"iwx and 'li'11Y are proportional to the
ice concentration, whereas 'l"awx and 'l"a11Yare proportional to (1 - A), but never less than zero. Finally,
given the momentum transfer into the ocean directly from the wind as well as from the wind to the ice to
the ocean, the surface ocean velocities are calculated in (1)-(5) and serve as input to (15) and (16) to
begin the next iteration. In (15) and (16), no turning angle is assumed or parameterized; the Coriolis terms
in (15) and (16) account for the turning ofthe ice while the ocean model accounts for the turning of the
currents below the ice-water and wind-water stresses.

The thermohaline dynamics of the ice are modeled by (23)-(25), which describe heat and fresh water
flux to and from the ice as well as the variations in ice thickness due to melting or freezing. These
equations are:

(23)

where Qi is the vertical conduction heat flux into or out ofthe ice, Kiis 4.86 x 10-3 cal m' (ofice) S-I °el

[Semtner 1976], To is the surface ocean temperature, Tiis the ice temperature which is assumed to be at
the freezing point (~-1.75°C) of sea water with a salinity of ~32%o,and d is the assumed thickness over
which actual melting is taking place (arbitrarily set to 10 em). When the ice thickness becomes less than
10 em, d is set equal to the actual thickness of the ice but not less than 1 cm.

Fresh water flux between ice and ocean (Fs) is given by:

(24)
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where So is the ocean salinity, S, is the salinity ofthe ice (assumed to be 5%) and Qfis the volumetric
heat of fusion for ice, which is assumed to be 64 cal em -3 for ice with a salinity of ~5%o and temperature
~-1.75°C [Doronin and Kheisin 1977]. Fluxes oflatent heat, sensible heat, insolation and incoming
longwave radiation are all set to zero.

Variations in ice thickness, D(x,t), are calculated via:

D(x,t) = IlL
Qf

(25)

As in the ice momentum equations, the thermodynamic equations are all solved on the same time and
space scales as the ocean model. II

The biological parameters within the model include nutrients (nitrate and ammonium), phytoplankton
(10 size classes), and both micro- and macrozooplankton. These classes of plants and animals are used
as they have been shown [e.g., Hewes et al. 1985; Smith and Nelson 1985; Smith et al. 1987] to be
important in marginal ice zones and polar oceans. The equations for each of these parameters are similar
to (3) and (4) except that biochemical terms that modify the concentration and distribution of the variables
have been added. Thus all of these biochemical parameters are modified by their initial and boundary

,I

conditions and interactions among each other, as well as being affected by the' physical processes
(continuity, advection, diffusion, ice melt, etc.) in the model.

Although the zooplankton are divided into two size classes, the smaller size class contributed only minor
amounts to biomass and productivity as a result of the initial conditions used in this study. Additional
experiments have verified the quantitative significance of the nanoplankton and microzooplankton under

I

other (e.g., low nutrient) conditions. "1'

i
Irradiance often is a major factor controlling phytoplankton growth in polar regions because the extreme
seasonal variations give rise to low incident irradiances, and because deep vertical mixing can create low
mean irradiances within the water column [Smith 1987]. In our model the amount ofirradiance reaching
the ocean's surface depends on the Julian date and latitude, which in tum control the solar declination
and angle. The amount of radiation reaching the ocean's surface is a function of the solar constant, an
atmospheric turbidity factor, an atmospheric attenuation coefficient, the relative atmospheric thickness
and a diffuse radiation component. We include these factors to calculate insolation as a function of time

'I
in a manner similar to that of Jamart et al. [1977]. However, these equations db not include the effects
of atmospheric moisture, dust and pollutants. As a result, they overestimate the actual radiation which
reaches the earth's surface. To remedy this, we applied a 0.7 correction factor to the solar constant of
1.92 cal cm-2min-1

•

At the ocean's surface, irradiance is both reflected and refracted. The amount reflected (assuming a calm
I

surface) is calculated using Snell's Law and the refraction is calculated by Beer's Law [Jerlov 1968]. The
"roughness of the sea state also greatly influences the amount of irradiance which can penetrate, but this
"factor is not included in these analyses. Irradiance is attenuated exponentially within the water column by:
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(26)

where Iz and 10 are the amount of irradiance at depth z and the surface, respectively, and k is the attenuation
coefficient (in reciprocal meters). Phytoplankton are the major agent ofirradiance absorption in most
oceanic regions. We approximated kfrom chlorophyll concentrations using the relationship of Riley
[1956]:

k = 0.44 +0.0088(chl) + 0.054(chl)2/3 (27)

This allowed us to calculate depth-dependent variations (e.g., self-shading) in irradiance attenuation and
hence simulate realistic variations in phytoplankton growth and photosynthesis.

Ice and overlying snow cover greatly attenuate irradiance [Maykut and Grenfell 1975]. In the model we
used an attenuation coefficient of 4.61 m', which is intermediate between pure ice and ice with a deep
snow cover. Irradiance penetration is a function not only of thickness but of the percentage of open water
in the ice. This is a dominant factor in controlling irradiance penetration into the water and is accounted
for here.

Maximum phytoplankton growth is in general set by temperature. This temperature dependence can be
expressed as [Eppley 1972]:

/I = 1O(o.o275T-o.23)
r-rnax (28)

However, light and nutrients are needed insufficient quantity before growth can proceed at maximal
rates. In this model the effects of both irradiance and nutrients are independently computed and the
growth rate is scaled according to the degree of limitation. Biomass is expressed in units of nitrogen and
converted to or from carbon and chlorophyll using C/N and nitrogen/chlorophyll (mole/weight) ratios of
6.6 and 0.8 respectively. The relationship between irradiance and photosynthesis is parameterized as
follows [Platt et al. 1980]:

F = [1- exp (-a I z / psB)] exp (- f3 I z / psB) (29)

where F is the factor which modifies the temperature dependence of growth (and is equal to the ratio
between realized and maximum photosynthesis), ais the slope of the light-dependent portion of the light
response of chlorophyll-specific photosynthesis, P: is the maximum rate of photosynthesis (per unit of
chlorophyll), and f3 is the parameter which describes the propensity of the population to photoinhibition
(i.e., when f3 = 0, no photo inhibition occurs). Initial values for the model were taken from Harrison
and Platt's [1985] results in the Canadian Arctic (i.e., P: = 1.32 mg C (mg chl)" h-1

, a= 0.057 and
f3= 0.001316 mg C (mg ch1r1 h-1 (W m-2r1 where W= watts. For the model runs in this project,P: = 7.92. Phytoplankton respiration is included in the model by assuming that respiration accounts for
a constant loss equal to 2.5% of the maximum photosynthetic rate.
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(30)

The effects of nutrients on phytoplankton growth can be described by the Monod relationship [Dugdale
and Goering 1967]: II'

where V is the rate of nutrient uptake, Vmax is the maximal rate of nutrient uptake, s is the ambient
nutrient concentration, and K, is the half-saturation constant (i.e., the concentration of nutrient at which
V = Vmax/2). The effects of the nutrient limitation are included by modifying the growth rate by the ratio

~W~~ t
:!1

Two nutrients, nitrate and ammonium, are included in the model. Nitrate is the primary nitrogen source
for autotrophic growth in marginal ice zones, particularly in the spring bloom [Muller-Karger and
Alexander 1987; Smith and Kattner 1988]. In the model nitrate is produced from ammonium by bacteria
in the process of nitrification (BNIT), which is temperature dependent [Kremer and Nixon 1978] and is
modeled by:

(31)

Ammonium is also a source of nitrogen for phytoplankton growth. Both nitrate and ammonium are
removed by phytoplankton according to (30); however, when ammonium concentrations exceed
threshold, nitrate uptake is reduced. Such an interaction is empirically modeled by:

INH = - 0.5[ NH: ]+ 1.5 (32)

Where INH is the nitrate uptake inhibition factor. Although the interaction is modeled as a linear function,
there is evidence in the literature that the interaction is nonlinear [Conway 1977]. INH is constrained
within 0.0 and 1.0, which implies that there is no inhibition of nitrate uptake at ammonium concentrations
below 1.0 tJ.Mand complete inhibition at ammonium levels above 3.0 tJ.M.The nitrate uptake rate is
multiplied by the factor INH to give the actual nitrate removal rate.

In a previous use of this model [Niebauer and Smith 1989], the PhytoPlanktoJlpoPulations were divided
into "large" and "small" phytoplankton. In the present use of the model, the focus is vertical flux of
phytoplankton particles and so it includes 10 size classes within which there is aggregation and thus
variable sinking as outlined below.

In the photic layer, primary production results in phytoplankton cells or particles which are initially small
and slow sinking (~cm d -I). These cells undergo aggregation which results in.larger particles made up of
aggregates of cells which sink faster (m d-I to lOs m d-I) because they are mo~e dense. To model this

II
aggregation, we started with the equations of Jackson [1990] and Riebesell and Wolf-Gladrow [1992] for
modeling algal floes through physical coagulation processes:

de. 1 [ ] t imax W.
_I = -lli 1-bi C; -1l·e.+211·b.e.+a~ /3" .c.c. .-ac.~(1+8. ')13. ·C,__ I e.dt 2 '2 '2 '2 I' 1 1 1 4-- j,l-j j I-j '4-- ',j I,j j H 1

j=1 j=l:

(4) (5) II (6)

(33)

(1) (2) (3)
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where i and} are the number of cells per aggregate, C, and Cj are concentrations of aggregates of size
i and}, p is phytoplankton growth rate, b is the probability of cell breakup immediately after doubling,
a is the probability of aggregates sticking upon contact (stickiness), 8 is the Kronecker delta, f3 is the
collision kernel, Wj is the size specific sinking rate, and H is the depth of the upper mixed layer.

The first three terms to the right of the equal sign (labeled 1-3 in equation 33) are the growth terms
dependent upon the phytoplankton growth rate u. The next two terms, 4 and 5, are the gain in
concentration by aggregation of two smaller particles, and the loss in concentration by aggregation to
larger particles, respectively. The last term, 6, is the loss in concentration of aggregates to sinking. In our
model, phytoplankton growth (i.e., the first three terms) and the sinking term (i.e., the sixth term) are
handled somewhat differently as outlined below. However, we explicitly solve for the gain and loss of
particles through aggregation (i.e., terms 4 and 5). These terms are really summations of the stickiness of
particles multiplied by a collision kernel multiplied by the product of particle concentrations. These terms
are solved at every grid point of the model at every time step for every particle or aggregate size class.

To load or to initiate the aggregation routine, or alternatively, as a front end to the aggregation process,
we create a number (10 in our case here) of aggregate size class concentrations as initial conditions and
run them through the phytoplankton growth routine as outlined above and in Niebauer and Smith [1989].
In our phytoplankton growth model, chlorophyll is grown in units of mg m -3 and not in number of cells or
particles. However, we have assumed that 105 cells m-3 = 0.01 mg m-3 chlorophyll so that if there were,
for example, 30 cells per aggregate or per "particle", then 0.01 mg m-3 chlorophyll would = 3.33 x 10-3

aggregates or particles m-3• We have chosen 30 cells per aggregate or "particle" as the smallest particle
size so that with 10 size classes the largest particle consists of 300 cells. (As an aside, we have only
considered these relatively larger aggregate sizes and a small number of size classes to follow the basic
interaction among the physics and biology in aggregation, to get at the vertical flux, and how the larger
scale air-ice-ocean interactions interface with aggregation. The next step, which did not appear to be
necessary for this project, is to go to the two orders of magnitude more size classes of Riebesell and
Wolf-Gladrow [1992]).

Having now fed chlorophyll into the aggregation routine and converted it to concentrations of particles,
we then chose a cell diameter of d 1= 10 urn with which we can calculate the diameters of the particles or
aggregates, dj, via:

(34)

where d, = aggregate (of size i) diameter and d 1 = cell diameter. Once d, is calculated, the aggregate
settling velocity or particle sinking rate, Wj, is calculated via:

(35)

In our case, for 30 to 300 cells per aggregate, the aggregate diameters are 44.7 to 123.0 urn given a cell
diameter of 10 urn. This gives aggregate settling velocities of 1.7 to 5.5 m d -I. The maximum sinking of
5.5 m d-I is a reasonable number although we note that it is more than an order of magnitude less than the
maximum rates of ~100 m d " reported [e.g., Hill 1992]. Instead of using the sinking term (sixth term in
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(33) above) explicitly to calculate the chlorophyll flux, in our model, when calculating the vertical chloro-
phyll flux at each grid point, we add the sinking rate to the vertical advection before calculating the flux.

Next we calculate a collision kernel fJi,j, consisting of two parts, one part dueto shear flow fJ~,jand the

other part due to differential settling, fJ~,j. That due to shear flow can be written:
:1

fJ~ . = 0.136 x d~. x EC. . II (36)v v v .

where 0.136 is a constant that depends upon the energy dissipation rate and kinematic viscosity of water,
di,j = d, + dj is the sum of aggregate diameters and ECi,j is the contact efficiency or the probability that
two aggregates close to each other will come into contact.

The part of the collision kernel due to differential settling can be written:

d 1rd~'1 I( )fJ· . = --!::l... w· - w· EC. .+ ED· .
I,J 4 1 J I,J I,J (37)

where Wi and Wj are the sinking speeds of particles with i and j cells, and ED i.j is the diffusion efficiency
[McCave 1975] but which is neglected here because diffusion is negligible for particles »1 urn, ECi,j
is a theoretical contact efficiency:

EC. .(p) = ECo(-Q:!)
',J p (38)

where p = dmin/dmaxandECo = l/exp(-O.l). Finally, we calculate the collision kernel as:

(39)

To complete the calculation of these aggregation terms, we multiply by a cell :Istickiness a. The natural
range of phytoplankton stickiness is not well known. In the laboratory, Kiorb~e et al. [1990] measured
values of 0.001-0.1 which showed some dependence on nutrients. In marine snow aggregates, values up
to -0.9 were obtained [Alldredge and McGillivary 1991] but these aggregates are much more dense than
phytoplankton. A sensitivity analysis in choosing a stickiness is presented below after finishing the
derivation.

The dC/dt as represented by just the aggregation terms in (33) above (i.e., the fourth and fifth terms)
are calculated and integrated over the time step, yielding concentrations of aggregates. Then these
concentrations, Ci,are proportionally adjusted so that the number of cells befere and after the aggregation
process do not drift or change (i.e., the number of cells going in = number of cells coming out). Finally,
these new C, are changed back into chlorophyll as mg m-3 and sent on to the rest of the model for the
advection, diffusion, growth, etc. at the next time step before coming back to be aggregated again.

In order to understand the aggregation routine as well as search for a realistic stickiness, we did a
sensitivity study by varying stickiness as a constant between 0.001 and 2.0 over a series of experiments
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(Table 2). In each experiment, with stickiness held constant, we tracking both primary production (surface
40 m) as well as the vertical flux of carbon through the 250 m level. We did this in a series of eight model
runs of ~3 months duration (May-July) with stratification, nutrient and biological conditions similar to the
Fram Strait/Greenland Sea ice edge. Basically, for all the runs, maximum primary production occurs at 2
weeks into the experiments at a maximum ~1 g C m-2 d-I and falls off rapidly afterward. For the deep
vertical flux at 250 m, there is background flux of ~ 10-15 mg C m-2 d-I for the first 5 weeks followed by
rapid increases reaching peaks of ~125-180 mg C m-2 d-I between weeks 7 and 10.

In general, lower values of stickiness slow the generation of larger, more dense particles and so the increase
in the flux at 250 m occurred later in the experiments (Table 2). Maximum flux was less than for higher
values of stickiness which speed up generation oflarger, more dense particles which sink faster. However,
note that maximum flux of ~ 180 mg C m-2 d -I occurred at the intermediate value of stickiness = 0.1.

In looking at the mean daily primary production in the upper 40 m and flux through 250 m, both vs.
stickiness (Table 2), we find that primary production over the first 35 days does not vary much but stays
relatively close to ~500 mg C m-2 d-I for stickiness less than or equal to 0.1 but decreases markedly for
larger values. This is again because for larger values of stickiness, particles coagulate quickly and sink too
fast to sustain a surface bloom. Likewise, mean daily vertical flux through 250 m for the 7 weeks
following the bloom rises with increasing stickiness reaching ~ 116 mg C m-2 d -I for stickiness = 0.1,
or ~25% of the mean daily surface primary production. Maximum 250 m flux is ~130 mg C m-2 d-I for
stickiness = 0.5, which gives a ratio of31 %. (We realize that these ratios in Table 2 may not be very
meaningful because they depend on so many variables such as light, nutrients, zooplankton, etc. For
example, in some high latitude seas such as the Bering Sea, there often are no zooplankton present during
spring blooms because of cold water temperatures, so nearly all ofthe chlorophyll sinks; whereas in other
situations, zooplankton grazing controls the bloom and little falls through.)

Stickiness Primary Production (0-40 m) Flux (250 m) Ratio (%)

0.001 479 9 2
0.01 488 37 8
0.025 493 73 15
0.04 494 91 18
0.1 490 116 24
0.5 424 130 31
1.0 361 126 35
2.0 291 120 41

Table 2. Stickiness, mean daily primary production in upper 40 m (mg C m-2 d-I
) for

days 0-35, mean daily flux through 250 m (mg C m-2 d-I
) for days 35-84, and

the ratio of flux to primary production as a percent.
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Stickiness greater than 0.1 was rejected as aggregation is too fast and the sur~~ce bloom does not develop
well. Stickiness less than 0.01 was rejected as aggregation is too slow and less than 10% of the primary
production gets to 250 m. This leaves us with stickiness between 0.01 and 0.1, which is within the range
ofKiorboe et al. [1990]. We then refine our selection by using a subjective criteria that there should occur
a relative ammonium maximum associated with a relative maximum in zooplankton that occurs in
conjunction but lagging the bloom. For stickiness = 0.1 there is a weak ammonium/zooplankton response,

"moderate for stickiness = 0.04, and stronger for stickiness = 0.025 and 0.01. ~y this criteria, we dropped
0.1 as too weak and 0.01 as too strong. Within this range, we finally chose stickiness = 0.02 to arbitrarily
allow for the possibility of 10% of the primary production to get to 250 m (Table 2).

Both microzooplankton and macrozooplankton ingestion are modeled as a saturation response [Walsh
1975] which incorporated zooplankton biomass, temperature effects, and threshold concentrations of
phytoplankton needed to induce feeding. Maximum ingestion rates (Imaxin tiThe-I) for a known
temperature are related to the maximum ingestion rate at O°C (I'max): II

(40)

In our treatment we followed the procedure of Kremer and Nixon [1978] who; fitted Petipa's [1966] data
as a function of temperature to determine the coefficients of (40). In this equation, Q (the temperature rate
constant) was equal to 0.12°C-1 and I'max = 0.024d-l• 'I

We included a threshold concentration for zooplankton grazing initiation (P - P) using a hyperbolic
relationship for zooplankton feeding:

(41)

where Izoo is the ingestion rate, P is the phytoplankton biomass, Z is the zooplankton biomass, P' is the
threshold concentration of food required for zooplankton grazing, and K, is the "half-saturation constant"
for grazing. Thus the ingestion rate depends on temperature, food concentration, and the biological
response of the zooplankton. In our model, K, is set at 5 ug chl L-I, and P , at !lllg chl L-I.

II

Zooplankton are also divided into two size classes, each of which has different functional characteristics.
The smaller class (microzooplankton) feed on nanoplankton (size class 1 in the present model), whereas
the larger zooplankton (macrozooplankton) graze on net plankton and microzooplankton (size classes
1-10 in the present model). Both size classes' ingestion is modeled as a saturation response, with different
grazing constants and threshold levels. For microzooplankton we use a Kz value of 2.5 ug chl L-I and a
threshold concentration of 0.5 ug chl L-I, and for macrozooplankton the K, aJd threshold levels are 10
and 1.0 ug chi L-I respectively.

Zooplankton ingestion and growth is not 100% efficient, in that some material is excreted and a large
amount is respired. Direct losses by egg production are not treated in this model but are assumed to
be part of egestion and vertical flux. Zooplankton excrete ammonium, and the excretion is a constant
proportion (i.e., 10% of macrozooplankton and 20% of microzooplankton ing6stion is excreted as NH4").

Zooplankton also egest fecal material which rapidly sinks; furthermore, they suffer some mortality due to
predation by higher trophic levels. These losses are accounted for by using a constant proportional loss
term equal to 5% of the zooplankton standing stock.
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Results
Ice edge ("20") series experiments
This series of experiments address objective 1) To modify an existing numerical model of Arctic waters
[Niebauer and Smith 1989; Smith and Niebauer 1993], which includes sea ice as well as biological and
nutrient chemistry interactions, to realistically model the vertical flux of phytoplankton as aggregates.
These experiments also address objective 2) To model Arctic shelf spring phytoplankton blooms,
aggregation and vertical transport of chlorophyll/phytoplankton as a function of physical processes of
melt water and/or solar heated surface stratification, wind mixing and wind-driven coastal upwelling
of nutrients into the photic zone. These experiments address hypothesis 1) Phytoplankton particle and
particle-particle interactions (aggregation) and subsequent sinking provide a dominant pathway for the
removal of natural particles, nutrients and carbon from the surface layer. This material goes to the shelf
bottom, the Arctic halocline or the deep Arctic basin. These experiments also address hypothesis 2)
concerning the effects of variability in environmnetal conditions on primary production.

The basic set of experiments shown here are four simulations starting on 1 May and lasting 4 weeks. The
situation is that the ocean is half covered with 1 m of ice. There is no wind applied in these experiments,
and density is a function of salinity and temperature only (i.e., no effect from pressure, see Fig. 3). No
radiation is explicitly applied so that heat to melt ice comes only from the ocean (i.e., temperatures
warmer than -1.75°C). The four experiments (hereafter called 20 through 23) presented here are a
matrix (Table 3) of model runs with and without melting, and with and without background or deep
stratification. The initial conditions were set as outlined in the previous section and the experiments were
run for 4 weeks with no other forcing applied.

Table 3. Ice edge ("20") series of numerical experiments.

Experiment Stratification Initial Condition

20 Isothermal at -1°C (ice melting) and isohaline at 32%0
NO STRAT,MELT

21 Stratified as in Figure 3 so that there is no ice melt
STRAT, NO MELT

22 Isothermal at -1.75°C (no ice melting) and isohaline at 32%0
NO STRAT, NO MELT

23 Stratified as in Figure 3 but with temperature at -1°C (ice melting)
STRAT,MELT

As a general overview before getting lost in detail, the two experiments without initial physical
stratification in temperature and salinity (i.e., 20 and 22) are characterized by strong vertical diffusion
of nitrate into the surface layers (Table 4). This is simply because there is no ocean density stratification
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In contrast, those experiments with initial (temperature and salinity) stratification (21 and 23; Table 3) are
characterized by reduced vertical diffusion of nitrate and therefore lower primary productivity and lower
vertical flux of chlorophyll or carbon, but (or thus) because of the density stratification holding material
in the upper layer, there are higher concentrations of surface chlorophyll. Again, the exception is the
higher value of integrated chlorophyll in experiment 20 (Table 4). (Note that there is little real difference
between experiments 21 and 23, meaning that the stratification dominates the other processes.)

to constrain vertical diffusion in the presence of a strong vertical nitrate gradient (8 IlM in upper 40 m
rising to 16 IlM at 75 m). In general, the increased diffusion of nitrate fuels ~16% higher primary
productivity, or carbon fixing, and consequently >40% higher verticalchlorophyll flux back down
through the water column (Table 4) than ifthere had been stratification (e.g., hperiments 21 and 23).
This higher vertical chlorophyll flux, in tum, leads to an average ~25% lowerconcentration of primary
production (chlorophyll) in surface layers (Table 4). However, the experiment with ice melt and
associated ice edge stratification (20) showed the highest chlorophyll concentration when integrated over
the upper 40 m (Table 4). Here, the surface density stratification, this time low salinity melt water, lead
to higher productivity and production.
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Table 4. Comparison of nitrate, primary productivity and production concentrations and rates from the ice
edge ("20") series of numerical experiments.

Experiment 20 21 22 23
(NO STRAT-MELT) (STRAT-NO MELT) (NO STRAT-NO MELT) (NO STRAT-MELT)

Primary Productivity
(gm Cm-2 d ", J40m)

average 0.32 0.22 0.26 0.24
maximum
(instantaneous) 0.93 0.48 0.69 0.51
(daily average) 0.65 0.31 0.50 0.29

Primary Production

average 0.93 0.88 0.65 0.98
maximum 3.43 2.28 1.48 2.40
(mg m-3)

integrated average 37 35 26 39
integrated max 105 67 56 71
(mg m-2

, J4Om)

Vertical Flux
(gm C m-2 d-1)

(% of ave PP)

average
50m 0.14 (44%) 0.08 (36%) 0.15 (59%) 0.08 (36%)

100m 0.08 (26%) 0.02 (11%) 0.09 (36%) 0.02 (10%)
150m 0.01 (5%) 0.01 (5%) 0.01 (6%) 0.01 (5%)

maximum @ 50 m
(% of max daily ave PP) 0.28 (43%) 0.16 (52%) 0.31 (60%) 0.18 (62%)

Nitrate

Photic zone
minimum (J..lM) 2.8 1.5 8.8 0.9
integrated minimum
(J..lM m-2

, J4Om) 265 93 356 83

(Initial integrated
nitrate started at
160 J..lM m-2

, hOm)
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One can see the details of these generalizations in the comparison of the myriad cross sections and time
series (Figs. 4 through 17) from the experiments, but in an effort to avoid getting lost in gruesome detail,
consider first data in Figure 4, which are the integrated nitrate, chlorophyll, pbmary productivity and

'I
vertical chlorophyll flux for experiments 20-23. Figure 4 and Table 4 show nitrate levels rising in the
upper 40 meters in experiments 20 and 22 (cf., experiments 21 and 23) as a rJsult of vertical diffusion
with no stratification. This rise in nitrate results in increased primary producti~ity, higher vertical
chlorophyll flux and, for the first ~211zweeks, higher integrated total chloropftyll in 20 and 22 (Fig. 4).

However, nitrate concentrations drop over the last ~9 days of20 (Fig. 4) cOinLdent with increasing
(~doubling) primary productivity and increasing (~doubling) integrated chlo~ophyll. This difference in 20
is caused by ice melt stratification at the edge of the melting ice pack (Figs. 51land14). The melt water
stratification is holding phytoplankton in the photic zone in the presence of nitrate, resulting in increased
primary production (i.e., an ice edge spring bloom). Under the ice, there is sufficient nitrate, stratification
and phytoplankton seed populations, but not enough light to bloom. Seaward bf the ice edge melt water
stratification/front there is sufficient nitrate, light and phytoplankton, but not Jnough stratification to--~- . . I .
This ice edge bloom in experiment 20 appears to substantially gain momentum in the third week of May

'I
with the increase in primary productivity, decrease in nitrate and increase in chlorophyll (Figs. 4 and 6).
The chlorophyll does not sink/diffuse vertically very quickly because of the i~e melt stratification. This
lack of sinking is reflected in little change in the vertical flux relative to the other experiments over
the last ~9 days of the experiment. The spring bloom gaining momentum in tHe third week of May is

II'
probably reasonable when compared to the Bering Sea, some 10 degrees of latitude (~1000 km) farther

II
south, where ice edge blooms start approximately 3 weeks earlier, around 1 May [Niebauer et. al. 1990].
It is already obvious that the 4 week experiments are not long enough to catch the spring bloom. To
address this, a 3-month simulation of 20 is presented in Figures 15, 16 and 1tnd discussed below.

Considering cross sections for experiments 20-23 in Figures 5, 7, 9 and 11, notice the concentration of
primary productivity and production in the ice edge frontal structure caused bt melting ice in 20 (Fig. 5).
While there is a hint of similar structure in 23 (Fig. 11, the other ice melt experirnent) it is not as strong,
due to the background stratification. Note also the circulation in 20 and 23 (Fi!k. 13) caused by the melting
ice. In both cases the currents are weak (maximum ~0.25 to 1.4 km d-1 in the~lhorizontal and 0.5 m d-1 in
the vertical). While these currents ani not strong, the cross-ice velocity of ~0.25 km d-1 (which is in the

'I
off-ice direction) is enough to move ~7 krn, or across two grid spaces, in the 4 week duration of the
experiment. However, during the experiment, the ice edge stays at the same ~d point, but becomes
thinner as the ice melts faster than the weak currents can carry it out over the bpen ocean. In 20 (top panel
of Fig. 13) the currents are not restricted by the deeper background stratificati~n (as they are in 23;
bottom panel of Fig. 13) and so reach mucb deeper. I
It is probably these vertical currents, combined or interacting with minor inertial oscillations and slight
vertical convection (discussed below), all associated with the ice edge, that apbear to cause slight
disruptions or fluctuations of the chlorophyll flux as shown in Figures 4,6, 151and 16. These disruptions
are best seen in Figure 16, reoccurring at approximately days 20, 30, 44, 60 a~d 80. This does not happen
in 23 (Figs. 4 and 12) because there is stratification to absorb motion so the cdrrents do not reach as deep.
Some of the fluctuations in Figure 16 are inertial oscillations (discussed morellfullY in the next section on

:1
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wind-driven upwelling). But note also that there are no oscillations or fluctuations for experiments 21
and 22 (Figs. 8, 10 and 16)because there are no water currents to force or initiate the motion.

The two experiments with melting ice (20 and 23) produced ice edge frontal structure in all of the fields.
However, the frontal structure is much stronger in the experiment with no stratification but with ice melt
(experiment 20), at least in part due to the circulation caused by the melting ice in the absence of vertical
stratification. Experiment 20 (no stratification but with ice melt) most closely matches observations from
field experiments in ice edge blooms (cf., Fig. 2 from Niebauer and Alexander [1985], and Fig. 14). Ice
edge blooms begin during the transition between winter conditions (ice formation, unstratified water
column, mixing to the bottom and elevated nutrient concentrations) and spring conditions (melting and
retreating ice which induce water column stratification and shallow mixed layer) [Alexander and
Niebauer 1981;Niebauer and Alexander 1985]. In the Bering Sea (~1000 Ian to the south) this transition
begins in April when the ice begins to retreat. The bloom usually occurs around 1 May when insolation is
sufficient and behaves classically in that it is strongly keyed to stratification. It is confined to the shallow
surface mixed layer, although the photic zone may be much deeper. The critical depth model proposed by
Sverdrup [1953] probably fits. In the absence of stratification, phytoplankton are mixed up and down or in
and out of the photic zone so that growth does not exceed the loss terms like respiration etc., and there is
no net gain in production. When the surface stratifies, the mixing is stopped, the phytoplankton are held in
the surface photic zone where growth exceeds loss, and there is a bloom.

The primary physical difference between the ice edge bloom and an open water spring bloom lies in the
mechanism producing the water column stability. At low temperatures (~<4°C), salinity tends to control
density (e.g., Fig. 3). Melting ice provides a source of cold, low-salinity water. In open water blooms,
temperature usually drives the density stratification. The relationship between temperature, salinity and
density can be seen in Figures 3 and 14.

Details ofthe vertical chlorophyll flux and chlorophyll distribution over time and depth for all four of
the experiments are shown in Figures 6,8, 10 and 12. Concentrating on experiment 20 in Figure 6, the
chlorophyll flux is shown increasing with both time and depth as the particles aggregate and become more
dense and thus sink faster. Fluxes increase to ~5 mg m-2 d-I at approximately 40 m by ~2.5 weeks, at
which point the circulation (e.g., Fig. 13), slight convection (Fig. 15) and inertial oscillations combine to
cause fluctuations that vary between 8 mg m-2 d -I upward to 11 mg m-2 d -I downward as the column flips
between upwelling and downwelling. For the fourth week, the circulation settles down and apparently the
main spring bloom starts. The main spring bloom is driven by insolation, while the first blooming, the ice
edge production (Fig. 5), would not have occurred had it not been for ice melt stratification.

By the end of the experiment fluxes reach ~8 mg m-2 d-I at ~25 m (Fig. 6). The mean for the whole water
column on day 17 is ~2 mg m-2 a' while at day 28 the average is ~2.5 mg m-2 a'. The average over the
4 weeks is ~1.5 mg m-2 a'. To put these values in perspective, the average and maximum chlorophyll
values integrated over the upper 40 m for all four experiments are 26-39 mg m-2 and 56-105 mg m-2

respectively (Table 4). Thus an idea of the vertical fluxes as a percentage ofthe primary production range
from ~4-6% in the mean to ~8-14% at the maximum.

An extended experiment run of 3 months (May, June and July) was conducted for experiment 20
(Figs. 15-17) because it was realized that the 1 month runs did not reach a point of maximum bloom
and subsequent post bloom conditions. Note also, the Cota et at. [1996] data are probably post bloom
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conditions. Time series from this extended experiment 20 show that maximum primary productivity
occurs about day 29 at ~0.6 gm C m-2 d -I (Fig. 16). Maximum production or 'chlorophyll occurs a week

II
to to days later at magnitudes >4 mg m-3 (Fig. 15) and 130 mg m-2 (Fig. 16). Maximum chlorophyll flux
(Fig. 15) lags the chlorophyll maximum by a few days, occurring at about days 38-41 at ~20 m at a
magnitude of 11-i2 mg m-2 d-1• This chlorophyll flux is ~9% of the integrated chlorophyll maximum.
Finally, the maximum vertical carbon flux through 50 m (Fig. 16) occurs somewhere around day 42 at
>0.4 gm C m-2 a'. This is almost 70% of the maximum primary production, and lags by ~2 weeks,
which gives an average sinking rate of ~3.5 m a',

Again, there are the interesting minor fluctuations mentioned earlier that show up in the chlorophyll flux
(Fig. 15) along a line from 50 m at day 21 to 100 m at day 70, and also in vertical carbon flux (Fig. 16) at
about days 29, 43,59 and 78. In the chlorophyll flux, these fluctuations range from -18 to +25 mg m-2 d-1

around an average of ~-5 mg m-2 a'. It turns out that these fluctuations coincide with some minor
convection «0.5 m d-I) that can be seen in the sigma-t time series (Fig. 15), and that this zone of
chlorophyll flux variability coincides with the instabilities in the sigma-t (Fig. 15). The grid point or
column where this is being sampled is not overlain by ice, but it is only 3 km off the ice. The ice is
melting and the melt water is advected out over the open water (e.g., Figs. 5 and 14). Inspection of the
temperature, salinity and sigma-t time series data (Fig. 15) shows that initiall~ the cooling of the water
has a greater effect on density than does the freshening so that the water becomes slightly unstable and
convects. The dominance of cooling over freshening seems to last until about day 21, at which point the
fluctuations in the chlorophyll flux begin. However, the subsurface instability lasts from ~day 21 to ~day
49. This instability, plus the ice edge advection, appears responsible for the fluctuations. It is suspected
that this may not happen in nature, or is hard to observe, as it is probably overpowered by stronger events
such as wind, waves, large scale advection, etc. For example, in the Arctic it i~ unlikely that there would
be no wind for a period of 3 months. II

,

Finally, Figure 17 shows the distribution of size classes of chlorophyll particles (i.e., aggregates) over
time at three depths of 50, 100 and 250 m. In general, the smallest size class is most abundant toward the
surface while, with time and depth, aggregation of particles results in higher concentration of larger size
particles. If we consider for the moment just the largest size particle (particle size class 10) in Figure 17,
and the plot labeled "CHLOROPHYLL (c IO, mg/m3)" in Figure 15, we can see how the data sets relate. The
data in the "PARTICLE SIZE CLASS to" in the top panel of Figure 17 are the same data which would be
selected by a line drawn across Figure 15 at 50 m. Likewise, the data in the "JARTICLE SIZE CLASS 10" in
the middle panel of Figure 17 are the same data in a line drawn across Figure '15 at 100 m, and so on, with
the bottom panel in Figure 17 reflecting a line of data at 250 m in Figure 15. The maximum concentration
in the largest particle size reaches 50 m at about day 49, 100 m at ~day 70, and it appears as though the
concentration is still increasing at 250 m by the end of the experiment at day 84. For the smallest size
class, the maximum is found in the surface but is practically nonexistent at the bottom. This is in most
part due to the largest size particles sinking more than five times faster than tie smallest particles.

In an effort to verify model results to see if they make sense, observational data from various sources,
primarily Cota et al. [1996], are compared with model results. The Cota et al. [1996] data come from an
oceanographic cruise in August ·1993 in the eastern Chukchi Sea in ice infested waters off Point Barrow.
Their observations probably provide some of the best data for comparison. Their data are not necessarily
from a distinct ice edge but they note that the average ice cover during the crui.se in August was >50%.
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Table 5 shows some of their data while Table 6 has been included for comparison with concentrations
and rates for other ice infested regions of the ocean.

It should be noted that while there is reasonable comparison between model and observed data in many
cases, it does not mean that the model is necessarily correct. Models can always be "tuned" to get things
right. Not much tuning has been done here but rather the effort has been to use modeling to try to
understand the dynamics and kinematics. Still, one must be in the ball park. More will be addressed
in the Discussion.

Table 5. Primary productivity and production (chlorophyll) from the Chukchi Sea in
August. [after Cota et al. 1996].

Depth
(m)

Chlorophyll
(mg m")

Primary Productivity
(mg C m-3 h-1)

2
4
7
11
17
25
39

0.26 to 0.48
0.27 to 0.49
0.27 to 0.47
0.34 to 0.56
0.45 to 0.79
0.69 to 1.07
0.49 to 1.25

0.24 to 0.52
0.35 to 0.77
0.36 to 0.76
0.36 to 0.76
0.47 to 0.87
0.25 to 0.29
0.00 to 0.00

Integrated (4Om) 18.7 to 34.3 mg m-2 10.64 to 19.17mgCm-2h-1

0.26 to 0.46 gm C m-2 d-I
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Table 6. Comparison of nutrient, primary productivity and production concentrations and rates from
various polar seas [after Niebauer 1991].

Nitrate sfc Nitrate max ChI sfc ChI max Chl/40 PPmax PP
J1M J1M mg m" mg m'? mg m" g C m-2d-1 g C m-2y-l

Models ~1 4 1.5 3.4 37-105 0.7-0.9 ~24

Arctic 0.1 5 ~0.5 >3.5 ~34 0.95
"Cota"

Bering Sea <1 >25 22-25 27--41 ~680 6.6 309
ice edge

Bering Sea <1 >25 17-29 33-47 ~950 4 204-350
no ice

Bering Strait 1-20 1-20 16 10
no ice

Fram Strait <1 12 4 15 ~112 1.7
ice edge

Weddell Sea 12 26 15-20 15-20 <1
ice edge

Ross Sea 5-9 25-29 3--4 4 ~140
ice edge

Barents Sea 0 12 2-8 2-8 1.5-5.3 6-80
ice edge

Arctic 1 13-38
ice pack

Arctic 27
shelves

For the primary productivity (Table 5) Cota et al. [1996] integrated rates averaged ~0.30 gm C m-2 a'
with a standard error range of 0.21-0.38 gm C m-2 a'. Maximum and minimum rates were
0.95-0.05 gm C m-2 d'. The model data for 20 (Table 4) were 0.32 gm C m-2 d-I with a maximum daily
average of 0.65 gm C m-2 d-I• For annual Arctic Ocean rates, Pomeroy [1997] suggests an annual primary
productivity of 13-38 gm C m-2. If 80 days as the summer is assumed at this latitude, then for model run
20, the annual primary productivity is ~24 gm C m-2

• It is interesting to note that this last annual rate is
arrived at whether primary productivity from Figure 4 (28 days) or from Figure 16 (84 days) is used.

Cota et al. [1996] measured a chlorophyll average of ~0.66 mg m-3 in the upper 40 m with a standard
error range of 0.47-0.86 mg m-3 (Table 5). Maximum concentrations of>3 mg m-3 were measured on
the shelf. The model data for 20 averaged ~0.93 mg m-3 with a maximum of 3.43 mg m-3 (Table 5).
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Integrated chlorophyll (over 40 m) for Cota et al. [1996] was ~26.5 mg m-2 with a standard error range
of 18.7-34.3 mg m-2• For 20, the average integrated chlorophyll was 37 mg m-2, while the maximum by
the end ofthe experiment was 105 mg m-2

• Note that 105 mg m-2 requires an average chlorophyll of
2.6 mg m-3•

Cota et al. [1996] measured a minimum nitrate of ~0.1 flM in the surface layers, suggesting that any
further production was not being fueled by nitrate. However, an estimate of the integrated nitrate in the
upper 40 m gives ~100 IlM m-2

• The best model fit was 23, which includes both background stratification
and melt water stratification, with minimum and integrated nitrate of 0.9 flM and 83 flM m-2 respectively.

As can be seen from Table 4, the average vertical flux of carbon (as aggregates of phytoplankton) through
50 m was on the order of 0.14 gm C m-2 d-I when there was no stratification (20 and 22). This compares
with about half this, or ~0.08 gm C m-2 d-I, for those with background stratification (21 and 23). In the
cases with no stratification to modify vertical diffusion and flux, these fluxes represent 44-59% of the
average primary production. With stratification, the fluxes represent ~35% of the primary production. At
the end.of the 28 day experiment (i.e., 28 May), the instantaneous fluxes were 0.16-0.31 gm C m-2 a'.

Again, for comparison, flux observations from March to August 1997, in the Bering Sea [SoHenrichs and
J. Goering at the University of Alaska, pers. comm.] ranged from 0.01-0.15 gm C m-2 d-I in sediment
traps moored at 40 m. The average was 0.05 gm C m-2 d -I. These fluxes were collected under primary
production of ~0.15 gm C m-2 a', and so the fluxes may represent 7-100% of the primary production.
Again, we caution that the Bering Sea is a different system some 1000 km farther south. Smith and
Dunbar [1998] reported fluxes of 2-92 mg C m-2 d -I for the Antarctic Ross Sea which is more
comparable to flux through 100 and 150 m in our case (Table 4).

Coastal upwelling ("50") series experiments
This series of experiments addresses objective 2) To model Arctic shelf spring phytoplankton blooms,
aggregation and vertical transport of chlorophyll/phytoplankton as a function of physical processes of
melt water and/or solar heated surface stratification, wind mixing and wind-driven coastal upwelling of
nutrients into the photic zone. These experiments address hypothesis 1) Phytoplankton particle and
particle-particle interactions (aggregation) and subsequent sinking provide a dominant pathway for the
removal of natural particles, nutrients and carbon from the surface layer. This material goes to the shelf
bottom, the Arctic halo cline or the deep Arctic basin. Specifically, wind-driven coastal upwelling can
drive ice away from the coast, forming polynyas allowing sunlight into surface layers where, in the
presence of upwelled nutrients, primary production is enhanced. This production aggregates and
sinks, carrying material to the shelf bottom, the Arctic halocline or the deep Arctic basin. This set of
experiments also addresses and is motivated by large scale wind events where large areas of the ice
covered ocean are suddenly opened up to the atmosphere (e.g., Fig. 18). In this sense these experimants
also address hypothesis 2) concerning the effects of variability in environmental conditions on primary
production.

The basic set of experiments shown here consists of simulations starting on 1 May and lasting 4 weeks.
The experiment matrix is four experiments with and without ice, and with and without winds (Table. 7).
In all of the experiments, the left end of the section is closed so that it acts like a coast. When ice is
present as an initial condition, it provides a complete cover of 1 m thickness. When there is wind, the

25



Experiment Initial and Boundary Conditions

wind stress is 1 dyne cm-2 parallel to the coast with the coast to the left of the wind (i.e., off-shore Ekman
transport). The wind is applied uniformly in time and space on day 6 for 24 hours. (1 dyne cm-2 is
-8 m S-1 or -16kt.) There is stratification in all of the experiments and density is a function of salinity
and temperature only (i.e., no effect from pressure, Fig. 3). No insolation is applied and the water is cold
enough that there is no melting of ice. 'I

:1
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Table 7. Coastal Upwelling ("50") series of numerical experiments.

50

51

52

53

TS as in Figure 3, ICE, WIND on day 6

TS as in Figure 3, NO ICE, WIND on day 6

TS as in Figure 3, NO ICE, NO WIND

TS as in Figure 3, ICE, NO WIND
'I

As a general overview, the experiments with ice cover (50 and 53) show little biological activity as long
as ice blocks out the sun. This includes the first 6 days of experiment 50 before wind is applied, and all of
53. The experiments without any ice cover (51 and 52) yield higher levels of nitrate drawdown, primary
production and productivity as well as higher vertical carbon flux. These are basic spring blooms. Again,
this is no surprise as there is nothing to block the sunlight. The only exception to this is the observation
that by the end of experiment 50 (ICE, WIND; Table 7), primary productivity rates had exceeded all of the
other experiments. This is basically due to the initial ice cover blocking light and holding back the spring
bloom at a time when the sun is lower in the sky (early May) and insolation isllower, then opening up, via
wind, when insolation is stronger and the nutrients are upwelled into the photib zone.

'I
The experiments with wind (50 and 51) show an injection of nitrate into the photic zone due to upwelling,
resulting in higher levels of primary production and productivity. However, the bloom in experiment 50
lags behind experiment 51 (also 52) because, as noted above, the ice is not removed until the end ofthe
first week of the experiment when insolation is greater.

As before, one can see these generalizations in the comparison of experimental results (Figs. 19-23, and
Table 8), but again, in an effort to avoid getting lost in detail, first consider data in Figure 19 which are
the integrated nitrate, chlorophyll, primary productivity and vertical chlorophyll flux for the experiments
50-53. Figure 19 shows nitrate levels diffusing upward in the upper 40 meters in experiment 53 because
there is no biological uptake due to ice cover blocking the sunlight. In all of tHe other experiments, nitrate
decreases due to biological uptake. In 50 and 51, the 24 hours of upwelling is ~eflected in the sharp
increases in nitrate on day 6. II

- Ii
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Table 8. Comparison of nitrate, primary productivity and production concentrations and rates from the
coastal upwelling ("50") series of numerical experiments.

Experiment 50 51 52 53
(ICE-WIND) (NO ICE-WIND) (NO ICE- NO WIND) (ICE- NO WIND)

Primary Productivity
(gm Cm-2 d-1,J4Om)

average 0.16 0.25 0.22 0.0
maximum
(instantaneous) 0.54 0.52 0.48 0.0
(daily average) 0.37 0.31 0.31 0.0

Primary Production
average 0.5 1.03 0.6 0.05
maximum 1.9 2.5 0.88 0.14
(mg m-3)

integrated average 20 41 35 2
integrated max 58 75 68 8
(mg m-2

, J4Om)

Vertical Flux
(gm C m-2 d-1

)

(% of ave PP)

average
50m 0.02 (13%) 0.08 (33%) 0.08 (37%) 0.01 (nan)

100m 0.01 (7%) 0.02 (10%) 0.02 (11%) 0.01 (nan)
150m 0.01 (7%) 0.01 (4%) 0.01 (5%) 0.01 (nan)

maximum @ 50 m
(% of max daily ave PP) 0.04 (12%) 0.20 (65%) 0.17 (56%) 0.02 (nan)

Nitrate
Photic zone

minimum (/lM) 2.8 1.0 3.7 4.0
integrated minimum
(/lM m-2

, J40m) 152 102 91 206
(Initial integrated
nitrate started at
160 /lM m-2

, J4Om)

I
I'
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In the total chlorophyll (primary production) and primary productivity (Fig. 19), one can see the hierarchy
of the effects of ice and wind. For the most straightforward, ifnot trivial, experiment of ice with no wind
(53), primary production is zero and thus the method by which the initial condition chlorophyll disappears

II

is by sinking out of the surface layers. For the experiment in which the ice is opened in the upwelling
process (50), and the no-ice experiments (51 and 52), chlorophyll levels reacll 58-75 mg m-2 (Table 8)
with production rates of 0.31-0.37 mg C m-2 d-I• Neglecting 53 as trivial; of the other experiments
50-52, the lowest levels of chlorophyll and primary productivity are associated with 50 where the bloom
is held back, in time, by ice cover. However, once the ice cover is blown off, the rate of change or slope
in 50 (Fig. 19) tends to be steeper than in 51 and 52. In fact, the productivity in 50 exceeds 51 and 52
during the last week in the experiment (0.31 vs. 0.37 mg C m -2 d -I, Table 8 and Fig. 19). In comparing
just the no-ice experiments (51 and 52), the wind-driven upwelling nutrient increase in 51 drives higher
primary productivity resulting in slightly higher chlorophyll concentrations. These increases due to
upwelling are 12-17% as calculated from Table 8. il

Finally, in looking at the vertical carbon flux in Figure 19, for 53 there is very little as there is no primary
production. Experiments 50 and 53 are identical (~O) until the ice opens on day 6. In fact, on day 6 in 50
(as well as 51), the flux becomes slightly positive indicating upward flux due to the upwelling. By the end
of the experiment, the flux in 50 is 0.04 gm C m-2 d-I which is ~12% of the average primary production
(Table 8). The vertical flux in 51 and 52 is much higher at 0.17-0.20 gm C m-2 a', which is 56-65% of
the primary productivity. Again, the highest levels are in 51 which is the no-ice experiment with the
added wind-driven nutrient kick.

In looking at some cross sections in closer detail for these experiments (Figs. 20, 22 and 23), notice the
upwelling structure in the density and nutrient fields after I day of upwelling. Notice also that the ice is
being pushed away from the coast. This opens up the coastal region to bloom conditions of primary
productivity of 0.05 gm C m-2 a' (Fig. 19) with maximum values of~O.1 mg C m-3 h-I• Maximum
chlorophyll is ~O.l5 mg m-3

• These levels are low when compared to Cota et al. [1996] who measured
rates of ~0.30 gm C m-2 d-I and 0.6 to 0.7 mg C m-3 h-I with chlorophyll levels of 0.4 to 0.9 mg m-3

•

However, our data are collected just as the winds are turned off. By the end of the experiment (e.g., Figs.
19 and 21, and Tables 5 and 8) model data do rise to the Cota et al. [1996] field observations. In Figure
20, the under ice activity is zero although chlorophyll levels look elevated du~ to the aggregating and
sinking of the initial condition concentrations. Actually, there is a build up of chlorophyll on the bottom
that has reached 0.43 mg m-3•

Figures 22 and 23 illustrate the current fields for 50 (ICE, WIND) and 51 (NO ICE, WIND). The upwelling,
offshore Ekman transport and coastal jet associated with sloping isopycnals (Fig. 20), are indicative of
classic coastal upwelling. In 51 (Fig. 23), without ice, the upwelling velocities are a maximum of ~13-14
m d -1 with several large areas of 2 m d-I. The offshore Ekman transport speeds are ~ 10 em S-I falling off
to ~4-5 em S-I farther from the coast. The along-shore velocities in the coastal jet are ~7 em s',while the
speeds farther offshore are ~1-4 em S-l. !I

Including the moveable ice cover as in experiment 50 (Fig. 22) intensifies the circulation. This is because
the transfer of stress from the wind to water is modeled as approximately twice as efficient when the
stress goes from wind to ice and then to water than if the stress goes straight from wind to water (see
Methods). So in 50, with ice, the upwelling velocities are a maximum of ~13-14 m d-1 (~same as 51) but
with several areas of 6 m d -I. The offshore Ekman transport speeds are ~6-7 em S-l right at the coast but
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rise offshore under the ice to ~15 em S-I. The along-shore velocities in the coastal jet are ~10 em S-1 while
the speeds farther offshore are ~6-7 em S-I.

To frame the cross sections in Figures 20 and 22 against the full 28 day experiments, Figure 21 shows
time series of the total chlorophyll and chlorophyll flux as well as the largest size class of chlorophyll
aggregates, and nitrate. Ice covers the ocean until day 6 when the wind is turned on for 24 hours. The ice
is mostly blown offby day 7. The upwelling is illustrated in both the displacement of nitrate toward the
surface and upward directed chlorophyll flux during day 6. After the upwelling, a bloom forms but does
not really gain momentum until approximately a week later. By day 14, chlorophyll is accumulating
coincident with nitrate uptake and increased downward chlorophyll flux. In the time series of the largest
chlorophyll aggregate (clO), an initial blob of particles forms after day 7, sinks, and disappears in the
fourth week. The accumulation can be seen on the bottom. But in days 26-28, another particle cloud is
forming at 50 m, driven by the increasing surface productivity and production.
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Convection ("70") series experiments
This last set of experiments addresses objective 3) To model the vertically downward transport of water,
both in conjunction with and as a separate process from the flux of natural/primary production particles
and particle aggregation. This physical emphasis includes modeling higher density surface water
formation and deep convection through processes such as ocean surface cooling, ice formation and brine
rejection, and possible interaction with eddies. These experiments address hypothesis 1b) Phytoplankton
particle aggregation and subsequent sinking provide a dominant pathway for the removal of natural
particles, nutrients and carbon from the surface layer. Specifically, during ice formation, polynyas
(events) and larger ice-spreading events (e.g., Fig. 18) when open water is exposed to freezing
temperatures, ice formation causes brine rejection and downward convection of cold, salty, dense water
carrying material to the benthos and into the Arctic Ocean halocline. An important factor in this
convection is the effect of pressure on temperature and salinity, hence density. These experiments also
address hypothesis 2) concerning the effects of variability in environmental conditions on primary
production.

Some of the motivation for these experiments comes from Figure 18 as well as Weingartner et al.' s
[1998] observations and analysis of winter water mass modification processes on the northeast Chukchi
Sea shelf leading to dense water production.

The basic set of experiments are simulations (again) starting on 1 May and lasting 4 weeks. There are
six experiments (Table 9), each with 1 m of ice across the entire section as an initial condition. All
experiments are quiescent for the first day, followed by application of cyclonic winds for 48 hours (days
2 and 3) to generate divergence of the ice cover and cyclonic eddy-like motion in the water, resulting in
upwelling. The wind stress is 1 dyne cm-2 which is ~ 8 m s-1 or ~ 16 kt.

The first experiment is conducted with density as a function of temperature and salinity, or TS (70 in
Table 9), while in 71, density is a function of temperature, salinity and pressure, or TSp. In the next two
experiments (72 and 73), cooling of the surface waters was applied for 4 days (days 4-7) following the
cyclonic winds. The cooling is ~800 watts m-2

, equivalent to an air temperature of about -20°C over sea
water near freezing, and causes ice formation. As in the first two experiments, these runs are done with
density a function ofTS (72), and with density a function ofTSp (73).



Experiment Initial and Boundary Cenditlons
'I

The last two experiments, 74 and 79, are similar to 73 except that the initial later conditions are
isothermal (-1.7°C) and isohaline (32 psu). Also in 74, density is a function dfTSp, while in 79, density
is a function of just TS. However, this does not mean that the water is isopycnal in 74, as the density is
also a function of pressure (Fig. 3). Also, the water does not remain isothermal and isohaline in either
74 or 79 due to the effects of cooling and brine rejection during ice formation.

Table 9. Convection ("70") series of numerical experiments.

70
,
'I

TS as in Figure 3, ICE, CYCLONIC WIND on days 2-3
NO COOLING, PRESSURE == 0

72

TSp as in Figure 3, ICE, CYCLONIC WIND on days 2-3
NO COOLING, PRESSURE :I: 0

TS as in Figure 3, ICE, CYCLONIC WIND on days 2-3
COOLING/ice formation on days 4-7, PRESSURE == 0

TSp as in Figure 3, ICE, CYCLONIC WIND on days 2-3
COOLING/ice formation on days 4--7, PRESSURE:I: 0

:1

Isothermal and isohaline, ICE, CYCLONIq WIND on days 2-3
COOLING/ice formation on days 4-7, PRESSURE :I: 0

Isothermal and isohaline, ICE, CYCLONIC WIND on days 2-3
COOLING/ice formation on days 4-7, PRESSUR E == 0

71

73

74

79

For a general overview as done in previous sections, experiments 70 and 71 can be lumped together as
can 72 and 73, while 74 and 79 have similarities. Experiments 70 and 71 are 9ases of no biological
production while there is ice cover followed by a strong bloom when the wind opens up the ice and
upwells nutrients into the photic zone. Experiments 72 and 73 exhibit minor Biological production
following the cyclonic winds on days 2 and 3, but the production drops to neJr zero under ice formation
over days 4-7 and remains near zero for the duration of the experiments because of the ice. There is some
convection associated with instabilities caused by the ice formation and rejection of salt in 72 and 73.
In none of the first four cases does the density as a function of pressure make much of a difference.
However, in the last two, 74 and 79, with less density stratification, after a few days of surface cooling
leading to ice formation and brine rejection, deep convection is observed. The difference between 74 and
79 is that when density is a function of pressure, the convection is stronger.
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As before, one can see these generalizations in the comparison of experimental results (Figs. 24-32),
but again, as before, in an effort to avoid getting lost in detail, consider first Figure 24 which shows the

'I
integrated nitrate, chlorophyll, primary productivity and vertical chlorophyll flux for the six experiments.
Figure 24 reinforces what was stated above for 70 and 71 (winds but no coolihg) tracking together, 72



and 73 (winds with subsequent cooling) tracking together, and finally 74 and 79 (winds, cooling but less
stratification) tracking together except for nitrate and the vertical carbon flux. When density is a function
of TSp (74), the maximum vertical flux of carbon is more than twice as strong then when density is a
function of TS (79).

In more detail: experiments 70 and 71 are basically blooms caused by winds opening the ice canopy
(Figs. 25 and 26) and upwelling nutrients on days 2 and 3 (Figs. 24 and 25). The nitrate is subsequently
drawn down by primary productivity, resulting in accumulation of chlorophyll leading to increased
vertical flux of carbon (Figs. 24 and 25). Figure 26 is a time series of wind-driven ice and water showing
the ice canopy opening up and the upwelling. The wind stress is 1 dyne cm-2 which is~8 m S-I (~16 kt);
it is applied at the beginning of day 2 and is turned off at the end of day 4. These winds are driving ice at
speeds of ~20 cm S-I and ~30 ern S-I in the cross-ice (Ekman) and long-ice directions respectively. The
corresponding speeds for water under the ice are ~9 em S-I and ~ 12 ern S-I in the cross-ice and long-ice
directions respectively. Upwelling velocities are on the order of 6 m d' with a maximum of 27 m a'.
(Note that to this point, all six experiments are essentially identical.)

Experiments 72 and 73 are basically blooms that begin in the upwelling/opening of the ice but are then
thwarted by the cutting off of light by re-growth of the ice under the cooling conditions over days 4 -7.
The ice conditions are similar to the ice shown in Figures 27 and 28. There are some small instabilities
caused by the brine rejection that do cause some convection with maximum speeds of7 m d-I in 72 and
~9 m d-I in 73. (Note that these vertical velocities are different than the gravitational sinking rates of the
aggregated particles, which in all these experiments are a maximum of ~5 m d -I. However, the sinking
rates of the particles are always modified by the vertical advection.

In experiments 74 and 79, the vertical density gradient is reduced by making the initial water column
isothermal and isohaline in order to more easily induce convection. However, in 74 there is still a density
gradient caused by pressure (Figs. 27 and 29). In both 74 and 79, the only way salinity and temperature
are changed is by cooling the surface, causing ice to form and resulting in salt rejection. This occurs over
the period of day 4 through day 7 (Figs. 27 and 29 for 74; Figs. 31 and 32 for 79).

For experiment 74, early on day 5, convection is ~9 m d-I while by mid-day convection has increased to
~26 m d -I. By early the next day, on day 6, convection is ~ 155 m d -I, fmally reaching a maximum
mid-day 6 at ~365 m d-I. Snapshots at the point of maximum convection at day 6.4 are shown in Figures
27 and 28, with the time series shown in Figure 29. The penetrative convection subsides quickly, well
before the cooling is shut off at the end of day 7. The ice sub-model insulates the water as a function of
ice thickness and thus freezing and brine rejection will eventually stop. By mid-day 6, the ice has grown
to ~65 em, undoubtedly accounting for at least some of the reduction in convection.

The main difference between 74 and 79 is that when density is a function ofTS only and pressure.is not
included as in 79, the vertical convection is significantly reduced. The difference in density can be seen
in comparing Figures 27 and 29 with Figures 31 and 32. In comparing Figures 28 and 30, the maximum
vertical convection is ~199 m d-t, or a little more than 50% of the maximum in experiment 74. In
comparing the vertical fluxes in Figure 24, the maximum flux in 79 (~0.09 gm C m-2 d-I

) is halfthat in
74 (~0.18 gm C m-2 d-I).
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What is happening in experiment 74 is that because the vertical density has bien reduced by making the
water isothermal and isohaline, the surface water has become dense enough t6 force convection deep
enough so that pressure augments or controls density and penetrative convection begins. That is, there is
a buoyancy acceleration downward driven by pressure causing density to increase with greater depth. An
analogy (not exact) in the atmosphere is in a thunderstorm or hurricane where water vapor laden air is
lifted high enough to force enough cooling to cause condensation. In this case, the change of state of
water vapor to rain releases latent heat which accelerates the process.

In experiment 74, at the maximum speed of 365 m a', this dense water can reach the Arctic halocline
in 3-4 hours, and the 300 m depth of the model in less than one day. This is illustrated in Figures 27-29.
Cross-sectional snapshots taken at day 6.4 (Fig. 27) show the convection effects on/of temperature,
salinity, density and along-ice velocity as well as nitrate, chlorophyll, chlorophyll flux and primary
productivity. The baroclinic geostrophically driven horizontal currents are> IS em S-I while the
convective velocities of>300 m d-I are shown in Figure 28 at maximum penetrative convection. The
effect on primary productivity is basically where ice is thick, productivity is low and where ice is thin
and light can get into the water, primary productivity is higher. In all of the snapshots, there appear to be
double convective plumes. In the model this depends on grid spacing and over which grid spaces cooling
is invoked.
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The last paragraph basically also describes the results of experiment 79 (Figs. 30-32). The only real
difference is that the values of vertical convection and flux are halved because pressure effects are not
aiding the vertical convection. ::

'II
Finally, the time series in Figure 29 for experiment 74 and Figure 31 for experiment 79 show where
the convection is obvious between days 4-7. For 74, the vertical carbon flux is not very high at
~0.18 gm C m-2 d-I but it is ~9 times greater than the primary productivity of ~0.02 gm C m-2 d"
(Fig. 24). Again, these numbers are approximately half for experiment 79.

Discussion

The significance and relevance of this project are related to several CMI Framework Issues, which are
similar to objectives of a major, new, joint National Science Foundation/Office of Naval Research

II
program entitled "Western Arctic Shelf Basin Interactions (SBI). SBI is slated to start in 2002 and last

,I

7-10 years in the region of interest in the Chukchi/Beaufort Seas. The reason for pointing this out is that
this SBI project will greatly enhance and expand our small effort in modelingin addition to doing much
more in the area of field observations. To help frame our particular project against the CMIIBSI goals and
to quote from the BSI Announcement of Opportunity (AO), " ... studies of shelf/slope water mass
modification and exchange processes and biogeochemical cycles are a priority for improving our capacity
to predict environmental change. The topics are particularly important because they profoundly influence
the thermohaline and biogeochemical structure of the Arctic Ocean." The Shelf Basin Interactions
" ... program will focus on shelf/slope water mass modifications, material fluxes and biogeochemical
cycles in the ChukchilBeaufort Seas and adjacent slopes/basins, and the ultimate generalization of these
results into pan-Arctic and global models". Further in the BSI AO it is stated, ,i"Theshelves profoundly
influence the thermohaline structure and maintenance of the ice cover of the Arctic Ocean. These same
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processes must markedly affect biogeochemical cycles and the biological productivity that support the
living marine resources of the Arctic Ocean. However, a mechanistic understanding of the processes that
affect the magnitude and rates of biological production, physical and chemical modification of shelf and
slopewater masses, and water-mass exchange with the central basin is lacking."

In this context and relevant to the CMI goals, and to the modeling, a sensitive issue in the Arctic is the
potential for contamination of the shelf and basin waters and benthos by a variety of petrochemicals
from mining and oil exploration, development and transport. Although beyond the scope of this present
proposal, we eventually plan to incorporate interaction/aggregation of natural and anthropogenic particles
or material into the present biophysical model which should provide information into the fate and modes
of transport of this material, as well as provide a description of the transfer between surface and
subsurface waters. In addition, modeling should lead to more efficient use of field experiment resources,
such as ships, to field test hypotheses. For example, approximately 25% ofthe shelf area of the world
ocean is in the Arctic. There is not enough money or ships to cover this area. Here again, the NSF/ONR
BSI project will greatly help.

Of the four objectives listed in the original proposal, the first objective was to modify our numerical
model of Arctic waters [Niebauer and Smith 1989; Smith and Niebauer 1993] to realistically model the
vertical flux of phytoplankton as aggregates of cells. This objective, which really has two parts, has
basically been met. The first part was to get the particles or cells to aggregate realistically, while the
second part was to model the vertical flux of the various particle size classes realistically with the larger,
more dense particles sinking faster. A problem or constraint is that if the particles aggregate too quickly
and sink out of the photic zone too fast, the bloom is extinguished for lack of light as shown in the
Methods section above. If the particles aggregate too slowly, the bloom sinks too slowly, contrary to
observations.

For the experiments, 10 size classes were used, with particles ranging from 30 phytoplankton cells per
aggregate (or cells per particle) to 300 cells per particle. For a single cell of size 10 urn, this gives a
particle diameter range of 45-123 urn and a corresponding sinking range of -1.7 to 5.5 m d-I [Riebe sell
and Wolf-Gladrow 1992]. We have run many numerical experiments (see Methods above) to "tune" the
aggregation parameter "stickiness" which dictates how rapidly smaller, slower sinking particles aggregate
to form larger, faster sinking particles. The results of tuning experiments were compared with available
experimental and observational data [e.g., Kiorboe et al. 1990] in choosing a stickiness of 0.025. As
regards the actual sinking rates, open ocean estimates range from almost zero to >100 m d -I [e.g., Hill
1992] to as high as 250 m d-I [Gardner 1997]. Sinking data from ice related blooms is sparse and sinking
observations are not available for the Chukchi/Beaufort Seas. However, we do have data from ice edge
related blooms on the Bering Sea shelf which suggest sinking rates of -7 m d-I [Niebauer et al. 1995] and
sinking rates -5.5 m d -I from the Ross Sea in the Southern Ocean [Smith and Dunbar 1998]. Future work
will include increasing the number of size classes and raise the maximum particle diameter to -500 urn
to better fit the range of size of particles observed in the ocean [e.g., Gardner 1997]. This will also expand
the maximum sinking speed to -30 m d -I.

The second objective was to model Arctic shelf spring phytoplankton blooms. This includes the
blooming, aggregation and vertical transport of chlorophyll/phytoplankton as a function of physical
processes of melt water and/or solar heated surface stratification, and wind mixing and wind-driven
coastal upwelling of nutrients into the photic zone. We have been successful in modeling the heat driven
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melt water stratification generating an ice edge spring phytoplankton bloom ("20" series of experiments)
with subsequent aggregation of phytoplankton into larger, denser particles which sink faster. We have
also been successful at modeling the coastal upwelling in ice infested waters ("50" series of experiments).

One way to consider these various series of experiments is to ask the question: What was right and what
,I

was wrong with the model/results? As regards the "ice edge" experiments, the modeling seems to have
gotten much of the ice edge bloom right without a great deal of tuning of the ~odel, at least when
compared with results from the Bering Sea. A problem here is that there are not yet observations of a
spring/ice edge bloom in the higher latitude Chukchi Sea. However, the productivity and production
values from the model seem to relate well to the summer data from Cota et. al. [1996] for the Chukchi
Sea. One process that is undoubtedly important but which we have not yet modeled is the vertical mixing
of phytoplankton up and down, or in and out of the photic zone. This supposedly results in no net
production until stratification stops the mixing and holds the phytoplankton in the photic/upper mixed
layer. This requires a wave model and is being worked on.

The ice sub-model seems to work adequately in allowing the ice to melt to give a salinity-based surface
stratification. The ice model also works adequately to limit light under the ice'llas a function of ice
thickness and amount of cover. !

The aggregation sub-model seems to work reasonably well in modeling vertical flux of the chlorophyll
and carbon. The big problem again is that there are few data to verify the results. The values we quoted
from the Bering Sea and the Ross Sea are in the same range as the modeling results. Again, flux in the
Bering Sea is probably different from that in the Chukchi Sea. Another problem is that the aggregation
sub-model only has 10 size classes of particles and so the structure of the flux may not be correct. Flux
depends upon surface production.

The physical and biochemical sub-models seem adequate in simulating the interaction of the stratification,
II

nutrients and phytoplankton with melting ice. Much work can be done in tuning the biology such as the
phytoplankton productivity vs. intensity oflight curves and characteristics of!utrient uptake-"small"
vs. "large" phytoplankton, zooplankton grazing, etc. In the aggregation process, "stickiness" is important.
In all of the experiments outlined here, we have not varied any of these parameters.

As regards the "50" series of experiments: What is right and what is wrong with the model/results of the
coastal upwelling? Again, the ice sub-model seems reasonable. The drag between wind and ice, and
between ice and water is about twice that between wind and water. This means that water is more strongly
driven, with movable ice as an intermediary. In the model, these relationships are modified by how much
ice cover there is at individual grid points as outlined in Methods above. A possible problem here is that
the ice sub-model makes little provision for ice-ice interaction (i.e., no friction). However, this seems not
to have been a problem here as ice is not pushed against itself or the coast. In other words, friction does
not come into playas long as the wind, hence ice, is not convergent. A provision was added to keep the
ice from building, or rafting, too much if the ice transport is convergent. 'I

The physical and biochemical models seemed adequate. Classical coastal upwelling occurred with
associated vertical and horizontal currents and fluxes. One problem here was that the coast was modeled
as a vertical wall with the bottom at 300 m. The only record of coastal upwelling occurring on the north
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coast of Alaska was observed by Johnson [1989] and was in water e-df) m deep. The Johnson [1989]
report does not provide very much data for initial and boundary conditions or for verification.

The third objective was to model the convective sinking of water, both in conjunction with, and as a
separate process from the flux of natural/primary production particles and particle aggregation. Studies
[e.g., Cavalieri and Martin 1994] suggest that brine rejection over the Arctic Ocean shelf is the source of
the cold, salty water that maintains the Arctic Ocean halocline via convective sinking. Probably most of
the time this involves low speed (also known as convective mixed layer deepening, ~meters per day)
convection rather than advective or penetrative convection with speeds ~ lOs to 1000s m d -I. (Note that
while 1000s m d -I seems like a very high velocity for vertical flow in the ocean, and it is, penetrative
velocities of up to 8 em S-I [8 em S-I translates to almost 7000 m d-I] have been observed [e.g., Denbo
and Skyllingstad 1996]). However, Drijfhout et al. [1996] suggest that in this region off Alaska, at least
one event per year occurs where a penetrative column caused by surface cooling reaches at least 200 m.
These events are probably penetrative convection.

What is right and what is wrong with the model/results as regards the "convection" experiments? Again,
the ice sub-model seems reasonable in that the winds cleared out the ice in a realistic manner. Then,
setting a realistic heat flux out of the ocean caused a change of state of water to ice, rejecting brine which
lead to convection. The thickening of the ice slowed the heat loss to the point that convection ceased. The
physics sub-model seemed reasonable as far as the experiments went-the simulation of preconditioning
the water by opening ice and then cooling the open water until ice formed, rejecting salt leading to
convection. However, the model was not able to simulate convection with the original initial conditions
of temperature and salinity in Figure 3. It was not until the water was made isothermal and isohaline that
convection occurred. It does appear that the horizontal grid spacing here (3 km) may be too big to
correctly model convection in the sense that in the Greenland Sea the convection cells have dimensions
in the order of meters to a kilometer. Other convection models have grid spacing of order lOs of meters
[e.g., Kampf and Backhaus 1998]. Clearly, more work is needed here.

For the biochemical sub-model, the phytoplankton was primarily a tracer. While calculations were made
on vertical flux of chlorophyll and carbon, the original concentration of material at the surface to be
caught up in the convection depends on the prior history of the surface waters. With the model, this can
be set or driven to whatever level desired. The important comparison is then between biologically
identical experiments. Given all of this, we found that including pressure in the equation of state increased
flux by about 2 times.

Again, the biggest problem in all of this is a lack of data to verify results, either how much carbon or
chlorophyll was being carried alone, or how much brine was actually being convected downward. Some
help as regards the vertical transport of brine is available from Cavalieri and Martin [1994], who
estimate that dense water production off the Chukchi\Alaska coast ranges from 0.006 to 0.119 Sv
(1 Sv = 106 m3

S-I, and for a scale, the mass transport of the Mississippi River is ~0.018 Sv). But we still
do not really know what form this vertical flux or vertical transport takes or what the convective speed is.
Weingartner et al. [1998] estimate a horizontal transport of salty brine across the shallow Chukchi shelf
at ~0.25 Sv although this is probably due to brine production in both the Bering Sea and the southern
Chukchi. For comparison to these transports, Aagaard et al. [1981] and Bjork [1989, 1990] suggest that
1-2 Sv of Arctic shelf water brine of salinity 34.75 psu are required to maintain the halocline layer.
Calculated rates from actual data for brine from Arctic polynyas [Cavalieri and Martin 1994] are
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estimated at ~0.9 Sv with a range of 0.7-1.2 Sv. Renewal time for the halocline is estimated at 10-40
years [Aagaard et al. 1981; Wallace et al.I987]. On a somewhat different point, the net horizontal
transport through the Bering Strait, from south toward north, is ~2 Sv. However, recent estimates of the
net flow are ~0.7 Sv [T. Weingartner, pers. comm.], suggesting significant interannual variability.

To further address the comparison of sinking and convection, Figure 33 shows the time series of
chlorophyll moving through the water column from experiments 20,50, 74 and 79. In 20, the flux is
entirely gravitational sinking of particles with no water motion. However, there is very little chlorophyll
at all (note that the chlorophyll scale is ~1/5 to 1/10of the other scales) so a relatively small amout of the
material ends up on the bottom over the 28 days. In 50, the winds and upwelling clear the ice and the
surface bloom accelerates, resulting in aggregation and much more material ~ccumulating on the bottom.
In 50 the flux is also entirely gravitational sinking of particles except during the upwelling. In contrast, in
both 74 and 79 the main event is flux driven by vertical convection that is far:!raster but shorter lived than
aggregate sinking. These convective events are concentrated in day 6 (Fig. 33!). In both of these cases, 74

I

and 79, more material gets to the bottom faster. Though, in a sense, how much material gets to the bottom
in each of these cases is not a fair comparison. Obviously advection of the material through the water at
100-300 m d-I will get material to the bottom faster than gravitational sinking at 5 m a'. However, the
amount of material advected can easily be varied by adjusting the amount of material caught up in the
convection; a convection event in the middle of a spring bloom will transport much more production and
carbon than an event in winter.

Our fourth objective was to interact with field/data groups and individuals who are working on different
aspects of the Alaska Arctic shelves, as recommended by the National Academy of Science. Real data are
required for initial and boundary conditions as well as for verification. The point here is for modelers to
interact with field and data processing groups so that the modeling is grounded in reality. But there is
not enough money and support to study every aspect of the whole region in detail so that models must
be used to fill these needs. We are using available data and interacting with field researchers such as
Dr. Tom Weingartner of the University of Alaska and Dr. Walker O. Smith, Jf. of the University of
Tennessee. This is ongoing. ::

The comparison of the model output and the field data outlined above in the JesuIts was, at times, quite
good, suggesting that the model that was used for this research appears to hav1breasonably portrayed
some of the complex physical and biological mesoscale processes and their interaction in Arctic waters.
The modeling appears to have allowed a better understanding of the coastal and shelf marine environment
of these high-latitude, ice-impacted seas. What is most lacking are field data to verify, for example, the
ice edge blooms in spring, effects of wind-driven upwelling, and the strong convective flux of mass and
material.
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Figure 1. Focus area for "Physical-Biological Numerical Modeling on Alaskan Arctic Shelves",
especially in the Chukchi and Beaufort Seas region near the Barrow Canyon.
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Figure 16. Time series of depth integrated data from the "20" series experiments. Primary productivity is smoothed with a 3-point
running mean.
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Figure 17. Distribution of particle size classes of chlorophyll over depth and
time at depths 50, 100 and 250 m for experiment "20".
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Figure 18. NOAA 12 satellite image of the Chukchi and Beaufort Seas off of the north coast of Alaska
for 15 December 1994. Sea ice is light grey in color while open water is darker over the
ocean part of the image. This divergence in the ice pack was caused by storm winds. Air
temperatures were well below freezing so that there must have been considerable cold, salty
brine produced by ice formation, especially right over and upstream of the Barrow Canyon.
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Figure 32a. Cross section contours for data at day 6.4 from experiment "79". Dashed lines are negative.
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Figure 32b. Cross section contours for data at day 6.4 from experiment "79". Dashed lines are negative.
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Figure 33. Time series through depth of total chlorophyll from experiments "20", "50", "74" and "79".
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The Department of the Interior Mission

As the Nation's principal conservation agency, the Department of the Interior has responsibility
for most of our nationally owned public lands and natural resources. This includes fostering
sound use of our land and water resources; protecting our fish, wildlife, and biological diversity;
preserving the environmental and cultural values of our national parks and historical places;
and providing for the enjoyment of life through outdoor recreation. The Department assesses
our energy and mineral resources and works to ensure that their development is in the best
interests of all our people by encouraging stewardship and citizen participation in their care.
The Department also has a major responsibility for American Indian reservation communities
and for people who live in island territories under U.S. administration.

The Minerals Management Service Mission

As a bureau of the Department of the Interior, the Minerals Management Service's (MMS)
primary responsibilities are to manage the mineral resources located on the Nation's Outer
Continental Shelf (OCS), collect revenue from the Federal OCS and onshore Federal and
Indian lands, and distribute those revenues.

Moreover, in working to meet its responsibilities, the Offshore Minerals Management
Program administers the OCS competitive leasing program and oversees the safe and
environmentally sound exploration and production of our Nation's offshore natural gas, oil and
other mineral resources. The MMS Royalty Management Program meets its responsibilities
by ensuring the efficient, timely and accurate collection and disbursement of revenue from
mineral leasing and production due to Indian tribes and allottees, States and the U.S. Treasury.

The MMS strives to fulfill its responsibilities through the general guiding principals of: (1) being
responsive to the public's concerns and interests by maintaining a dialogue with all potentially
affected parties and (2) carrying out its programs with an emphasis on working to enhance the
quality of life for all Americans by lending MMS assistance and expertise to economic
development and environmental protection.
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