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Abstract

The U.S. Bureau of Reclamation has instituted a program for probabilistic risk analysis in its
dam safety activities. By acknowledging and explicitly addressing the various uncertainties
inherent in the evaluation of dam safety, the objective is to improve the understanding of dam
behavior and aid in focusing dam safety resources toward those areas where greatest risk
reduction benefits can be achieved.

Reclamatior:s risk analysis activities and its implementation of related technology have
proceeded incrementally, expanding and refining the procedures according to perceived
needs and outcomes from progressive applications. Its Dam Safety Risk Analysis
Methodology document provides the current status of these efforts. Among the elements it
describes are dam failure probabilities and risks derived by combining values determined at
some lower level of aggregation. These might include probability or risk values for different
loading conditions, loading ranges, failure modes, spatial segments, or other conditions. Not
only do these values result from aggregation of their own constituents, but they themselves are
often combined in some way to express their collective effect. This report has been prepared
in support of the Methodology document to address this and related topics.

The report treats various methods and the underlying principles for combining risk and
probability values in the context of current Reclamation practice. Many of these methods have
already been adopted, but their technical underpinnings may not be universally appreciated or
commonly understood by the technical specialists who use them and the dam safety
decisionmakers who interpret them. One purpose of this work is to enhance this understanding
within the framework of the basic axioms and related principles that govern the probability
mathematics. It adopts a systems approach that views te features of the dam and its
downstream environs as system components, and interaction among these components in
terms of independent and correlated behavior receives special emphasis. In addition to the
mechanics of probability and risk aggregation, attention is devoted to the reasons why these
aggregations may be warranted and some of the various forms they may take. This goes to
how risk analysis is used to develop probability and risk-based insights into dam behavior,
and how this information is best communicated to decisionmakers.
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1.0 Introduction

Performing arisk andysis usudly requiresthat probability vaues be mathemetically manipulatedin
someway. Infact, its ability to provide for mathematica operationsisthe underlying reason why numericd
probability is used a dl, and this is dso why quantitative risk andyss offers sgnificant advantages over
quditative (non-numerica) procedures. Simply put, some probabilities are easier to estimate than others,
and mathematica operations afford the opportunity to derive probabilities for one condition based on
edimates that can be made more conveniently for some other condition. It is difficult, for example, to
estimate the probability of failure of adam directly, but quite possible to estimate the separate probabilities
associated with loading, response, and consequences. To arrive a the probability of dam failure then
requires some means for aggregating these vaues.

Thesameistruefor risk. A separaterisk value (i.e., the probability of some number of liveslost) is
cdculated for every end-branch and associated unique branch pathway in an event tree. It would be
possible, but not particularly useful, to present each and every one of theserisk vaues individudly to the
decisonmaker. Instead, combining them various ways - say according to some loading condition, or load
range, or failure mode- providesamore readily-usable synthesis of thisinformation that communicatesthe
desired dements of risk more meaningfully.

This Appendix treats some of theissuesinvolved in combining failure probability and risk estimates
in Stuations typically encountered for Reclamation dams. Many of the methods and procedures described
are dready used in Reclamation risk anadysis practices. The objective hereisto put forward some of their
conceptua underpinnings in the interest of promoting consstency, enhancing risk communication, and
ultimately improving the dam safety decisionmaking process. First, system conceptsare described, and then
some smple mathematica principles derived from the basic probability axioms. It is not anticipated that
these discussonswill gpply to the unique circumstances of every case. They do, however, provide genera
guidance and aframework for recognizing the various conditions that arise.

2.0 System Concepts

Beforetreating how probabilities and risks are combined, it isfirst useful to consider how and why
they are separated in thefirst place. One obvious case dluded to above refersto theindividual probabilities
assigned to the separate decomposed eventsin an event tree. Here, each such event isacomponent event
of the failure sequence. But componentscan aso be defined in adifferent sensethat consdersthe dam and
itsdownstream evironsasasystem, and here probabilities or risksmay be devel oped separatdly for various
system components. The components of a dam system can be classfied in three genera categories:
physica features of the dam, spatia segmentsof the dam, and PAR downstream from the dam. When more
than one dam or dike impounds the reservoir, for example, each such structure might be considered a
component of thereservoir system, or asaseparate syseminitsdf. Viewing thedementsconsderedinthe
risk anaysisasasysem helps structure how they aretreated, how they relate to each other, and how their
individud failure probabilities and risks are generated.
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2.1 System components

The components of the system areits basic building blocksthat together describe and defineit. The
system description is ordinarily implied within the context of a Reclamation risk andysis and is not usudly
developed formally. Neverthdess, the system and its definition, whether explicit or implied, provide the
framework for determining how probakility and risk esimatesareinitialy developed, and consequently how
they are later combined. The three kinds of components that together comprise the system are described
Separately below.

. physical features

Any dam contains various features that must function successtully for itsintegrity to be maintained,
such as the foundation, abutments, spillway, and dam embankment. Any or al of these features may be
subject to conditions that might cause them to fall to function in the desired manner. These, of course, are
thefailure modesthat therisk andyssidentifies and evaduates. So onthe most basic leve, physicd features
define the components of the dam system, and system failure is associated with the occurrence of failure
modes for one or more of them.

. gpatial segments

A dam can display marked variationsin physica conditions usudly (but not necessarily) aong its
length. These might consist of different structure types, such as an earthfill embankment with a concrete
overflow section, or geologicaly digtinct foundation conditionslikean dluvia deposit with rock abutments.
Abrupt variaionsin height may aso occur for adam spanning adeeply-incised valey withlower adjoining
sections. Spatid differences like these can provide the basis for defining separate segments of the dam
which then become components of the system, each subject to gpplicable fallure modes or falure
consequences. Damsor dikesthat are physicaly separated but confine the same reservoir can be aspecia
case of spatidly-segmented system components.

. downstream environs

The third lement of the system is the downstream region where consequences are incurred.
Because Reclamation usudly evauates economic and environmenta damages externdly from the risk
andysis, the affected downstream region is defined by the location of the population a risk (PAR). This
regionisbounded by the locations of downstream residences, attenuation characteristics of the dam-breech
floodwave, or distances sufficient to provide ample warning in relation to floodwave trave time. In the
gpecid case of multiple structures on the same reservoir each with individud PAR:s, separate systems (or
subsystems) can be defined to reflect these downstream conditions.

2.2 Defining the system

In practice, defining and describing the system and its various components is a sequentia process
that proceedsin the following Steps:



1) Define system failure. Conventiondly, failureis defined as uncontrolled release of the reservoir. For
purposes of risk andys's, Reclamation definesfallure asbreach of thedam, and its Tier 2 guiddinesrequire
this condition to be addressed whether or not any lossof lifewould result. Occasondly, circumstancesmay
be identified that could involve sgnificant damage to the Structure or even loss of life from unexpected

seepage discharges, outlet works releases, gate mafunction, or spillway flowswell beyond those associated
with norma operation. These would not be treated as failure conditions unless they propagate to dam

breach. Their associated probabilities and risks can, however, often be developed from information the
event tree contains, and they may warrant separate discusson in the risk analys's documentation.

2) Define spatial segments Spatid segmentation and definition of corresponding spatid system
components most often follows from different types of foundation conditions, or from differencesin therr
severity sufficient to substantidly affect probability estimates from one location to another. Segmentation is
based on subsurface data and geologic interpretations, and conditions within any segment are said to be
statistically homogeneous. Thisdoes not imply that they are uniform - variations can till occur from place
to place - but that the statistical properties (such as mean and standard deviation) describing the spatid

digtribution of these conditions are the same within any segment. Another basis for segmentation can be
abrupt changesin dam height producing different dam-breach floodwave heights and hence different risk.
Defining discrete spatid segments accordingly can provide more information for possible modification

decisons. In particular, this alows different types of remedid dterndtives to be rdated to ther risk-

reduction effectiveness at these separate |ocations, as opposed to prescribing asingle type of modification
over the entire length of the dam. Considerable discretion and judgment isrequired in spatia segmentation
according to either of these factors. While many findy-discriminated segments can be appealing for

probability estimation, the total number of fallure modes increases geometricaly with the number of

segments where they gpply. Thiscan quickly lead to agreat ded of additiona effort and ultimately reduce
the clarity of results.

3) Define failure modes. For each segment of the system, thefailure modes gpplicableto itsconditionsare
then identified. Failure mode identification, or screening, is described esewhere in the Methodology
Document and is not treeted further here,

4) Define system boundaries. Thedam(s), reservoir, and PAR together define physical boundariesto the
system, and it can be useful to Adraw a box@ around it (both figuratively and literdly) to desgnate the
featuresitis, and isnot, intended to contain. Figure 1ashowsthetypica case of asngledam, reservoir, and
PAR. Here, a powerhouse is below the dam and above it lies an unstable dope that could potentidly
destroy it and its occupants. The powerhouse is included in the system boundary aong with the town
downstream because workers would be affected by a dam-breach floodwave. The unstable areais not
included in the system because alanddide would not satisfy the definition of failure as breach of the dam.
There could be many failure modes affecting the powerhouse and itsworkers, such asalanddide, penstock
falure, and of course dam breach. But to comprehensively address these would require defining another
system - the powerhouse- and performing aseparaterisk analysisfor it. Hence, defining system boundaries




for a dam safety risk analys's requires distinguishing between processes causing dam breach and those
associated with O&M issues that do not propagate to breach, acknowledging that the latter may have
adverse consequences as well. A contragting case is shown on Figure 1b, with two dams on the same
reservoir eech having different PAR:s. Here, two systems requiring separate risk anadyses are defined
because each system failure has unique downstream consequences. Inthiscase, Tier Land Tier 2 guiddines
would be gpplied to each system; the common reservoir does not require asingle system.

2.3 Characteristics of dam systems

The system description leads to the rel ationships among component failure probabilities and risks.
Figure 2 showsseverd formsof reliability block diagramsthat portray how system componentsinteract.
Figure 2acorrespondsto the dam system of Figure 1a, wherethe physical componentsare subject to three
separate fallure modes FM1, FM,, and FM3, over two spatid components, Segments 1 and 2. This
represents a series system such that failure of any one component in seriesresultsin sysemfailure. Figure
2b corresponds to the two systems of Figure 1b, where each is subject to the same three failure modes.
These are series systems as well. By contrast, Figure 2c shows a parallel system, where system failure
requires falure of al three components. Here, the components are redundant such that the system could
dill function with any one intact.

Some dam systems, or parts of them, may have redundant componentsthat operatein paralel. For
example, if one soillway gate should become jammed, others may be able to pass an inflow flood up to
somelevd. Smilarly, outlet works sometimes have sgnificant discharge cgpacity that providessomedegree
of redundancy with the spillway. Dam components that operate in pardld, however, are by far the
exception, and most dam systems are series sysems: if one component fails the system fails. This has
implications for evauating correlated failure modes, as subsequently explained.

Another important aspect of the system description isthat it is fixed in time - aAsnapshotd of the
system at the moment therisk analysisis performed. The probability and risk estimates are predicated and
contingent upon the particular description, or state, of the sysem asit isdefined during therisk analyss, and
falure processes that occur under a such a non-varying system state are said to be probabilistically
stationary. Some processes like akali-aggregate reaction or particle trangport may be time-dependent if
they change the physica condition of components and therefore the system state. Others, likeincreasein
PAR over time, can change the system description or its boundaries. Still others can have to do with
selsmotectonic interpretations and how earthquake potential variesin time and space. However, neither the
system state nor description can be projected forward in time to account for such effects or the cumulative
damage they may produce. Thus, even though the risk andyss produces estimates of annud failure
probability and annud risk that apply in principleto any given year present or future, these estimates apply
only to the system description



adopted.” The risk analysis can be updated, however, as part of the CFR process or a other times as
necessary to reflect known changes in conditions and system State that may have occurred.

3.0 Combining Probabilities

The mathematics of probability provide rules for combining basic sysem component falure
probabilitiesin ways consistent with the probability axioms. Together these rulesand axioms are called the
probability calculus, and the essentia texts on this topic are Benjamin and Corndll (1970), and Ang and
Tang (1975, 1984). They contain many probability principles, applications, and examplesrelevant to dam
safety issues, and readers are strongly encouraged to consult them. Before discussing how probatilitiesare
combined, it is useful first to consder which ones to combine and why.

The probability caculus itself does not require that any probabilities be combined, but one may
choose to do so for reasons of convention, convenience, and ultimately indgght and communication.
Conceivably, the product of arisk andyss could be nothing more than a tabulation of the probabilities
assigned to each event in the event tree, but this would offer little insight into overal dam behavior, nor
would it communicate information in auseful form. Both indght and communication require some kind of
synthesis and aggregation of the individua vaues.

Which probabilities to combine depends on what insghts are sought and what is sufficiently
important that it needs to be communicated. Thisis partly amatter of convention and partly judgment. By
convention, Reclamatiors Tier 2 guidelines specify that event probabilities be combined to subtotas for
dtic, seilsmic, and hydrologic loading conditions, and theseto the totd failure probakility for the dam under
al such conditions. Thisis reasonable because the loading conditions are closely related to the kinds of
modifications that might be required, and aso becausethetotd failure probability allowsdifferent damsto
be conveniently compared.

Deeper ingght into dam behavior requires other probability combinations. Probabilities for each
loading range show whether vulnerability is controlled by extreme or by morefrequent flood and earthquake
initiators. Probabilitiesfor variousfailure modes combined over al such load ranges can show whether and
why one might dominate. And probabilitiesfor different ssgments can show wherefailureisbdieved to be

Methods are available to address non-stationary processes, provided that the variation in system state can
be described probabilistically for example as aMarkov process, but they are considerably beyond the current state
of practice in dam safety risk analysis. Otherwise, annual probabilities for stationary processes and constant
system state can serve as alower bound where cumul ative damage or other system changes may occur. Vick and
Stewart (1996) describe one such case



most likely. Each such probability combination tells and reved s something different about the dam system,
and they are dl necessary to develop an understanding of dam behavior that directs where to target
atention, investigations, or modifications.

3.1 Praobability axioms

Venn diagrams are a pictoriad representation of the relationships among events according to set
theory, and they provide the underlying basis for the probability axioms. Congider, for example, whether
sand or clay existsat some particuar location in afoundation, as depicted onthe Venn diagram of Figure 3.
The corresponding events S and C exist within thesampl e space that isthe set of al possible soil and rock
types. The presence of either sand or clay isthe union of thetwo events Sand C, expressed asSu C and
read as S OR C. Their intersection represents a mixture of sand and clay as shown by the overlapping
region on Figure 3, expressed asSnCandread asS AND C. Theremaining regionsrepresent exclusvely
sand S, and exclusvey day Co. The three events &, Co, and SNC are now mutually exclusive- no one
can exig in the presence of another. Together with dl of the remaining e ements in the sample space they
form a collectively exhaustive set of foundation materid types which could exist a that location.
Probability operates on the relationships among events that the Venn diagram portrays, and its axioms
define the conventions these operations adopt:

Axiom |. The probability of an event E isanumber greater than or equa to zero but lessthan or equd to
unity:

O<pE <1

Axiom 11. The probability of a certain event E is unity, where E is the event associated with the
occurrence of al members of the sample space:

plE] =1
Axiom |11. The probability of the union of any two mutudly exclusve eventsisthe sum of ther probailities:

p[E1 v E] = p[Ed] + p[EZ]
which implies that:

Y plE]=1

Returning to the Venn diagram of Figure 3, the event S can be consdered as the union of the
intersection SNC and the non-overlgpping region S, and likewise C isthe union of the intersection SNC
and the non-overlgpping region Co. So from Axiom 111

PS] = p[SNC] + p[Sd] (1)
PIC] = p[SNC] + p[Co] 2



Also from Axiom |11, for the three mutudly-exclusive events &, Co, and SNC:
p[Su C] = p[S] +p[SNC] + p[Cq] ©)

Solving egns. (1) and (2) for p[Sy] and p[Co] and subgtituting in egn. (3), the probability of either sand or
clay a thelocation in question is.
p[Su C] =p[S] + p[C] - p[SAC] (4)

The right-hand sde of egn. (4) can be interpreted as the sum of the probabilities of sand and clay
consdered individudly, with the third term subtracted to prevent Adouble countingl of the overlapping
region on Figure 3.

3.2 Independent and conditional probabilities

The conditional probability thet the clay contains sand is p[S|C] (read as the probability of S
GIVEN C). From Figure 3, thisisthe proportioned ratio of the probability of the overlapping region SNnC
to the probahility of C, or:

p[S|C] = p[SnC] (5)
p[C]

Ingenerd, conditiond probability isthe probability that one event A will occur given theknowledge
that some other event B has dready occurred, or smilarly the probability of A predicated on the occurrence
of B. Thus, the probahility of liquefaction isaconditiona probability given the occurrence of some seismic
ground motion. From egn. (5), the combined orjoint probability of both liquefaction B and the earthquake
Ais

P[ANB] = p[B|A] p[A] (6)

Other events might be taken asindependent, such asthe occurrence of full-reservoir conditions C
and theearthquake A. Here, the conditiond probability of thereservoir being full given the earthquakeisthe
same as the probability of full-reservoir conditions, because the occurrence of the earthquake says nothing
about the reservoir and vice-versa (at least if reservoir-induced saismicity is neglected). Therefore for
independent events:

P[C|A] = p[C] ()

Thus, the joint probability of the earthquake and full-reservoir conditions, from egn. (6) would be:



P[ANC] = p[C|A] p[A] )
and from (7),
P[ANC] = p[A] p[C] )

If we further wish to combine dl three probakilities to determine the joint probability of the earthquake,
liquefaction, and full-reservoir conditions together, then:

p[ANBNC] = p[A] p[B|A] p[C] (10)
Egn. 10 provides the basis for combining probabilities for any branch pathway in an event tree.
Both conditional and independent probakilities are multiplied to find the end-branch probability for the
combined occurrence of dl events on that particular pathway. Moreover, even though separate branch
pathways may contain some common events, each congtitutes aunique and thereforemutudly exdusve st
of events. Therefore, Axiom |11 specifiesthat the end-branch probabilities be added to find the tota failure
probability. Similarly, probabilities for a particular loading range, a particular failure mode, or a particular
segment are combined by identifying the relevant branch pathways and adding therr end-branch
probabilities. In these ways, the probability axioms provide the basic principles for combining event
probabilitiesfrom event treesto find any aggregated vaue of interest. All of this, however, assumesthat the
branch pathways and end-branch probabilities are themselves truly independent, and this raises the
important matter of correlation.

3.3 Corrdations and common-cause failures

The probability axioms do not specify whether the probability of a particular event should be
independent or conditiond. This is established from the physica processes involved. The test for
independenceisif the known outcome of one event would not ater in any way the probability assgned to
the other. In practice, probabilistic independence between events is often taken as an assumption, either
amply for convenience or becauise knowledge about the eventsis not sufficient to specify how they may be
related. If, however, thereis some possible relationship between them, they are said to becorrelated, and
this affects how their probabilities are combined.

Toilludtrate, condder the system of achain comprised of component links, and let E; be an event
that represents failure of some link (Ang and Tang, 1975). Figure 4ashowsthe case of asingle-link chain,
and suppose that for thislink p[E;] = 0.05. Here the probability of system failureis obvioudy the sameas
the failure probability of thelink, or 0.05.

Next, consder the two-link system of Figure 4b. The probability of link faillureisagain 0.05 for both
links, and suppose they have been independently fabricated by different suppliers. Now the falure
probability of the two-link sysem is given by egn. (4) as:

P[E1 v E] = p[Ed] + p[E3] - p[EiNES] (11)
and from egn. (6):



PlE1 v Eg] = p[E;|Er]p[Ed] (12)

0,
P[Es u BE] = p[Ed] + p[E] - p[E2|Ed]p[Ed] (13)

= 0.05 + 0.05 - 0.05p[E,|E]] (14)

= 0.10 - 0.05p[E;| E4] (15)

Here, E; and E; are assumed to be probabilisticaly independent, so from egn. (7):
PlE2|Ed] = p[E2] (16)
and the probability of system failure in egn. (15) with its two independent components becomes:
p[E: U E2] = 0.10 - 0.05(0.05) (17)
=0.0975

Now, suppose that the sametwo links are fabricated from the same stedl by the same manufacturer
and have identica strengths. E; and E; will now be positively correlated becauseif onelink falsthey are
both likely tofail. In the extreme case wherefailure of one makesit certain that the other would fail they are
perfectly correlated such thet p[E;|E;] = 1.0. For this condition, the probability of system failurein egn.
(15) becomes:

p[E1 U E;] = 0.10 - 0.05(1.0) (18)
=0.05

which isthe same as for the aingle-link system of Figure 4a. So positively-correlated system components
operate identically to asingle-component systemif they are perfectly corrdated. But inredity, how thelinks
are fabricated and by whom will be uncertain. The degree of component correlation is undetermined and
system failure probability can only be bounded, by the assumption of independence on one hand and perfect
correlation on the other, as lying between 0.05 and 0.0975.

The chain exampleillustrates the problem of correlated system components, and it isevident that it
can gpply to dam systems as well. In generd, system components assumed to behave independently but
which may actudly beinfluenced by interactions of various kinds are said to be subject to common cause
or common mode failure (McCormick, 1981; Henley and Kumamoto, 1992). Severa typesof commort
cause conditions and correlated events are discussed below.

. correlated loading conditions



Floods and earthquakes. Probabilistic independence of flood and earthquake |oading conditions
rests on the absence of any relationship between meteorology and geology: the occurrence

of an earthquake would say nothing about the occurrence of aflood, or its estimated probability.? Hoodand
earthquake probabilities are therefore combined additively according to egn. (4), with its third term
representing their joint occurrence neglected asinggnificant. A severetest of thissmplification would bethe
joint occurrence of the 10-year flood and the 10-year earthquake, each having exceedance probabilitiesof
0.1 on an annud basis. Since the flood duration would be no more than a few days, its exceedance
probability during thistime would be on the order of 0.1 x 0.01 = 0.001, the probability of the earthquake
during this period would bethe same, and thejoint probability of their smultaneous occurrencewould beon
the order of 10°. This shows that the joint probability of flood and earthquake occurrence is indeed
negligible and that probabilities for flood and earthquiake conditions can be added under the assumption of
independence with inggnificant error.

Satic and flood/earthquake conditions. Static loading conditions in Reclamation practice are
taken asindependent of flood and earthquake conditions, using threshold loads for seismic and hydrologic
failure to distinguish them from Static conditions. Here, some corrdations do exist. For example, interna
eroson (static) events can be corrdated with flood-induced increasesin reservoir level, and with inertia
forces or deformations produced by seismic shaking (Vick, 1993; Vick and Stewart, 1996). These
corrdations are usualy accounted for explicitly, by including branches associated with various flood
conditionsinthedtic (interna erosion) event tree, or by including certain particletrangport conditionsinthe
selsmic event tree. However, these kinds of correlations can be especially easy to overlook, and they
require particular atention during the failure mode identification stage of the risk andys's process.

. correlations between failure modes

The fallure modes associated with any given loading condition are usudly assumed to be
independent and are devel oped in the event treein thisway. But there are often correl ations between many
of them due to various kinds of physicad dependencies that are not explicitly addressed. For example,
consider a compacted clay embankment on a liquefacti on- susceptible foundation subject to two seismic
falure modes foundation liquefaction leading to flowdiding, and inertid (ANewmark(-type) crest
deformations leading to overtopping. Typicaly these would be treated as independent, but they share a

2 Thishas not always been so. Only afew decades prior to the creation of the Reclamation Service, the
prevalent doctrine was that Arain follows the plow,( so flood probability then was quite literally conditional on the
presence of bare earth from cultivation. John Wesley Powell was instrumental in changing this presumption
through hisinfluence on early Federal irrigation policy. Thisillustratesthat probabilistic independenceisafunction
of oness state of knowledge, and therefore the product of judgment.
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common dement in that saismicaly-induced foundation pore pressuresinfluence both of them. In generd,
falure modes tend to be idedized as independent largely because this is the way they are treated
andyticaly, but a number of correlations can become apparent on close inspection.

Another kind of physical dependence producing common-causefallure conditions occurswhen the
failure of one system component places additiond |oading on some other that could causeitsfalureaswell.
Take a concrete-gravity dam subject to basd diding from ether low friction angle a the contact or from
uncertain drain effectiveness. Incipient movement could disrupt the drains, increasing uplift pressures and
increasing the likelihood of diding. Here the failure modes interact - the occurrence of one enhancesthe
other. Thiskind of correlation has been observed in actud failures. A certain taillings dam contained design
and congtruction deficiencies rdated to both thefilter and the diversion conduit that made both components
subject toindividud interna erosion failure modes. Thefailureinvestigation showed that both failure modes
occurred, but that they operated in a complex interaction between them that would not have been fully
described by either one separately (Dam Review Team, 1996). Again, some of these interactions and
dependencies between failure modes and system components may be captured explicitly intheir event tree
development (interna erosion from the embankment into the foundation is one that Reclamation typically
emphasizes), but many are not, either because they are too difficult to anticipate asfor the exampletallings
dam, or because the event tree would smply become too complex if they were.

. gpatial correlations

Congder an embankment dam on an dluvid glacid- outwash foundation with alimited number of
borings, some of which encountered intervas of liquefactionsusceptible silt, and suppose that the
embankment is divided into severd segments to reflect these gpparent differences. Suppose then that
additional boringsweredrilled, with ill more segments defined accordingly. It iseasy to seethat, takento
the limit, a nearly infinite number of segments could be defined. If the tota embankment failure probability
were determined by adding the respective contributions, then it would be arbitrarily controlled by the
number of segments defined. Spatid correlation solves this apparent paradox. The segmentsare not truly
independent but spatialy correlated - the presence of it layersin oneincreasesthelikeihood that they may
extend into or otherwise be found in neighboring segments.

If conditions are spatialy corrdlaed, as a common geologic origin would imply, then ther
probabilitiesare not drictly additive. The chain example provided earlier illustrates exactly thiseffect. Where
multiple components such as those shown in Figure 4b are perfectly correlated, the example showed how
the system failure probability collapsesto that of the Sngle-component system of Figure 4a; Smilarly, the
combined fallure probability for perfectly-corrdated segments would be the same as that for a Sngle-
segment dam. On the other hand, if the conditions within each segment had different geologic origins (say
jointed rock in one and dluvid outwash in another), only then would their failure probailities be truly
independent and therefore additive. Here, however, the number of segments is not arbitrary. They arise
from unique datigticdly- homogeneous popul ationsthat are geologicaly unrdated. Many typica Stuationsof
gpatia correlation lie between these two extremes.
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. system correlations

Another type of common cause or common-modefailure affects different sysemswherethefallure
of one system produces|oads on another. An exampleistherisk anayssfor aproject (Vick, 1997) where
four separate dams, each with distinct downstream populations, impound a single reservoir to produce
separate systems like those on Figure 1b. One dam is a gated concrete-overflow structure, another a
rockfill dam, and two more are earthfill dikes both with histories of dopeingability. In this case, falure of
the concrete or rockfill structure would produce rapid-drawdown conditions that could be an initiator for
upstream dopefailure of either dike. A even more obviouskind of system correlation isthe cascadefalure
of damsin series, and Reclamation has separate procedures for handling these stuationsin risk andyss
goplications.

. unimodal bounds

The chain exampleillustrated how bounds could be placed on failure probability for asystemusing
assumptionsof completely independent and perfectly-correlated components. More generdly, sysemscan
contain varying numbers of components with different falure probabilities and indeterminate degrees of
positive corrdation. So-caled unimodal bounds provide a way of combining such component failure
probabilities. For series systems like those on Fgure 2a and 2b, which typicaly apply to dams, system
failure probability pr for n components, eech having individua positively- corrdated failure probabilitiesp;, is
bounded by the following (Ang and Tang, 1984):

maxp < Pr < 1-[(1-p)(L-p2)-..(1- pn)] (19)

Intuitively, this expresson can aso be understood by andogy to a chain. The left-hand sde, the highest
component failure probability, represents that of the weakest link, and the right-hand side represents the
falure of any one or more of them. Also, for the specid case of smal p the right-hand side can be
approximated as Y pi, and the inequality becomes:

max p < Pr < Yo, (20)

S0 here, for pogitively- correlated failure modes, segments, systems, or any combination of these,
their combined failure probability liesbetween that for the most likely such condition and their sum asif they
wereindependent. Vick and Stewart (1996) provide examples of the gpplication of the unimodal boundsin
(19) to pogitively-correlated failure modesfor several dams. From thisand other experience, therangeon
unimodal boundsistypically afactor of 3 or less. In generd, the bounds are narrower when there are less
than a few faillure modes or where one dominates, and wider when there are a greater number with
individual probatilities that are more nearly equd. In practice, if bounds from the inequdity of (19) are
narrow in relation to the imputed precision of probability estimates (say, less than afactor of 2 or 0) itis
often sufficiently accurate to adopt the right-hand side of theinequdity of (20) and add theindividua values.
Otherwise, the bounds need to be carried through and propagated to the result in expressing the combined
probability as arange.
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3.4 Special cases

Specid circumstances can be encountered for unusudly long dams or dikes that are subject to
subgtantia variation in foundation conditions or breach conditions over their length. These Stuations can
ordinarily be handled by including spatid segments as system components and combining segment fallure
probabilities as previoudy described.

More advanced techniques are aso avalable for addressing spatia variation in foundation or
embankment soil properties in connection with reliability techniques and the geomechanica moddsthey
adopt. Vanmarke (1977) presents the basic dements of datistica analyss of spatid variability, while
DeGroot and Baecher (1993) describe the related datistica properties of autocovariance,
autocorrelation, and their measurement. These techniques can be especidly useful for long dikes on
datisticaly homogeneous clay deposits, and Chridtian, et. d. (1992) provide an excdlent case hitory of
reliability analyd's incorporating spatid variability considerations for satic dope stability of hydrodectric
project dikes.

Another specid case involves geologic anomdies or other defects, especidly for long dams or
dikes. Oneway to address such discrete featuresisto treet their possible presence asindependent Bernoulli
trids with some occurrence probability per unit length, area, or time. If p; isthe unit occurrence probability
and the dam length or footprint contains n such regions, then from the binomia theorem the probability p of
encountering a least one of them over the entire dam is (for smdl p):

p=1-(1-p) (21)

and their mean number is (N)(p). Vick and Bromwell (1989) describe an example for the occurrence of

karst snkholes in a dam foundation where unit snkhole occurrence probability was determined from

regiond geologic information. Applying thistechnique requiresidentifying such astatisticaly representative
sample population of the anomaly for estimating its unit occurrence probability.

4.0 Combining Risks

Like probability, risk contributions need to be combined, and for smilar reasons al having to do
with how indghtsare obtained and information conveyed. Reclamation expressesrisk asthe combination of
failure probability and the number of lives logt, obtained by definition from multiplication of the two. A
corresponding risk vaue can refer to the total risk posed by the dam, or to risks associated with any of its
loading conditions, failure modes, segments, or some combination of these.

4.1 Expected value

Each end branch of the event tree that propagatesto failure carrieswith it afailure probability and a
loss of life value that together characterize the branch pathway it represents. The mathematical concept of
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expected val ue governs how these values are combined to determine the risk associated with any desired
condition described by one or more of these pathways.

Expected vdueismog oftenillustrated in rel ation to gambling and long- run winnings from repeated
wagers, and for thisreasonit isclosdaly associated with the relative-frequency probability interpretation used
in characterizing repestable events. Consder the wager depicted on Figure 5a. If outcome A occurswith
probability 0.99 the gain is $5, but for outcome B with probability 0.01 $100 is forfeited. Here the
consequences associated with the outcomes are monetary in nature, and each [probability, consequence]
pair ismultiplied and the products are summed to yield theexpected monetary value or EMV of thewager
- inthiscase $3.95. Thisisthe average amount that onewould expect to receivein thelong run if many such
identical wagers were made. This a0 illustrates the concept of monetary risk aversion. Although its
expected value would make the wager of Fig. 5a an attractive long-term proposition, someone with only
$20 in their pocket would find it hard to fund apossible loss and woul d be adverseto accepting such arisk
despite the possible gain.

The expected vaue of therisk analyss event treein Figure 5b is obtained in the same way. Here,
the probability and loss of life are multiplied to find the risk for each end branch, and theserisk vaues are
summed over dl relevant branches to find E(L), the expected loss of life® This is expressed on
Reclamatiors Tier 1 guidelines as annualized | oss of life snce failure probabilities are determined on an
annud bags The principle of risk averson enters here aswell, and for this reason the Tier 1 plot includes
the absolute number of lives logt in addition to the expected vaue.

4.2 Independent and correlated components

The expected va ue computation combinesthe individua end-branch risk vauesby smple addition,
which implicitly assumesthat each branch pathway isindependent from any other. Asexplained in Section
3.3, thisisavalid assumption for combining risks derived from different loading conditions because any
correlations they contain are usudly included explicitly in the event trees.

Each suchloading condition will incorporate severd different failluremodes, whichin generd will be
positively corrdated to some degree. At the sametime, it is often the case that the consequences of failure
modesfor any given loading condition are sufficiently smilar theat they can be assumed equd with littleerror.
For example, breach parameters, warning times, and related factors would not be materidly different if

3 Here expected value appliesto asingle-event occurrence - dam failure - rather than repeated tridls. Blaise
Pascal was the first to extend the concept of expected value to such occurrences with nonmonetary
consequences in his famousAPascal:s Wager ) on the existence of God around 1662, and both the concept and the
terminology of expected value have been deeply embedded in probability ever since. However, expected lossof life
in no way implies that such an outcome is anticipated or presumed for this single-event occurrence.

14



seigmic falure were to occur by upstream flowdiding or downstream flowdiding, & least within ordinary
abilities to evauate these factors. If s0, then loss of life would adso be the same.

Let L; represent lossof lifefrom any failure mode having probability p;, and let the constant value L
be that which gpplies to al fallure modes producing Smilar effects. Then the inequdity for pogtively-
correated failure modes of (20) is preserved when multiplying by the congtant L:

L(maxp) < (pe)(L) < LY pi (22)

If the risk associated with any failure modeis R, then again for congtant L:

R =(p)(L) (23)

and the combined failure risk R- from dl such failure modes becomes;
maxR < Re < YR (24)

Theright-hand sde of (24) issmply the expected loss of life computation shown on Figure 5b, and the | eft-
hand gde is the highest-risk fallure mode. Thus, for postively-correlated failure modes with smilar
consequences, their combined risk is bounded in the same way as their combined probability.

Complications arise, however, for positively- correlated components whose fail ure consequences
are not the same. If L varies, then the inequality of (22) is not necessarily preserved. In other words, the
component with the highest failure probability may not condtitute the highest risk because its consequences
may be lower. In addition to falure modes with different consequences, this Situation occurs for dam
segments of varying height and breach parameters, or systems with different PAR:s. Here, there is no
sraightforward way to reflect postive correlation, and risks must be combined using the expected-vdue
computations for independent conditions.

4.3 Portraying risk

It is possible to combine risks in many useful and informative ways, but it can be more difficult to
portray them visudly in a graphic format that effectively communicates the information they contain. In
particular, the Tier 1 plot hasthe capacity to portray the relationshipsbetween only alimited number of risk
variableswithout clutter that reducesits effectivenessasavisud risk-communicationtool. Hgure 6 illusrates
this with two Tier 1 plots for an example dam. Together they contain information for three risk-related
variables: (1) therisk for gatic (internd eroson) failure modes, (2) uncertainty in risk estimates represented
by the scattergrams from Monte Carlo smulation redizations, and (3) two different system descriptions, one
with and the other without a warning systemin place. Significantly, it takestwo Tier 1 plotsto present this
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information, and their relaionship can be seen only by comparing them sde-by-sde. While it might have
been desirable to dso include risk information developed for other loading conditions, failure modes, or
individual dam segments;, thiswould not be possible without presenting an entire array of such plotswhich
might tend to obscure the most important factors and make visual comparisons harder to draw.

From a decisonmaker=s sandpoint, the format of Tier 1 must alow easy comparison of relative
differencesintherisk dementsincluded, and it must be sufficiently smilar from onerisk andysisto another
to be familiar and readily recognized. From the standpoint of the risk analysisteam, thisinevitably requires
choices about which risk information is most essentia to include on Tier 1 plots and how to portray it.
Effective and reasonably uniform formats can be expected to develop over timewith close coordination and
feedback between Reclamation decisonmakers and risk andysis teams.

5.0 Summary

Combining probabilities and risks depends fundamentally on the system description adopted intheir
origind derivation. Any dam system contains components that together definewhat canfail, how it canfail,
different locations where failure can occur, and what failure would affect. In practice, the system isdefined
by physical featuresthat are subject to various faillure modes and, where needed, by segments that reflect
gpatid variation in conditionsaong thelength of the dam. The systemisbounded by the physica |ocation of
these features and by the downstream limits of the PAR.

Combining the probabilities and risks assgned to these various components then dependson how
they interact asa system, and the basic axioms of probability together with the concepts of expected vaue
provide the mechanicsfor doing so. In generd, probability and risk contributions are combined additively
wherethey areindependent, or wheretheir interactions areincluded explicitly in the event tree. Components
may beidedlized asindependent, but careful ingpection often showstheat they are correlated dueto physical
dependencies, spatid relationships, or transfer of system loads. Where componentsare positively corrdated
to an undetermined degree, acombined probability or risk vaue cannot be specified precisely but can be
bounded within reasonablelimitsin most cases. Table 1 shows severd categories of commonly-encountered
systems and component typestogether with some of the probability and risk combination methodstypically
gpplicable for addressing them.

Beyond these mechanics is the question of what probabilities and risks should be combined and
why. The probability calculus does not addressthis question, which requiresjudgments asto what kinds of
probability and risk combinations are likely to yidd useful indgghts about dam behavior, and which need to
be communicated for decisonmaking purposes. Asavehiclefor risk communication, theformet of the Tier
1 guiddines has certain inherent limitations in the amount of risk information it can effectively convey. This
ultimately requires choices about how much information should be incorporated graphically and how it is
presented. These determinationsinvolve collaboration between risk andys steams and decisionmakers, and
they remain to be fully explored.
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Table 1. Summary of Probability and Risk Aggregation Techniques

Type of System

Single dam and
PAR

Multiple dams,
same PAR

Type of Component Failure

separate loading conditions
(stetic, seismic, hydrologic)

separate failure modes for any
given loading condition

separate segments of different
height and breach conditions
(al loading conditions)

separate segments with
different foundation
conditions (static and seismic
loading conditions only)

Methods for Combining Component
Failure Probabilities

account for correlations explicitly in event
tree(s); add probabilities to determine total
failure probability

determine unimodal bounds from egn. (19);
if bounds are narrow, add probabilities to
determine failure probability over al such
failure modes. Otherwise, retain probability
bounds

determine unimodal bounds from egn. (19);
if bounds are narrow, add probabilities to
determine failure probability over al such
segments. Otherwise, retain bounds

same geologic origin or process: determine
unimodal bounds from egn. (19); if bounds
are narrow, add probabilities to determine
failure probability over all such segments.
Otherwise, retain probability bounds

different geologic origin or process: add

segment probabilities to determine failure
probability over al such segments

Methods for Combining Component Failure
Risks

add end-branch risks to determine expected loss
of life from dam failure

similar consequences for each failure mode:
determine bounds from egn. (24); add
applicable end-branch risks if bounds are
narrow. Otherwise, retain risk bounds.

different consequences for each failure mode:
add applicable end-branch risks to determine
risk over al such failure modes

add segment risks to determine risk over al
such segments

same geologic origin or process: determine
bounds from egn. (24); if bounds are narrow,
add risks to determine risk over al such
segments. Otherwise, retain risk bounds

different geologic origin or process: add
segment risks to determine risk over al such
segments

For Tier 2, determine probabilities separately for each dam. For Tier 1, treat each dam as for a segment of a single dam
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