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Abstract—The recent availability of quasi-simultaneous mul-
tispectral and multidirectional measurements from space, as
provided by the Multi-angle Imaging SpectroRadiometer (MISR)
on board the Terra platform, offers new and unique opportunities
to document the anisotropy of land surfaces at critical solar wave-
lengths. This paper presents simple physical principles supporting
the interpretation of the anisotropy of spectral radiances exiting
terrestrial surfaces in terms of a signature of surface heterogeneity.
The shape of the anisotropy function is represented with two
model parameter values which may be mapped and interpreted in
their own right. The value of one of these parameters also permits
identifying geophysical conditions where the surface heterogeneity
becomes significant and where three-dimensional (3-D) radiation
transfer effects have to be explicitly accounted for. This paper
documents these findings on the basis of results from a number
of 3-D radiation transfer model simulations. The latter are used
to perform an extensive sensitivity study which includes issues
related to the scale of investigation. A preliminary validation of
these results, conducted with a dataset collected by the AirMISR
instrument over the Konza prairie, is also discussed.

Index Terms— parameter, MISR, RPV model, surface hetero-
geneity.

I. INTRODUCTION

T HE RECENT availability of quasi-simultaneous multi-
spectral and multiangular measurements from the Along-

Track Scanning Radiometer-2 (ATSR-2), the Polarization and
Directionality of the Earth’s Reflectances (POLDER) and the
Multi-angle Imaging SpectroRadiometer (MISR), brings new
and unique opportunities to develop and apply operational
algorithms that capitalize on the understanding of radiation
transfer processes within the atmosphere and vegetation layers,
as well as at their interfaces (see, for instance, [1], for a series of
examples). The primary benefits from multiangular measure-
ments lie in an improved accuracy and reliability of the derived
products thanks to the addition of appropriate constraints for
identifying the solutions to a series of inverse radiation transfer
problems. Although this aspect constitutes,a priori, a definite
conceptual advantage over algorithms that can be applied on
data gathered by single angle sensors, accuracy improvements
might not always be systematically required for all geophysical

Manuscript received August 24, 2001; revised March 26, 2002.
B. Pinty, J.-L. Widlowski, N. Gobron, and M. M. Verstraete are with the Insti-

tute for Environment and Sustainability, European Commission Joint Research
Centre, I-21020 Ispra (VA), Italy (e-mail: bernard.pinty@jrc.it).

D. J. Diner is with the Jet Propulsion Laboratory, California Institute of Tech-
nology, Pasadena, CA 91109 USA.

Publisher Item Identifier 10.1109/TGRS.2002.801148.

applications. The main issue that will be addressed here is
to establish whether and to what extent the acquisition of
multiangular data from space permits the assessement of new
and unique information on the status of terrestrial surfaces.

This and a companion paper demonstrate that such unique
information can in fact be obtained by coupling new approaches
with more traditional spectral analyses. This paper describes
the simple physical principles supporting the interpretation of
the measured anisotropy of spectral radiances exiting from
terrestrial surfaces in terms of a signature of surface hetero-
geneity at the subpixel scale. The angular distribution of surface
leaving radiances exhibits a degree of anisotropy which can be
characterized through the parameter values entering the angular
function of the model developed by Rahmanet al.(the so-called
RPV model [2]). The degree of anisotropy of these surface
radiance fields can therefore be assessed, mapped, and inter-
preted in its own right. The conceptual developments presented
in this paper also demonstrate that one of these parameters has
the potential to expose significant surface heterogeneity at the
subpixel scale. Beyond information about the heterogeneity of
the surface, the value of this parameter also permits identifying
geophysical conditions where the three-dimensional (3-D) ra-
diation transfer effects have to be explicitly accounted for. In
a companion paper ([3], hereafter referred to as Part II), we
show that the angular domain of measurement can be combined
with the spectral domain in order to deliver jointly information
about the photosynthetic activity and structure of vegetation:
a spectral axis yields a quantitative estimate optimally related
to the FAPAR through the combined use of the blue, red, and
near-infrared spectral bands; a structural axis, independent from
the first one, corresponds to the surface heterogeneity parameter
optimally retrieved from an analysis of the angular measure-
ments made in the red band only. The approach presented in
these two papers has been prototyped for the AirMISR and
MISR instruments, providing a good compromise between the
desired angular and spectral sampling of the radiance field and
the spatial resolution of data acquisition.

II. I NTERPRETATION OF THEANISOTROPY OFSURFACE

LEAVING RADIANCE FIELDS

A. Surface Anisotropy as a Unique Feature

All surfaces, natural or man-made, show some degree of spec-
tral anisotropy when illuminated by a point source of light in the
solar domain, i.e., the bidirectional reflectance factors (BRFs)
of these media vary with both the illumination and observation
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angular locations [4]. Since this surface anisotropy depends on
the structure and optical properties of the observed medium, it
constitutes an angular signature of the target. To the extent that
this signature results from the interaction of the radiation field
with the medium, a proper understanding of the relevant pro-
cesses may lead to the characterization of the medium on the
basis of remote sensing data. These radiative processes can be
modeled and understood using radiation transfer theory and im-
plementing the adaptation necessary to account for specific ef-
fects such as specularity and hot spot scattering enhancements
(see [5]). Depending on the application, surface anisotropy can
be perceived either as a source of noise, e.g., when developing
vegetation indices, or alternatively, as a source of information
in addition to the spectral dimension, since the anisotropy ex-
hibited by surface BRF fields is fully controlled by radiation
transfer processes. In the first case, the surface anisotropy ef-
fects have to be eliminated to produce information not contam-
inated by the observation and illumination conditions. In the
second case, the anisotropy is exploited with adequate radiation
transfer tools to provide better constraints when solving the in-
verse remote sensing problems. This second alternative allows
more parameters to be assessed, and, therefore enhances the ca-
pability of deriving accurate and reliable documentation of geo-
physical systems from measurements gathered in space (see, for
instance, [6]).

Surface anisotropy patterns can adequately be represented by
suitable parametric models. These models do not need to be
based on or rigorously follow from basic physical principles to
the extent that they must only be able to represent the anisotropy
effects from a large variety of media in the simplest possible
manner, that is with a minimum number of input parameters [7].
The recent developements of multiangle sensors has promoted
the refinement of such parametric models [8] and two broad
families have emerged: the linear-kernel driven models [9] and
the RPV model [2]. The former assumes that the spectral BRF
fields can be described as a sum of three contributions; the latter,
which has a long historical development dating back to early in-
vestigations of the scattering properties of celestial bodies, pro-
poses a representation of the same fields on the basis of three
parameters entering a product of angular functions. Through its
mathematical formulation, the RPV model splits a BRF field
into its amplitude component and the associated angular field
describing the anisotropic behavior of the surfaces under inves-
tigation when illuminated by the sun, that is

(1)

where and represent the direction of incoming and out-
going radiation, respectively, and whereand

describe the amplitude and the angular variations
of the surface BRF, respectively.

This latter quantity is expressed by

(2)

where

(3)

(4)

(5)

(6)

(7)

where is the hot spot parameter, and whereand are the
observation and illumination zenith angles, respectively. The
relative azimuth angle is zero when the source of illumina-
tion is behind the sensor.

Engelsenet al. [10] report in detail on the performance and
limits of applicability of this parametric model. The angular
function , i.e., the so-called modified Minnaert’s
function [11], permits the mathematical representation of the
overall shape of the angular field through the parameter.
Specifically, is close to 1.0 for a quasi-Lambertian surface
(very limited angular variations in the spectral BRF field),
is lower than 1.0 when a bowl-shape pattern dominates (the
spectral BRF values increase with the view zenith angle) and,
conversely, is greater than 1.0 when a bell-shape pattern
is observed (the spectral BRF values decrease with the view
zenith angle). The other angular functions controlling (2) are
adding more complexity/flexibility to the anisotropy classes
described above; they allow the accounting for asymmetrical
shapes around the local normal to the sampled area, due to the
possible imbalance between the backward and forward scat-
tering regions, as well the backscattering enhancement due to
the hot spot effect. is based on the Henyey–Green-
stein function [12], and the parameterestablishes the degree
of forward or backward scattering, depending on its sign.

A recent paper by Pintyet al. [13] revealed that maps of
the parameter derived from an analysis of Meteosat data ex-
hibit spatially consistent fields and features corresponding to
known gradients in surface types which may or may not be rep-
resented by variations in the amplitude component of the BRF
fields. It strongly suggests that the parametercan be used as
one additional and possibly independent axis of information to
better identify and separate various surface types than is fea-
sible on the sole basis of spectral measurements. This prelim-
inary statement does not constitute, in itself, a new finding,
since, for instance, the analysis of low resolution Nimbus 7
data acquired during the Earth Radiation Budget experiment
already showed that different anisotropic factor values can be
assigned to different cloud and broad surface types (see, for in-
stance, [14]). One can thus easily foresee that, thanks to their ca-
pability to measure quasi-instantaneously the angular radiance
fields emerging at the top of the atmosphere, multiangle instru-
ments such as POLDER, ATSR, and MISR should improve the
identification of surface types through the unique assessment of
their individual surface anisotropy. For instance, maps of the
and parameters obtained by inversion of the RPV model at var-
ious wavelengths can be ingested by classification techniques to
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produce revised land cover maps and better detect changes oc-
curring at the surface. We may anticipate that such exercises will
soon become quite frequent due to the operational availability of
such surface anisotropy information [15]. It is thus important to
understand how the anisotropic signature of geophysical media
can be interpreted and, in particular, what practical information
could be derived from simple parameterizations such as the one
used here.

B. Anisotropy Pattern as an Indicator of Surface Heterogeneity

The parameter of the RPV model plays a fundamental role
in representing the anisotropy of the surface.

• corresponds to a bowl-shape anisotropy pattern
where BRF values close to nadir are lower than for larger
exiting angles.

• corresponds to a Lambertian surface, an idealized
case rarely found in practice.

• corresponds to a bell-shape anisotropy pattern
where BRF values measured at large exiting angles are
lower than those measured at angles close to nadir.

The vast majority of terrestrial surfaces, whose anisotropy
patterns have been investigated using laboratory, field, or
airborne measurements, exhibit a bowl-shape anisotropy
pattern. Models describing the scattering of light by homoge-
neous plane-parallel turbid geophysical media also typically
generate this type of anisotropy pattern. Indeed, under such
conditions, radiative transfer theory and, in particular, the
multiple scattering component, predicts an increase of the BRF
values together with the exiting zenith angle. This situation
is also generally observed for closed (large values of the leaf
area index) homogeneous plant canopies, bare soils, and other
planetary surfaces as well.

Observations of bell-shape anisotropy patterns have been oc-
casionally reported in the literature (see, for instance, [16] and
[17]). It is thus interesting to investigate under which conditions
this type of anisotropy occurs. A class of geophysical systems
that exhibit a higher reflectance when observed from above than
at large zenith angles can easily be conceived of: consider, for
example, at red wavelengths, a sparse coniferous forest over a
snow-covered field, or sparse bushes over a bright sandy desert.
In such cases, the high background reflectance dominates at
small observation zenith angles, while the absorbing properties
of the dark objects control the reflectance of the entire scene
at large angles. These BRF fields should therefore exhibit a
bell-shape pattern corresponding tovalues greater than 1.0
when analyzed with the RPV model.

A few critical remarks are in order at this point.

• If the density of the dark vertical structures increases suffi-
ciently, the reflectance field of the system will tend toward
that of a fully covered but “homogeneous system” of such
structures, and the anisotropy pattern will be bowl-shaped.

• If the density of the dark vertical structures decreases to
low values, the bright underlying surface will control the
anisotropy of the scene at all angles, and the reflectance
will also tend to correspond to a bowl-shape.

• Only rather heterogeneous geophysical systems composed
of relatively sparse dark vertical structures over a bright

background can lead to anisotropy patterns characterized
by a bell-shape.

In fact, it is the main thesis of this paper that a bell-shape
anisotropy pattern over vegetated surfaces characterized by

likely identifies heterogeneous systems composed of sparse
dark vertical structures over a relatively brighter surface at the
subpixel spatial resolution. This numerical condition can thus
be considered as an indicator of surface anisotropy in the sense
described above. This, however, does not imply that all forms
of heterogeneity will result in a bell-shaped anisotropy pattern.
Incidentally, whenever heterogeneity is detected in the sense of
this protocol , the principle of reciprocity will likely
not be valid. The implications of this fact will be discussed later.

The essence of our interpretation lies in the presence of
vertically distributed absorbing material (e.g., vegetation at the
red wavelength because of the presence of strongly absorbing
chlorophyll bands) overlying a brighter (more reflecting or
less absorbing) interface or lower boundary condition (e.g.,
the vast majority of soils at the red wavelength). Actual
situations are of course very complex: the reflectance of
each pixel of a heterogeneous system viewed from the nadir
depends on competing factors such as the intrinsic optical
properties of the scene elements but also the presence of
shadows induced by the vertical stands. However, it should be
noted that even one-dimensional (1-D) models, simulating the
radiation transfer regime in vegetation canopies, can generate
bell-shaped anisotropy patterns, if the former explicitly account
for the finite-size of the elementary scatterers, i.e., the leaves.
This may occur when the model input variables are set up
to represent, for instance, open (low values of the leaf area
index) canopies, especially under conditions where the leaf
angle distribution favors an erectophile leaf orientation: the
heterogeneity of the canopy system is, indeed, inherent to the
presence of finite-size oriented leaves. The same conclusion
applies for bare soils exhibiting significant roughness that will
create well-marked shadows.

For all practical purposes and considering typical values for
the vegetation architectural attributes, a medium spatial resolu-
tion sensor (a few tens to hundreds of meters) has the potential
to expose subpixel scale surface heterogeneity controlled by the
presence of clumped vegetation as is the case for open forest and
woodland ecosystems. In principle, under ideal situations, the
potential to detect structural heterogeneity is independent of the
spatial scale corresponding to the pixel size. This structural het-
erogeneity may, however, be more difficult to detect using a low
spatial resolution sensor, since it is likely that larger pixels in-
corporate a variety of surface types and the radiative angular ef-
fects due to the structurally heterogeneous fraction are smeared
by the presence of a mixture of various surface types.

Fig. 1 illustrates the evolution from a quasi-1-D, i.e., uni-
formly distributed leaves are the major scattering elements, to
a complex 3-D radiative transfer regime due to the significant
impact of horizontally distributed vertical structures occurring
in the latter case, i.e., the vegetation is structurally organized
at a higher level than the leaf level. The top panels provide a
visualization of a simulated quasi-1-D scene (top left) together
with the corresponding BRF values generated in the cross
plane (top right), i.e., the plane perpendicular to the principal
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Fig. 1. Typical angular signatures of the BRF field in the red spectral region emerging from quasi-1-D (top panels) and 3-D (bottom panel) vegetation scenes.
Both scenes are composed of identical leaf and soil material exhibiting exactly the same radiometric properties in the two experiments. The scene leaf area index
is equal to four in both cases. The left panels provide an artistic view of the scenes and the right panels show the corresponding BRF field derived from model
calculations in the cross plane. In the right panels, the red (green) lines correspond to the BRF generated by the 3-D (1-D) model.

plane. These BRF values are calculated using a Monte Carlo
ray-tracing model developed by [18] (red line) and the model
from [19] applicable for 1-D horizontally infinite canopy scenes
(green line). In the latter case, the total BRF field emerging
from the scene is approximated with a linear mixing of the
respective contributions due to the vegetated and bare soil
domains composing the scene, i.e., it follows the Independent
Pixel Approximation (IPA) scheme promoted by [20] in the
case of cloud scenarios. In this first scenario, the leaves are
concentrated and grouped in one part of the scene and, thus, the
heterogeneous 3-D effects between the canopy and the bare soil
are limited to the single straight boundary separating these two
media in the horizontal plane. Therefore, since both models
by [18] and [19] have already been shown to produce very
accurate and reliable solutions in the simulation of the BRF
fields in 1-D cases, respectively [21], they generate essentially
similar and thus undiscernable averaged BRF fields.

By contrast, the bottom panels of Fig. 1 show a geophys-
ical situation where the 3-D effects are enhanced due to the
regrouping of the leaves into clumps scattered throughout the
scene. In this second, architecturally more complex scenario,
the BRF values are realistically simulated using the Monte Carlo
ray-tracing model [21].

It is noteworthy that the only difference between the two sce-
narios lies in the spatial distribution of the leaves in the scene,
i.e., the leaf area index (LAI), the spectral, and geometrical
properties of the leaves and the soil are all set at the same values
in both experiments. This structural difference, discernable
through the occurrence of vegetation clumps, is, however, at
the origin of a significant change in the resulting BRF values
and shapes. Indeed, the BRF anisotropy patterns evolve from
a bowl-shape in the quasi-1-D scenario to a bell-shape when
3-D effects become more significant. As a matter of fact, the
inversion of the RPV model (following the simple procedure
described in [22] and summarized in the Appendix of Part II)
against these two simulated BRF data sets result in mean values
for the parameter equal to 0.65 (top panel) and 1.18 (bottom
panel), respectively.

Results from these simulation scenarios reinforce the sugges-
tion that the parameter of the RPV model can be further in-
terpreted as a heterogeneity indicator controlled by the occur-
rence of vertical structures. Although a surface application is
considered here for the sake of explanation, a similar reasoning
can be applied for different geophysical systems showing the
required elements and for which the BRF field can be sensed
at the appropriate wavelength. According to our conceptual ap-
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proach, it should be enough for the parameterto exceed the
threshold value 1.0 to indicate reliably the occurrence of sig-
nificant surface heterogeneity at the subpixel scale. In practice,
this threshold becomes a transition zone around the value 1.0
because the inversion procedure often delivers a range of values
for the parameter , i.e., there is often no unique solution, and
also because of errors on the retrieved values themselves due to
uncertainties on the surface BRF fields. This particular issue is
addressed and documented in Section II-C.

C. Potential and Limitation in the Exposure of Surface
Heterogeneity

Considering further the generic case of an open vegetation
layer sensed at the red wavelength it can, therefore, be logically
expected that

• too sparse a vegetation system may not lead systematically
to conditions: there might not be enough veg-
etation to compensate, at large view angles, for the BRF
increase due to the illuminated soil in between the vege-
tation elements. This system could, in fact, be almost in-
distinguishable from a plane-parallel system, in the sense
that the BRF fields estimated with the IPA are extremely
close to those obtained with the full 3-D model, except in
the vicinity of the hot spot angular region;

• too dense (closed) a vegetation system will also hardly
translate into estimation: the heterogeneity might
not be significant enough to create a detectable BRF in-
crease signature at angles close to nadir, i.e., the latter
might always be masked by the shadowing effects. As in
the previous case, we may in fact deal with a system that
could satisfy the usual plane-parallel assumption from a
radiation transfer point of view.

In order to assess our expectations, we replicated the numer-
ical experiment presented in Fig. 1 for 11 different scenarios,
simulating the effects of a progressive increase in LAI and, thus
of the fractional vegetation cover of the scene. A sample of the
corresponding quasi-1-D and full 3-D scenes can be visualized
in Fig. 2, and detailed information regarding the structural and
radiative properties of the scenes are provided in Tables I–III.
As already mentioned when presenting results from Fig. 1, the
only changes occuring in the characteristics of the scenes be-
tween the quasi-1-D and the 3-D concern the spatial distribu-
tion of the leaves into spherical clumps. As a matter of fact, for
a given scene, quantities such as LAI are conserved indepen-
dently from the strategy adopted to spatially distribute the scat-
tering elements. The geometrical projection of the spheres onto
the ground can be seen in Fig. 2 especially for scenes imple-
menting low LAI conditions1. In the following, and as suggested
from results shown in Fig. 1, the BRF fields emerging from the
quasi-1-D scenes were approximated using the model by [19]
together with an IPA scheme. In the case of the 3-D scenes, the
model from [18] was applied to simulate the BRF fields at the
resolution of the scene.

The inversion of the RPV model was performed against the
simulated BRF fields for these two ensembles of 11 scenes, each

1Architectural parameters imposed in Table III may generate full circular
shadows onto the ground, since the spheres are allowed to “float” between pre-
defined lower and upper levels.

Fig. 2. Visualization of a sample of the series of 11 scenes idealizing the
quasi-1-D (left panels) and corresponding 3-D (right panels) scenes for various
values of the leaf area index.

TABLE I
VARIABLES DEFINING THE LEAF AND SOIL SPECTRAL PROPERTIES

TABLE II
VARIABLES DEFINING THE STRUCTURE OF THEQUASI–1-D SCENES
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TABLE III
VARIABLES DEFINING THE STRUCTURE OF THE3-D SCENES

scene being considered separately, and the three RPV model pa-
rameters were thus optimally retrieved with their corresponding
uncertainty levels. Fig. 3 (top panel) shows the mean and the
associated uncertainty values obtained for the parameterin
the case of both the quasi-1-D and 3-D scenes, when the direct
illumination source is located at 30zenith angle, as a func-
tion of the LAI of each scene such as illustrated in Fig. 2. As
could be expected from the preceeding qualitative reasoning,
this figure demonstrates the potential to document the structural
heterogeneity of the scenes through the value of the parameter

. Indeed, while this parameter takes on values close to unity for
both low and high vegetation cover conditions, its values clearly
rise to much larger values at intermediate situations, where the
heterogeneous effects are maximized by the clumping of leaves
into spheres. By contrast, the values of the parameterremain
within the same range, typically from 0.9 to 1.05, independent of
the vegetation cover, for the associated quasi-1-D scenes. Varia-
tions in the spectral and architectural properties of the vegetation
attributes may yield different relationships between the leaf area
index of the scenes and the values of the parameter. The same
result holds for different sun angle conditions as mentioned al-
ready in Section II-B. Nevertheless, the presence of significant
heterogeneity (in the 3-D scenarios) will translate into larger
values than would be retrieved from limited heterogeneity (ide-
alized by the quasi-1-D scenarios) situations. Fig. 3 shows that
such structural heterogeneity can be exposed over a broad range
of realistic leaf area index conditions.

Other sets of analogous figures can be drawn using other
quantitative variables to represent the type of scene as there is
always some degree of correlation between the type of scene
and, for instance, the LAI of the scene, the fractional cover, as
well as the fraction of radiation absorbed by the vegetation. For
instance, the bottom panel of Fig. 3 displays the variation of the

parameter for the quasi-1-D and associated 3-D scenes, as a
function of the fraction of radiation absorbed by the vegetation
elements composing the scenes. The use of the latter variable
to define the -axis permits us to represent the dependency of
the value of the parameterwith respect to a physical quantity
characterizing the vegetation. This approach is exploited in the
accompanying paper.

These results, obtained from a number of accurate model sim-
ulations and based on simple physical reasoning, demonstrate

Fig. 3. Variations of the values of thek parameter as a function of the
leaf area index (top panel) and the associated fraction of absorbed radiation
(bottom panel) for each individual scene, respectively. Thek values are
obtained by inversion of the RPV model in the case of quasi-1-D (green color)
and corresponding 3-D (red color) scenes. The input BRF values are those
corresponding to the radiative transfer model results derived for each scenes
represented in Fig. 2. The vertical bars indicate all the possible values for thek

parameter which can provide an acceptable fit to the modeled BRF in each case.

the potential for extracting unique information about structural
heterogeneity of the terrestrial surfaces when sensed simulta-
neously at various viewing geometries and at the appropriate
wavelength and spatial resolution. As explained at the begin-
ning of Section II-B, the wavelength should be chosen so as to
maximize the reflectance/absorption contrast between the verti-
cally clumped elements and the background while the viewing
geometries must permit a reliable inversion of the RPV model
for the retrieval of the parameter. Based on these considera-
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Fig. 4. Variations of thek parameter values as a function of the fraction of
absorbed radiation for sun zenith angle equal to 0(triangles), 30 (stars),
and 60 (diamonds), respectively. Results obtained for the quasi-1-D and the
corresponding 3-D scenes are identified with green and red colors, respectively.
The vertical bars indicate the range of possible values for thek parameter that
can provide an acceptable fit to the modeled BRF in each case.

tions, there is an ensemble of spectral, structural, illumination,
and spatial scale aspects that will reveal heterogeneous scenes at
a given sensor spatial resolution. These aspects are investigated
in a quantitative manner in Sections III–V describing results ob-
tained when performing a sensitivity analysis of the variations
of the parameter value with respect to changes in the bright-
ness of the background, solar zenith angle, and spatial scale of
investigation.

III. SUN ANGLE AND BACKGROUND BRIGHTNESSEFFECTS

Following the qualitative reasoning proposed in Section II,
one can thus anticipate that the larger the spectral contrast be-
tween the soil and the vegetation (to increase the angular BRF
variations between close to nadir and large view angles), and
the smaller the sun zenith angle (to limit the darkening effects
of shadows) the more favorable the conditions leading to the ob-
servation of values significantly greater than 1.0.

The combined effects of changing background reflectance
and illumination geometry on the retrieved values of(or,
equivalently, on the bowl or bell shape of the anisotropy)
are illustrated in Figs. 4 and 5 for various types of scenes.
Specifically, Fig. 4 exhibits the results obtained by replicating
the simulations achieved in Section II (see Fig. 2 for quasi-1-D
and 3-D scenes, respectively) for sun zenith angle values
successively equal to 0, 30 , and 60. Results shown in
Fig. 4 indicate that, as expected, the values of the parameter

decrease with an increase of the sun zenith angle: the re-
flectance of the background soil between the vegetation clumps
becomes dominated by shadows and cannot deliver large BRF
values even for viewing conditions close to nadir. This figure

Fig. 5. Variations of thek parameter values as a function of the fraction
of absorbed radiation in the case of a bright (square symbol), medium (plus
symbol) and dark (cross symbol) soil albedo, respectively. Panels (a), (b), and
(c) show results obtained for illumination zenith angle equal to 0, 30 , and 60 ,
respectively. The vertical bars indicate the range of possible values for thek

parameter which can provide an acceptable fit to the modeled BRF in each case.
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shows that when the illumination angle becomes as high as
60 , the projected clump shadows are significant enough to
damp the large values of theparameter that would normally
be associated with heterogeneous structures, for the spectral
and architectural conditions prescribed in these simulations.
By contrast, the quasi-1-D scenes are characterized by values
which are always close to the 1.0 critical threshold, and under
these conditions, the scene heterogeneity remains concealed.

In the same vein, the three panels in Fig. 5 display the
variations in the values of parameterestimated for three
different sun zenith angles, namely 0, 30 , and 60, and three
typical Lambert soil albedo values, namely 0.055 (dark), 0.127
(medium), and 0.242 (bright) (see [23]). It can be seen that,
independent from the sun zenith angle, the brighter the soils,
the larger the parameter values, i.e., the easier it is to identify
the presence of strongly heterogeneous surfaces. The observed
trends followed by the parameter values due to changes in
sun zenith angle support the findings already discussed on the
basis of Fig. 4. It is noticeable that, for sun zenith angles larger
than 30 , a dark soil condition does not allow the anisotropy
to exhibit a bell-shaped pattern, even though heterogeneity is
present. However, medium or darker soil conditions are suffi-
cient for the faint bell-shaped anisotropy to betray the existing
heterogeneity with low sun conditions (see bottom panel).
These simulated experiments are conducted using various soil
brightness conditions for the purpose of illustrating the sensi-
tivity of the parameter with respect to changes in the spectral
contrast between the vertical structures and the background.
However, any geophysical situation exhibiting such spectral
contrast would yield analogous results, independently from
the intrinsic nature of both the background and the vertical
elements, e.g., a snow blanket underneath a coniferous forest.

Although these results are based on a particular architecture
for the specification of the 3-D heterogeneous scenes, i.e.,
a random distribution of vegetated clumps in the horizontal
space, realistic soil, and vegetation characteristics have been
used; there is, therefore, a genuine potential to actually detect
in a simple manner, on the basis of theparameter value, the
occurrence of a class of heterogeneous targets, specifically
those made up of dark vertically oriented architecture over a
bright background. Since such spectral contrasts often occur in
nature, these findings open new opportunities to characterize
the heterogeneity of terrestrial ecosystems at the subpixel level,
for a range of spatial scales.

IV. A PPLICATION

The potential to detect structural signatures from BRF mea-
surements hinges on the spatial scale of investigation due to the
mixture of structurally heterogeneous and homogeneous sur-
face types. It is, indeed, likely that, at lower spatial resolutions,
an increasingly small fraction of the sampled scene would, on
average, be displaying the characteristics of heterogeneity, i.e.,
greater likelihood that scenes are mixtures between heteroge-
neous and homogeneous surfaces, with the homogeneous frac-
tion dominating. Accordingly, for a given terrestrial system, the
retrieved value of the parameter will strongly depend on the

spatial resolution of the sensor, and the higher the spatial res-
olution, the more opportunities exist to expose radiatively het-
erogeneous systems at the subpixel resolution.

The AirMISR instrument permit accessing an intermediary
spatial resolution (the nominal spatial resolution on the ground
of the map-projected product is 27.5 m) which could be large
enough to demonstrate the desired mechanism in the field and
small enough for this mechanism to be supported from simple
ground investigation. This instrument, extensively described in
[24], was flown by the NASA ER-2 aircraft at an altitude close
to 20 km, under almost cloud-free conditions, over the Konza
prairie site in Kansas on July 13, 1999 around noon.

Two special processing steps were applied on the map-pro-
jected AirMISR data. The first step was a first-order atmo-
spheric correction. Based on Reagan sunphotometry, an aerosol
optical depth of 0.135 in the green band was established, and
a clean continental aerosol model consisting of 90% (by op-
tical depth fraction) accumulation mode sulfate at 70% relative
humidity, and 10% accumulation mode mineral dust was as-
sumed and provided the atmospheric parameters needed to
perform the surface retrieval. A surface pressure of 964.3 hPa
was used to establish the Rayleigh scattering optical depth.
Climatological atmospheric parameters such as ozone abun-
dance were taken from the Terrestrial Atmosphere and Surface
Climatology, or TASC dataset, which is an ancillary file set
in conjunction with MISR standard data processing. Quanti-
ties needed for the radiative transfer calculation were derived
from a lookup table generated to support MISR processing,
known as the Simulated MISR Ancillary Radiative Transfer,
or SMART, dataset [25].

The atmospheric correction was done on a camera-by-camera
and band-by-band basis, and, for this purpose, the surface re-
flectance at angles not observed by the individual camera was
assumed lambertian. This method does not distinguish between
the hemispherical-directional reflectance factor and the bidirec-
tional reflectance factor. The surface BRF was retrieved by first
correcting for ozone absorption, subtracting off the path radi-
ance, dividing by atmospheric direct and diffuse transmittance,
and correcting for multiple reflections between the atmosphere
and surface assuming reflectance homogeneity. The retrieved
surface BRF was converted back to an equivalent radiance and
the results were written out to AirMISR data files in the same
format as the original data. The second processing step consisted
of a pixel-by-pixel geometric remapping to improve the camera
co-registration. The nadir image was used as a reference, and the
Multipoint Matcher (M2) area matching algorithm developed
for MISR stereo processing was used to determine the misreg-
istration between each off-nadir camera and the nadir data [26].
Nine-by-nine pixel patches were used for the area matcher. For
each pixel a cross-track and along-track misregistration, or dis-
parity (in pixels) was determined. A smoothing algorithm con-
sisting of a box filter was passed over the resulting disparity
fields to eliminate blunders and fill in areas where the matching
failed. The resulting disparity field was then used to “warp” the
off-nadir imagery and a new data file consisting of the remapped
data was written. For each camera, this processing was done
band by band. Additional data fields containing the disparities
were written to the data products for the off-nadir cameras.
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Fig. 6. Map of the parameterk obtained from an inversion of the RPV
model against “surface BRF” data collected in the red band of the AirMISR
instrument over Konza prairie on July 13, 1999. This BRF dataset was derived
using a simplified atmospheric transfer scheme. The color code goes from red
tones for lowk values to blue tones for largek values and the intermediate white
colors indicate pixels exhibiting values close to unity for the parameterk.

For the purpose of our investigation, the surface-level BRF
dataset will be considered as if it were taken just above the sur-
face without any corruption by atmospheric scattering effects.
This dataset was further analyzed with the help of the RPV
model in order to estimate, at the pixel resolution, the values
of the parameter .

Fig. 6 shows the map of the parameter estimated in the
red band, i.e., the spectral band which maximizes the single
scattering effect as well as the required reflectance constrast
between the soil and the vegetation. This map identifies a
number of well-defined patterns which are directly related to
the organization of the landscapes, i.e., some of the agricul-
tural, pasture and other lands can be easily identified on the
basis of the values depicted by the parameter. As can
be seen from the color convention adopted for the anisotropy
shape parameter, some of these fields can be classified with re-
spect to their bowl or bell-shape anisotropy pattern. A ground
inspection of a number of these fields was conducted just
about a year after the AirMISR data acquisition. It confirmed
that the fields characterized by a bell-shaped anisotropy pat-
tern exhibited some significant degree of heterogeneity at the
scale of a few tens of meters. By contrast, a bowl-shape type
of anisotropy was associated with those fields which do not
exhibit strong vertical structures and 3-D heterogeneity at the
scale of the AirMISR measurements. These features are qual-
itatively illustrated with the help of a series of photographs

taken from the ground over a sample of the Konza fields
(see Fig. 7 and further description in Table IV). A significant
degree of heterogeneity, i.e., openings between vertically ori-
ented and dense vegetation cover, was observed for nonmature
maize fields as well as other more complex land surface types,
indicating that the detected heterogeneous behavior orginates
from very different types of land cover. Targets indentified as
A and E provide good examples of the exposure of hetero-
geneity due to a strong contrast between the dense vertical
vegetated structures and the bright soils which can be seen in
the gaps between vegetation. An analogous situation occurs
for the growing maize field, target B and C for instance; it can
reasonably be anticipated that the heterogeneity will be pro-
gressively concealed (i.e., values should decrease) as plants
grow to close the canopy. By contrast, at the scale of the
AirMISR pixels, the pasture fields (e.g., target F) which are
not contaminated by significant vertical structures are charac-
terized by a bowl-shaped anisotropy. Target D shows a case
where the structural heterogeneity apparent from the photo-
graph is not exposed by the analysis of the angular signature
of the BRF field in the red domain, i.e., the value ofis
close to 0.8; this result suggests that the coverage by green
vegetation (instead of bright soil) of the horizontally wide
gaps (with respect to the AirMISR spatial resolution) does
not favor the detection of structural heterogeneity.

At this preliminary stage of investigation, the quantification
of the degree of heterogeneity remains an open issue although
the strategy recently proposed by [27] is promising. Neverthe-
less, the visual assessment of surface heterogeneity which can
be made on the basis of this series of photographs confirms our
expectations derived from simple reasoning and supported by
extensive radiation transfer model simulations.

The dependency of the estimated values for the parameter
with respect to the resolution of the observing instrument

can be examined on the basis of the AirMISR dataset. Indeed,
in a first approximation, the local BRF values available from
surface level BRF dataset can be iteratively aggregated in order
to approximate BRF values that would have been measured
by the same sensor but at different spatial resolutions. The
upscaling process is achieved by calculating, from the original
resolution of 27.5 m, the average values over windows of
2 2, 4 4, , 32 32 pixels. This procedure thus permits
relating the changes of the values of the parameteragainst
the sensor ground resolution. The series of panels in Fig. 8
display the results of such an upscaling approach when applied
to the parameter . The progressive increase in the redish
hue observed from the top left to bottom right panel confirms
our expectation on the scale dependency, i.e., the lower the
sensor resolution and the lesser its potential to expose the
heterogeneous features invoking the 3-D organization of well-
identified surface cover types. The spatial dimensions involved
in this exercise, i.e., from 30 m up to 900 m, are indicative
of the expected spatial scale and sensor resolution beyond
which the angular signatures can hardly be used to detect
a significantly heterogeneous situation even under favorable
geophysical conditions.
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Fig. 7. Photographs illustrating the state of the landscapes over Konza prairie on June 7, 2000. The labeling permits co-locating the photographs with respect to
the corresponding value of the parameterk mapped in Fig. 6. The approximate orientation of the views displayed are indicated below each photograph, i.e., N,
S, E, and W stand for northward, southward, eastward, and westward directions, respectively.

V. MISCELLANEOUSISSUES

The concepts developed in this paper elicit further remarks
on various related issues concerning both fundamental aspects
of radiation transfer problems and immediate applications to
the characterization of land surface properties, especially in the
case of medium resolution sensors. The following issues arise
in those regions detected as heterogeneous in the sense defined
earlier:

• there is a discernable breakdown of the reciprocity
principle due to the deviation from an homogeneous
turbid plane-parallel system (see [28]). The application of
models satisfying this basic principle must therefore be
conducted with care, since, for instance, the use of these
models against data acquired under various illumination
conditions is not strictly valid. However, these models
can be applied for the analysis of BRF fields sampled
under a constant illumination angle. This conclusion is
obviously not specific to the RPV model used here, but it
holds for all models of this category;

• the spatio–temporal variations of the parameterare
partly controlled by the direction of illumination with re-
spect to the target (see Fig. 5). Therefore, the value of this
parameter cannot be interpreted directly as if it were an
intrinsic surface property, e.g., the value of the parameter

may vary as a function of the season. However, a single
instantaneous multiangular set of measurements may be
sufficient to expose the heterogeneity of the region at the
scale of investigation and to select further appropriate
processing schemes;

• the acquisition of instantaneous BRF values by single
angle view instruments, as available from most of the
medium resolution scanning sensors, may fail in deliv-
ering accurate and reliable estimates of surface albedo
when the algorithm emulates multiangular sampling from
a sequential accumulation of BRF measurements over
time. Indeed, during this time period of data accumula-
tion, the values of the parameters entering the parametric
models are not constant, which is contrary to the basic
hypothesis supporting the approach;
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TABLE IV
TARGET DESCRIPTIONSFROM THE SERIES OFPHOTOGRAPHS INFIG. 7

• the estimate of bihemispherical reflectance, which
requires computing the integral of the directional hemi-
spherical reflectance over all illumination angles [4], is
not strictly valid if based on reciprocal models and thus
assumes that the parameter values entering the model are
not a function of the illumination angle (see, for instance,
[15] and [29]);

• the extrapolation at other sun zenith angles of the direc-
tional hemispherical reflectance value estimated for one
solar position may be unreliable following the argument
given in the previous item;

• 3-D models should be used for inversion purposes
whenever state variables are being retrieved from model
inversions to the highest possible accuracy. In other
words, 1-D radiation transfer models can be adopted
in inversion procedures only over targets exhibiting a
bowl-shaped anisotropy pattern, possibly using an IPA
scheme to approximate solutions to the radiation transfer
problem for mixed pixels. Depending on the sensor
resolution, the choice of the appropriate model dimension
to be applied can, however, hardly be made prior to the
analysis of the data.

The interpretation of multiangular data acquired by medium
and high spatial resolution sensors permits identifying those
regions where a number of data analysis issues must be ad-

dressed. By contrast, approaches based on reciprocal models
may be sufficient to analyze data for those regions where het-
erogeneity has not been detected. In other words, although all
terrestrial surfaces present a degree of heterogeneity over a
range of spatial scales, this fact does not implya priori that
the complexity of these surfaces has to be explicitly repre-
sented, since this complexity does not significantly influence
the measured signal.

VI. CONCLUDING REMARKS

This paper stresses a unique capability offered by multi-
angular information for surface cover monitoring. Our ap-
proach is based on a straigthforward analysis of the BRF
field sampled at red wavelengths, as available from data gath-
ered by AirMISR and the MISR/Terra instruments. Our results
strongly support the potential to map a class of surface cover
heterogeneity from space data at the subpixel scale resolution,
by simply setting a critical limit value for the parameter
estimated by the inversion of the RPV model; the occurrence
of values larger than this limit indicates the very probable
presence of a structurally heterogeneous surface. For typical
vegetation systems, measurements in the red spectral region
permit maximizing the required contrast between the scat-
tering/absorption properties over the vegetation stands versus
the underlying soil. Given the resolution of the observing in-
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Fig. 8. Maps of the parameterk derived from an iterative aggregation the “surface BRF” data collected in the red band of the AirMISR instrument over Konza
prairie on July 13, 1999. Conventions are the same as in Fig. 6. The simulated sensor resolution indicated on top of each panel decreases from the top left to the
lower right panel.

strument, it was also shown that observation conditions made
with near-overhead sun zenith angles favor the detectability
of such heterogeneous vegetation. In practice, the processing

involved to assess the value of the parameteris straightfor-
ward, as the inversion of the RPV model can easily be made
operational as discussed in the accompanying paper.
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A series of applications, conducted with AirMISR and MISR
data (see Part II), illustrate the potential benefit of exploiting
the parameter in land cover classification, since it reveals
a different but complementary organization of the landscapes
than can be already derived from instantaneous spectral infor-
mation only. The sensor spatial resolution was shown to be
of critical importance in the sense that the intrinsic landscape
variability may result in a mixture between homogeneous and
heterogenous surfaces. Thus, the decrease of the sensor spa-
tial resolution renders the interpretation more complex, since it
diminishes the relative weight of the information due to indi-
vidual land cover with respect to each other and with respect
to the topographical features as well. In other words, the typ-
ical dimensions involved in vegetation land cover type (e.g.,
height, size, and interdistance between trees) imposes a choice
of sensor resolutions such that the BRF anisotropic shape can be
further interpreted in terms of vegetation cover. No unique res-
olution thus permits documenting the vegetation heterogeneity
for all surface types, but there is a range of resolutions that
maximizes the probability of identifying the presence of archi-
tecturally organized plant stands. This issue stresses the need
to establish the necessary links between the parameterand a
limited but critical set of descriptors of vegetation cover hetero-
geneity. As a first step, the approach described in [27] is very
promising.

The exposure of subpixel scale surface heterogeneity from
the analysis of an angular signature locates regions for which,
at the scale of the investigation 1) the radiation transfer regime
violates the reciprocity principle and 2) inversion procedures
applied to retrieve vegetation properties to the highest possible
accuracy, e.g., the leaf area index, should be based on 3-D ra-
diation transfer models. This capability to detect significantly
heterogeneous surfaces is important in the studies of long-term
evolution of landscapes. Indeed, it has already been stressed that
vegetation structure and its intrinsic dynamics can have a pro-
found effect on ecosystem productivity, a key variable in under-
standing the vegetation response to climate change [30]. On the
side of applications, it is noteworthy that this simple approach
involving only one spectral band and the estimate of the param-
eter should permit monitoring events such as the occurrence of
snow on the ground as happens at the end of the Spring season in
Boreal coniferous forests. Many other applications can be fore-
seen including those dealing with urban sprawl and crop moni-
toring, for instance.

Our analysis only involves the inversion of the RPV model
and the further interpretation of the values of the parameter.
The arguments given in this paper are based on results from a
conceptual model that were confirmed by extensive 3-D radia-
tion transfer simulations. They provide the rationale for using
the parameter as a new axis of information in addition to the
classical spectrally derived information. This issue is further ad-
dressed in the accompanying paper (Part II), which proposes a
computer efficient method, optimized for the MISR instrument,
to derive jointly information about the photosynthetic activity
and the structure of the vegetation. It also addresses the practical
issue of decontaminating the parameterfrom atmospheric ef-
fects thereby allowing its fast estimation directly from data col-
lected by the MISR instrument.
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