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An effective Frenkel-exciton Hamiltonian for the entire LH2 photosynthetic complex (B800, B850, and
carotenoids) fromRhodospirillum molischianurs calculated by combining the crystal structure with the
Collective Electronic Oscillators (CEO) algorithm for optical response. Electronic couplings among all pigments
are computed for the isolated complex and in a dielectric medium, whereby the protein environment
contributions are incorporated using the Self-Consistent Reaction Field approach. The absorption spectra are
analyzed by computing the electronic structure of the bacteriochlorophylls and carotenoids forming the complex.
Interchromophore electronic couplings are then calculated using both a spectroscopic approach, which derives
couplings from Davydov’s splittings in the dimer spectra, and an electrostatic approach, which directly computes
the Coulomb integrals between transition densities of each chromophore. A comparison of the couplings
obtained using these two methods allows for the separation of the electrostasie()-and electron exchange
(Dexter) contributions. The significant impact of solvation on intermolecular interactions reflects the need
for properly incorporating the protein environment in accurate computations of electronic couplings. The
Forster incoherent energy transfer rates among the weakly coupled-H8ID, B800-B850, Lyc-B850,

and Lyc-B850 molecules are calculated, and the effects of the dielectric medium on the LH2 light-harvesting
function are analyzed and discussed.

I. Introduction structurally different carotenoids are found in various PSU such
as Lycopene (Lyc) inRs. molischianufh and Rhodopsin
Glucosite inRps. acidophil& In addition to light-harvesting,
these molecules play diverse roles in photosynthesis such as

The primary process of photosynthesis involves the creation
of chemical free-energy by capturing sunlight. The atomic
structure of the light-harvesting apparatus in purple bacteria has . . - B i
been recently constructed through a combination of X-ray photoprotection (quenching triplets, thus preventing the forma

crystallography Rhodopseudomoas (Rps.) acidophdadRho- tion of harmfu! singlet oxyg.en)., and structure stz.ibilization.
dospirillum (Rs.) molischianunt)electron microscopyRho- _ Unde_rstandlng the orgamzatlpn and functionality of the PSU
dospirillum rubrunt and Rhodaulum sulfidophilump~7 and is @ major _goal of photosynthetic res_,earch_. Numer_ous spectro-
modeling. The photosynthetic unit (PSU) contains two types SCOPIC optical measuremetfts* provide microscopic probes
of light-harvesting complexes: LH1, which surrounds the for the energy capture and transfer mechanisms of the BChls
reaction center (R®and LH2, which is not in direct contact ~and Carotenoids. The energetic ladder and possible energy
with the RC but transfers energy to the reaction center through transfer channels within the LH2 complex are shown in Figure
LH1, where it is subsequently converted into a stable charge 2. Each Bchla has several low-frequency intense absorbing
separation stat&:!5 This organization is common to both states:Qy, Qy andBy. The carotenoid has an optically forbidden
photosynthetic bacteria and higher plants. S, state with nea”; symmetry, whereas the negf state with

LH2 of Rs. molischianunis made out ofo,3-heterodimers. B, symmetry is strongly allowed in linear absorption. The energy
Its pigment structure is shown in Figure 1, and the chromophore gradient (Figure 2) in LH2 leads to excitation transfer to@ge
labeling scheme is given in Figures 3, 4, and 5. The complex is band of the upper B850 ring prior to the next photosynthetic
a circular aggregate made out of eight units, each consisting ofStep (i.e., transferring energy to the LH1 complex). The role of
a short peptides paira(and 5 apoproteins), three Bacterio- Soret (B) states in photosynthesis has not been clearly estab-
chlorophylls-a (Bchlsa) molecules and one (or two) carotenoid. lished. However, femtosecond internal conversion figand
Bchls-a molecules form two rings labeled by their absorption Qxto Qy is possible for the individual Bchla- The excitations
maxima (B850 and B800), bridged by carotenoids (see Figure of B800 could then be transferred among the lower ring
1). The Bchlsa perform the primary light harvesting function:  chromophores (B806B800) in 0.8-0.9 ps® in Rs. molis-
absorbing light and transferring the resulting electronic excita- chianum(0.3—0.5 p3°213%in Rps. acidophilaand further to
tions toward the RC-12 This energy funnel is further supple- the upper ring (B808B850) in 0.6-0.7 p3® 2! (in Rs.
mented with excitations absorbed by carotenoids. Slightly sphaeroidesndRps. acidophila Much effort has been devoted
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Figure 1. Top and side view of pigments in the Light Harvesting Complex Il (LH2Rsf molischianumThe aggregate is made of the upper ring
of 16 Bchlsa (blue) paired in 85 heterodimers or intrasubunits (B850 molecules), lower ring of 8 Bal{led) (B800 molecules), and ring of
8 lycopenes (carotenoids) (green).

to studying the energy transfer from thBIstate of carotenoid.  fs.3536 Experimental study of several PSU has also shown that
Two distinct pathways have been identified: internal conversion ~ 75% of the energy absorbed by the carotenoids is transferred
to the 2y state followed by transfer to th@, state of Bchla, to B850, whereas the remaining part initially goes to B800 and

or direct intermolecular excitation hoppin@tQx and B,— finally ends up on B850 through the B808850 relaxation

Q. Initial studies have suggested the former pafi#However, channef7:38

more recent investigations indicate that the second channel can These energy-migration pathways in antenna complexes
effectively compete with the internal conversi#i® The total depend on the electronic couplings between the donor and the
depopulation time of theB, state is founded to be 50—100 acceptor chromophores. For the weakly coupled B88800,
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Figure 2. Electronic energy levels, major excitation funneling
pathways, and their calculated transfer rates in LH2Rsf molis-
chianum Internal conversion is represented by dashed arrows, whereas
interpigment energy flows are shown by solid arrows. Wavy arrows
point to the light-harvesting states. Calculatetdsfer transfer rates
along these channels are also given in Table 5.

B800-B850, Lyc-B850, and Lyc-B850 molecules, energy
transfer may be describ#&d°by the Faster incoherent hopping
mechanisn{®3¢ On the other hand, because B838850
couplings are strong, exceeding the energetic disorder, the
molecular exciton picture should be used for the description of
energy migration in the upper B850 rifl§.#3 In either case,

the key parameters are the electronic couplings among chro-
mophores and considerable theoretical effort has been devoted
to their calculation.

The point dipole approximation (PDAY, 19 which assumes
that the chromophore sizes are small compared to their separa-
tion, is routinely used for evaluating coupling constants. This
gives only a crude estimate of couplings between Beldsd
completely fails to describe carotenoids in the LH2 systeth
because the chromophore sizés~ 9 A for Bechl-a and L~

27 A for Lyc) are not small compared to their separations. . ‘ \ -11 24

Avoiding the PDA and taking into account the Coulomb 3.3 -15
interaction between the actual charge distributions poses no \_/
conceptual difficulty and has been employed in recent calcula- . 18
tions16:34.354546Tgples 2, 3, and 4 summarize current computa-

tions of LH2 COUplmg?' Several effective Hamiltonians have Figure 3. Graphical representation of the calculated excitonic couplings
been computed for isolated Bcal-aggregates (Table 2)  (in cnr?) in LH2 of Rs. molischianumshown in Figure 1 in the
(medium effects are only crudely incorporated by including the dielectric medium. These couplings are also given in Tables 2 and
macroscopic refractive index in the PDA expressions for the 3.

coupling constan#$19. Most calculations were performed for

the Rps. acidophilacomplex (Table 2, columns-€k); fewer S/CIS calculations using Onsager’s self-consistent reaction field
results exist for th&Rs. molischianun@Table 2, columns -ac) SCRF approach to model the effects of protein environrffent.
whose crystal structure was reported more recently. The point-However, no attempt has been made to analyze the dielectric
monopole approach computes interactions between transitionmedium effects on the electronic couplings. Recent INDO/S/
monopoles distributed on the atomic centers at the Configuration CIS calculations of electronic couplings from spilittings in Bahl-
Interaction Singles (CIS) level using the simplified PPP Hamil- dimer spectra fronRps. acidophil& explicitly included the
tonian® In a separate study, excitonic couplings Rs. nearest protein environment to model the local fields effects.
molischianumwere obtained by fitting effective Hamiltonian  Significant dielectric effects on the Bchlinteractions have been
parameters to electronic spectra obtained with extensive semi-reported (see column k in Table 2).

empirical INDO/S/CIS calculations of the upper and lower Because of difficulties in the theoretical treatment of the entire
rings#748The cost of such calculations grows very rapidly with LH2 system, only few systematic theoretical investigations of
system size. The method has been applied to each ringcarotenoid interactions with other pigments have been reported
separately, and the interactions between the B800 and B850(Table 4). Most recently, Schulted%sand Fleming’g>34:39
rings which requires computation of the entire LH2 aggregate groups have studied the isolat&$. molischianunand Rps.
have not been reported yet. The INDO/S/CIS overestimates acidophilacomplexes, respectively. The need for an excitonic
transition dipoles of Bchls#® and consequently also the modeling of the LH2 upper ring for describing the excitation
coupling parameters (Table 2, column b). One possible reasontransfer between carotenoids and Bcaleras argued in refs

for the discrepancy is that the dielectric medium has been mostly49 and 41. The electrostatic interaction between transition
ignored in these calculations. The absorption spectra of Bchils- densities of each chromophore was recently calculated at the
monomer and dimer were studied with semiempirical INDO/ ab initio level with configuration interaction singles (CE3)°
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Figure 4. Graphical representation of the calculated excitonic couplingsn(irt) in LH2 of Rs. molischianurshown in Figure 1 in the dielectric
medium. These couplings are also given in Table 4.

39

As expected, this study found significant deviation from the environment, we use the Onsager solvation model combined
PDA for Rps. acidophilacomplex (compare columns e and f with the self-consistent reaction field treatment. Comparison of
in Table 2, and columns ¢ and d (e and f) in Table 4). However, the dielectric medium and isolated aggregate results clearly
these expensive ab initio/CIS calculations still required rescaling demonstrates the environmental impact on the linear absorption
the magnitudes of the chromophores' transition dipole moments,spectra and intermolecular interactions. We employ two different
(e.g., by a factor of 1.5 fo®,) in order to match experiment.  techniques for calculating the electronic couplings: a spectro-
The combined effect of the protein environment and carotenoids scopic procedure, which is based on computing the Davydov's
has not been computed yet. splitting in the dimer spectrurtf, and a Coulombic method,

In a recent articl€® we reported the effective Hamiltonian ~ which computes the electrostatic interactions between transition
(column a in Table 2) for isolated Bchisaggregates in the  densities of individual pigments. Because the former includes
Rs. molischianurhH2 complex calculated using the collective  both Coulomb and exchange interactions, whereas the latter only
electronic oscillator (CEQ) approaéh®2 The parameters ob-  incorporates the Coulomb interactions, a comparison of the
tained from splittings in dimer spectra give an adequate estimateresults allows the separation electrostatic and electron exchange
for Forster energy transfer among Bcldswithout further contributions to interchromophore couplings.
rescaling. In this article, we apply the same approach to compute The effective Frenkel exciton Hamiltonian computed here
interchromophore electronic interactions among Betdsid Lyc accounts for protein solvation effects and describes the in-
in LH2 complex ofRs. molischianunin a dielectric medium. teractions among all Bchd-and Lyc pigments of LH2. It
The CEO algorithm computes the optical response directly by includes the complete set of parameters@orQ, andB,—By
solving equations of motion; excited state wave functions are bands of Bchla aggregates, B,—Q,, 1B,—Qy, 1B,—By, and
never calculated explicitl§3~57 To study the effects of protein ~ 2A;—Q, bands of Lye-Bchl system, B,—1B, and 24—2Ag
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Figure 5. Graphical representation of the calculated excitonic couplingsn(irt) in LH2 of Rs. molischianurshown in Figure 1 in the dielectric
medium. These couplings are also given in Table 4.

bands of Lyc aggregates. This is the first report of an effective Il. The CEO and Reaction Field Algorithms
Hamiltonian for the entire LH2 complex d&&s. molischianum
that includes both carotenoid and dielectric medium effects.
Using these coupling constants, we have further calculated an
discussed the ‘HFster energy transfer rates among dif-

The numerical CEGINDO/S procedure for computing
gelectronic structure has been described elsewtiéfeThe
ZINDO code was first applied to generate the INDO/S
ferent pigments, using the energy flow pathways shown in Hamiltoniar?®-61 using experimentgl geometries of bacterio-
Figure 2. chlorophylls and caroten0|d_s ob_talned from crystal structures
_ _ _ of the LH2 complex oRs. molischianuirHydrogen atoms were
Section Il briefly describes the CEO method and the Onsager added, and their geometries were optimized using semiempirical
model for solvation energies. The effects of dielectric medium Austin Model 1 (AM1)82 All other atoms were fixed at the
on the Bchla and Lyc electronic structure are analyzed in crystal structure coordinates. The Hartré®ck ground-state
Section IIl. In Section 1V, we outline the methods used for was calculated by solving the Roothaan-Hall secular self-
computing the electronic couplings and separating the electro-consistent field equation iterativéRy
static and electron-exchange contributions to the interchro-
mophore interactions. The effective Frenkel exciton Hamilto- FC=Ce (2.1)
nian, which takes into account the protein environment effects
on the electronic couplings, is presented and analyzed in SectionwhereF is the Fock matrix. This equation holds for the closed
V. Finally, in Section VI, we summarize our results and discuss shell orthogonal basis set considered in this article. Equation
the energy transfer pathways in LH2. 2.1 can be recast in the formk(p),p] = 0, where the ground-
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TABLE 1. Calculated and Experimental Excitation Energies of 8 B850, a B850, and B800 BChla and Lyc Moleculed'

Bacteriochlorophylla
/B850 aB850 B800 INDG-CIS® experiment
Qy(dm) 1.61[771] (1.190) 1.59 [781] (1.230) 1.56 [796] (1.243) 1.59 [778] (1.789) 1.6 [776]
(ic) 1.20[1035] (1.441) 1.21[1026] (1.456) 1.21[1026] (1.464) 1.65 [751] (2.300) (1233)
Qx(dm) 2.26 [549] (0.473) 2.23[557] (0.395) 2.25[552] (0.351) 2.29 [541] (0.431) 2.16 [575]
(ic) 2.13[583] (0.194) 2.12[586] (0.159) 2.16 [575] (0.132) 2.25[552] (0.128) (09%685)
By(dm) 3.19[389] (1.194) 3.14 [396] (1.213) 3.13[397] (1.187) 3.53[351] (1.607) 3.17 [392]
(ic) 3.12[398] (1.385) 3.09 [402] (1.371) 3.11 [400] (1.332) 3.31[374] (0.056) ~1.11f
Tx1(dm) 2.96 [365] (0.073) 2.69 [362] (0.077) 3.55[350] (0.067)
(ic) 3.40[365] (0) 3.34[372] (0.098) 3.66 [339] (0)
Tx2(dm) 3.54 [350] (0.095) 3.33[373] (0.127) 3.51[354] (0.141)
(ic) 3.51 [354] (0.068) 3.48 [357] (0.055) 3.45[360] (0.056)
Tx3(dm) 3.68[337] (0.355) 3.64 [341] (0.332) 2.36 [526] (0.067)
(ic) 3.53[352] (0.117) 3.36 [370] (0.105) 2.96 [420] (0.170)
B,(dm) 3.42[363] (0.883) 3.36 [370] (0.859) 3.33[313] (0.868) 3.51[353] (1.115) 3.47 [360]
(ic) 3.90[318] (1.152) 3.87 [321] (1.170) 3.97 [313] (1.179) 3.67[338] (2.451) ~0.96y
N (dm) 4.05 [306] (0.867) 4.03 [308] (0.972) 4.09 [304] (0.956)
(ic) 4.21[295] (0.094) 4.20[296] (0.101) 4.29[290] (0.112)
Lycopene
1By(dm) 2.72[457] (2.69) 2.5[497]
(ic) 2.76 [450] (2.70) (2.71)
2A4(dm) 3.65[340] (0.11) 1.80[762]
(ic) 3.71[334] (0.09)

aRef 50.° Ref 73.¢ Ref 48.9 Ref 74.¢ Ref 36.f Ref 75.9 Ref 91." CEO calculations were carried out for an isolated conf({e) and in a
dielectric medium (dm) witke = 9. The experimental transition energies are for Berhhonomers in ethyl ether solutibrEnergies are given in
eV[nm. Transition dipole moments (ierA) are given in round parentheses, and their experimental values for B transitions are estimated from the
relative absorbance with possible large margins of &ridolecular labeling is shown in Figures 3, 4 and 5.

TABLE 2. Q,-Qy Bchl-a Interchromophore Couplings (in cm=2) Calculated for LH2 of Rs. Molischianum

d CEO Qy) a b [« d e f g h i j k
(dm) (ic) (ic) (ic) (ic) (ic) (ic) (ic) (ic) (icy  (ic) (ic) (ic) (dm)
850-850
la—15 9.2 258 363 408 806 339 322 238 367 291 410 394 300 771
20—1p3 8.9 210 320 366 377 336 288 213 284 273 310 317 233 612
20—1p 18.0 -—67 —102 —102 —152 —46 —48 -50
20—1p 17.4 —40 —63 —63 -37 —-37 -36
la—28 25.6 22 30 31 12
3013 25.9 17 29 30 12
800-850
1-1a 255 8.2 13 14 38 —-11.3 -13 -—-12 -126 7 -8
1-18 20.1 25 38 40 15.7 4.8 5 -3.8 6 -2
1—20 19.2 -—-36 —53 —52 —22.7 25.7 27 27 27 29 16
1-25 22.8 5.4 8.4 10 2.9 6.1 23 31 12 13
800-800
1-2 220 -19 —25 -25 —14 —22 —-27 —26 25 —15
1-3 40.7 3.6 -3.2 -35 -3 -3

622
562

aRef 50, CEO calculations of splittings in BChdsdimer spectra? Ref 47, 48; Semiempirical INDO/CIS calculations of the whole upper ring
and further spectral modeling of the resuft®ef 10, PDA calculations witp? = 68 D2 @ Ref 10, PDA calculations with?> = 68 D?. © Ref 34,
39; Ab initio molecular orbital calculations. Transition density cubes apprddf. 34, 39; PDA calculations with = 6.13 D.9 Ref 16, Point
monopole approximation based on the SCMEPP-CI computations! Ref 36, PDA withu? = 41 [?. ' Ref 17, Semiempirical QCFF/PI quantum
mechanical calculationsRef 90, Modeling the absorption and CD specti®ef 46, INDO/S/CIS calculations of splittings in BChdsdimer
spectra! The pigments in the first column are labeled according to Figure 3. The second column shidgshteedistance d (A). The CEO results
in the dielectric medium (dm) (third column) and for an isolated complex (ic) (forth column) (shown in Figure 3 as well) are calculated using
Coulomb interaction between transition density matrix elements of monomers. The couplings computed from splittings in the dimer spectra are
shown in the fifth column (a). The table also summarizes coupling®fdrand reported in the literature f&s. molischianuniColumns a-c), and
Rps. acidophilaColumns d-k).]

state density matriyp®4° is related to the molecular orbital

expansion coefficient€ through

whereN is the number of electrons in the aggregate. The Fock
matrix for the isolated aggregate is

N

f_)nm = 2ZCna ma

a

F(p) =t + V(p)

(2.2)

(2.3)

where the first term is the core-Hamiltonian describing the
kinetic energy and nuclear attraction of an electron

t =

nm

H‘ _}VZ_ i
1
2 Z|rl— N

N EES SR
JEFAC ;rl—m (D) (2.4)

|

Ra is the nuclear coordinate of atomand{y,} is the atomic
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TABLE 3. By-By Bchl-a Interchromophore Couplings (in
cm™1) Calculated for LH2 of Rs. Molischianun®

CEO By

(dm) (ic) (icy
B850-B850
la—18 248 344 367
2018 343 364 369
2018 42 60 61
2018 33 58 58
1a—28 14 21 23
30—18 18 20 20
B800-B850
1-1a 6.2 5.9 6.1
1-18 24 32 32
1-2a —11 5.4 6.9
1-28 ~15 —23 -23
B800-B800
1-2 18 7.0 7.0
1-3 3.3 2.2 2.3

aRef. 50 CEO calculations of splittings in BChéseimer spectra

b The pigments in the first column are labeled according to Figure 3.
The CEO results in the dielectric medium (dm) (second column) and
for an isolated complex (ic) (third column) (shown in Figure 3 as

well) are calculated using Coulomb interaction between diagonal
transition density matrix elements of monomers. The couplings
computed from splittings in the dimer spectra are shown in the forth
column.

basis set. The second term represents electetettron Cou-
lomb interactions, with the matrix elements

K 1
V()= Zﬁm[mnwnlﬂ— Emnn“(l[] (2.5)

K being the basis set size, and
* * 1
mmkIC= [ dr (D)W@) (2:6)
1

are the two-electron integrals.
The INDO approximatio®? limits the basis set to valence
orbitals of Slater type. Exchange terms in the two-electron

interaction are only permitted among orbitals centered on the

same atom. The tetradic matriimklOthus becomes block-
diagonal dyadic, i.e[hmklT= mnmddm when the atomic
orbitalsn andm belong to different atoms. This approximation
allows us to limit the number and store all computed Coulomb

Tretiak et al.

as molecular polarizabilities. The diagonal elemén) is the

net charge induced on timgh atomic orbital by an external field
with frequencyQ,, whereas,)mnn = mis the dynamical bond-
order (coherence) representing the joint amplitude for finding
an electron on orbitam and a hole onn. The modes are
computed directly as eigenmodes of the linearized time-
dependent HartreeFock (TDHF) equations of motion for the
density matrix driven by the external field, totally avoiding the
explicit calculation of many-electron excited-state wave func-
tions

LE,=Q&, LEF=—QE  v=1,..,.NxK (2.8)

The eigenfrequencies?,, provide the optical transition
frequencies$?>1 L is a linear operator in Liouville space (i.e.,
superoperato?¥->1 given by

LE = [F(p).£] + [V(8).p]

whereé is an arbitraryK x K matrix.

The numerical effort involved in computing the eigenvalues,
Q,, and eigenvectors,, is greatly reduced by using the oblique
Lanczos algorithn§®67 Transition dipole momengs, = Tr(ié&,)
are then calculated using the dipole moment operatoes

Y nnfinmCCn, @nd

(2.9)

fV = ZQVﬁZ

v

(2.10)

is the oscillator strength of thg to v transition.

To include the effects of the surrounding media, we have
used the Self-Consistent Reaction Field (SCRF) apprfeeis?
whereby the interaction energy between a solute and the
surrounding medium is added to the HF energy of an isolated
molecule, and the total energy of the system is then minimized
self-consistently. Because the solute is electrically neutral in
our case, only the dipolar interactions contribute to the solvation
energy. The Fock operatﬂf]’1n is then modified by adding the
response of a dielectric medium, resulting in

0 E—lﬁg'ﬁmn
m2e+1 ag

Fon=F (2.11)

where F,, is the isolated complex Fock operat@iy is the
ground-state dipole momertjs the dielectric constant, arad
is a cavity radius. The second term in eq 2.11 (Onsager dipolar

matrix elements in memory instead of recalculating them when term) has been derivé@8°assuming that the solute is separated
needed, as is done in ab initio approaches, making semiempiticalfrom the solvent by a sphere of radiag

techniques significantly easier and faster. The INDO/S Hamil-
tonian parameters are given in [561].
Finally, the CEO procedu?é>*was applied to compute the

Onsager's SCRF is the simplest method for taking dielectric
medium effects into account. Even though spherical cavity is a
crude approximation for the flat Bclalor linear Lyc molecules,

linear-absorption spectra and the relevant transition density the predicted trends usually agree well with experiment and with

matrices (denotedlectronic normal modes,), which connect

the results of much more sophisticated and expensive meth-

the optical response with the underlying electronic motions. Each ods%8-%°Using eq 2.11, we calculated Bcaland Lyc monomers

mode is aK x K matrix representing the electronic transition
between the ground stafiglCand an electronically excited state

assuming a dielectric constaat= 9, suggested in (70) (the
index of refraction was estimated to be 1.6 in (71)) to describe

|vLJ Its matrix elements are given by the effects of the protein environment on excited-state energies
and the relevant transition densities. These densities were then
used to calculate the Coulomb couplings. The same approach
was used in INDO/S/CIS stuéfof dielectric medium effect

on absorption spectra of Bchls aggregates. The cavity radii were

(&)= Iy Cylg0 (2.7)
Wherec;(cm) are creation (annihilation) operators of an elec-
tron at themth atomic orbital, andg (|v[J is the ground (excited)  calculated with the Gaussian 98 pack&gat the ab initio
state many-electron wave functiod, represents collective  6-31+G* HF level using the keywor&/olume which provides
correlated motions of electrons and holes and carry substantiallya reasonable estimate for a radius of the Onsager solvent reaction
less information than the many-electron eigenstates but morefield model. This gives 5.6 A and 7.1 A radii for Bchland

than required for calculating all spectroscopic observables suchLyc molecules, respectively.
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TABLE 4. Bchl-Lyc Interchromophore Couplings (in cm 1) Calculated for LH2 of Rs. Molischianun?

CEO a b c d e f
1B, 1B, 1B, 2Ay 1By 2A; 1B, 1By 1By 1B,
Q x Bx Q xA Q9 9 &% Q
(dm) (ic) (dm) (ic) (dm) (ic) (dm)  (c) (ic) (ic) (ic) (ic) (ic) (i)
a—L
la—2L —-2.3 -25 -09(16) -0.2(0.9 5.3 7.0 0.4 0.6 6 7
20—2L -50 —55 1.7 (2.9) —-1.3(-5.6) 36 30 -9.6 -9.9 17.7 129 -32 11 -80 -9
30—2L 96 105 —-66(—114) -—18(-77) —258 —257 —4.0 —7.1 145 3.79 104 —101 72 —74
4o—2L 49 63 —-3.8(-6.6) —-0.12(05) -23 —-21 -51 -13 31 26
5a—2L 16 21 0.44 (0.76) 0.57 (2.5) —-3.8 —-26 -0.6 -2.1
p—L
15-2L 2.6 4.3 9.6 (14) 3.6 (13) 29 32 0.65 1.6 5 9 10 10
26—-2L 48 53 —33(-48) —11(—39) —-127 —123 2.9 9.8 436 0.175 45 —-46 —15 —121
36—2L —138 —158 —38(-55) 16 (56) 1.6 —42 —41 —-40 46.8 0.19 -8 -—-16 —-54 -12
45-2L —-30 —36 —3.9(5.7) —-1.3(4.6) 6.4 05 -0.8 -15
B800-L
8—2L —-16 —-18 7.7 (15) 2.7 (14) —-21 —-29 0.5 2.3
1-2L —-78 —63 54 (105) 9.2 (48) —246  —330 39 43 129 1.69 173 35 280 36
2—-2L 65 67 —12(=23) —7.0 (—36) 19 14 -0.4 -12 226 03 —-44 -19 -118 -71
3—2L —18 —21 3.3(6.4) 1.8(9.4) -8 —-14 7.4 —7.5 8 -8 10 -11
1B,—1B, 2A—2A c(1By) e(1By)
(dm) (ic) (dm) (ic) (ic) (ic)
L—L
1L-2L 89 88 —-1.41 —1.86 38 37
1L-3L 8.7 8.4 0.13 0.16 6 4

a.bRef 49, Coulomb interaction between transition densities based on PPP/CIS nfetRefl34, 39; Ab initio molecular orbital calculations.
Transition density cubes approactiRef 34, 39; PDA calculations withg, = 6.39 D, g, = 3.29 D, u1s, =13 D.9 The pigments in the first
column are labeled according to Figures 4 and 5. The CEO couplings betBge,l(second column), B,—Q (third column), and B,—Bx
(forth column) transitions (shown in Figures 4 and 5 as well) are calculated using Coulomb interaction between diagonal transition density matrix
elements of monomers in the dielectric medium (dm) and for an isolated complex (ic). The couplings in@ltiagsition rescaled with factors
(texdttcaid)o, are shown in round parenthesis. These factors are 1.73, 1.45, 1.95 in (dm) and 4.3, 3.5, and 5.2 im(if) B&0, and B800
chromophores, respectively (see Table 1). The table also summarizes coupling@s-fa and B,—Q, states reported in the literature fRs.
molischianum(column a) andrps. acidophilgcolumns b-d).

The Onsager SCRF model makes several approximations:molischianum The table also contains experimental data for
spherical cavity, uniform dielectric medium, and point dipole Bchl-a monomers in solutioi®~7> Detailed analysis of the
approximation (PDA). We have used it for single chromophore isolated complex CEO linear absorption spectra and the relevant
(Bchl or Lyc) calculations. The model reproduces solvation transition densities of BChd-was given in [50]. Below, we
effects very well and the calculated absorption spectrum of solely focus on the protein solvation effects.
single Bchl in a dielectric medium is in excellent agreement — the solvent significantly affects the ground state. Its dipole
with experiment and is significantly better then tha}t calculated momentug increases from 6.8 to 20.5 D (similar enhancement
for an isolated complex. We have used the PDA in the SCRF ¢, 7 319 21 D was reported in INDO/S/CIS calculatithhs

mode.l, but not for the sake_ of computing the intermolecular because both approaches use the same ground state). Further-
couplings. The SCRF takes into account solvent effects that areore, the protein environment has a considerable impact on

highly averaged and only weakly perturb the electronic siructure. the excited states. We use the standard labeling of active optical

The PDA is then adequate. Intermolecular couplings are peaks for porphyrin-like systems (Q, B, N). Additional transi-

stronger, and the spectra are mgch [more sensitive to.thelrtions are denoted Tx1Tx3. We start with thes B850 linear
detailed form. The PDA may not be justified for these couplings . .
g\bsorptlon spectrum shown in column 2 of Table 1.

in aggregates where the chromophore sizes are comparable t N ] )
their distances. We have, therefore, empolyed the SCRF Thg Iowesztransmon with astrong oscﬂlator strength plays
approach to compute transition densities of single chromophores® Major role in the light absorption function of the antenna.
and then used these charge distributions to compute coulombThe computed 1.2 eV frequency of the isolated complex

interchromophore couplings without invoking the PDA.

Ill. Dielectric Effects in the Linear Absorption of Bchl- a
and Lyc Monomers

The calculated properties of individual Bclboth isolated

underestimates the experimental (1.6 eV) value. However, the
protein leads to a significant blue shift of frequency to 1.61
eV, which matches the experiment. This is contrary to the
INDO/S/CIS result, which shows only a small solvent induced
red-shift. This may be attributed to the different approximations

and in a dielectric medium are summarized in Table 1. Columns for the excited many-electron wave function used in INDO/S/

2—4 show the electronic spectra of the various Behtonomers

CIS, which is based on CIS, and the CEO based on the Time-

(o and3 B850 and B800 molecules). Despite being the same Dependent HartreeFock (TDHF) anzatz. Both CEO and
Bchl-a species, the crystal structure geometries are slightly INDO/S/CIS consistently predict £220% solvent reduction of

different, which affects the spectra. For comparison, the table the Qy transition dipole. The CEO transition dipoles agree well

also includes the INDO/S/CIS calculations of Betthonomers

with experiment (further rescaling of the electronic couplings

(isolated complex and dielectric medium) reported in [48]. These to match experiment is no longer necessary). In contrast, INDO/

computations used the same crystal structure geometRsof

SICIS overestimates experiment (this is usually the case in CIS



9548 J. Phys. Chem. B, Vol. 104, No. 40, 2000 Tretiak et al.

computations) and further rescaling of the couplings may be tion dipole (see Table 1), leading to the finite radiative lifetime
necessary. of this state’8

The isolated complex energy of the ne&t state (2.13 eV) In concluding this section, we note that the linear absorption
matches the experiment (2.16 eV). Similar to the INDO/S/CIS spectra calculated with the Onsager SCRF model are in much
calculations, the protein environment induces a small blue shift Petter agreement with experimental spectra in solution than those
to 2.26 eV. However, thé), transition dipole drastically changes ~ Of the calculated isolated-complex spectra. Both excited state
in the solventQ, is only weakly allowed in linear absorption ~ frequencies and their transition dipoles closely match the
of the isolated complex. Dielectric medium increases its available experimental values. These results establish a firm
transition dipole by factor 2.5 (3.3 in INDO/S/CIS). This could basis for the following investigation of interchromophore
be attributed to oscillator strength borrowing from the strong €lectronic interactions.
neighboringQ, andBy transitions whose intensities are decreased ) ] )
in solution. Although theQy transition dipole in the solventis V- Spectroscopic vs. Coulombic Calculation of
much closer to experiment than the isolated complex value, it Electronic Couplings
is still weaker by factor 1.5, which should be applied for  The electronic excitations of an assembly of two-level
rescaling the couplings involvinQ transition. This difference  chromophores can be described by the Frenkel exciton fiotel
may be due to additional vibronic coupling Q% to the states
with large oscillator strengths. H= ZQ”B:B” + z J,BiB, (4.1)

The following strongB, andBy peaks represent components n n=m
of the Soret transition. Similar tQy, the protein environment
only weakly shifts the followind3, excited-state energy to the
blue. Both isolated complex (3.12 eV) and dielectric medium
(3.19 eV) Soret frequencies are in excellent agreement with
experiment (3.17 eV). INDO/S/CIS calculations overestimate
the By frequencies and predict a more pronounced blue shift.
Similar to Qy, the solvent decreases the intensityBf(15%
reduction of the transition dipole). However, accurate measure-
ments of the Soret oscillator strength are not available.Bhe
transition dipole could only be crudely estimated from the
relative peak intensities in the absorption spectféiiive expect
the CEO to adequately reproduce Bygransition dipole, as in
the case of porphin¥.’¢ Indeed, the calculated values agree
with experimental estimates (see Table 1).

TheBy transition frequency (3.90 eV) in the isolated complex
is significantly higher than experiment (3.47 eV). However, the
solvent induces a strong red-shift of this transition to 3.42 eV

Here, B, (B;) is the annihilation (creation) operator of an
excitation localized on theith chromophore, an€, represents
the transition energy from the ground state to the excited state
on thenth chromophore. The interaction between chromophores
is described by the hopping parametdgs. When the chro-
mophores are spatially well separated, their interaction is purely
electrostatic. However, at closer separations, intermolecular
electron exchange processes become alldWwedaking ad-
ditional contributions to the chromophore couplings. These
distinct Coulombic and electron exchange interacfiorese
known as the Faster and the Dexter couplings, respectively.
To separate these interactions we have employed two different
methods for computing the couplings. Both calculations used
the actual crystal structure geometries for segments of the LH2
complex. The spectroscopic approach is based on computing
the Davydov splitting®8%82in the dimer spectra. This method
A . . '~ =Y produces accurate results when the chromophores are identical
bringing it to an excellent agreement with experiment. A similar . nearly identical and when the contribution from other

solvent-induced red shift 0By, which brings it closer 10 gjacironic states to the dimeric splitting is negligible, which is
experiment, has been reported in INDO/S/CIS calculations. Both he case provided the other states are well separated (for details

CEO and INDO/S/CIS predict solvent reduction of tBg see (50)). In particular, for identical chromophores A and B we
transition (_Jl!pole_ moment (230_/0 and 55%, res_pectwely). _The haveJas = |Ac|/2, whereAc is the Davydov splitting between
CEO transition d|p_ole agrees with acrude_gxpe_nmental estimate 5 pair of dimer states. The coupling computed in this fashion
(Table 1). The high frequency N transition is weak for an j,cjydes both the Fister and the Dexter contributions. In the
!solated _qomplgx. The dielectric medium .dramatlcally enhances previous articl&® we applied this approach to compute couplings
its transition dipole by a factor of 9 and induces a 0.2 eV red- among nearly identical Bchia-of the LH2 complex.

shift. The solvent further shifts the charge transfer transitions Alternatively, the purely electrostatic coupling between two

Tx1-Tx3 either to the red or to the blue, and furthermore makes ,onomers may be represented as Coulomb interaction between
them_ Weakl_y allowed. Very similar spectra and analogous e diagonal elements of their transition density matrices
protein environment effects are observed in ti#850 and

B800 molecules (columr?s 3and 4 in Table 1). Js= Z Vo (E D) (4.2)
We next turn to the linear absorption of Lycopene. Even neAmeB
though the carotenoid is nearly symmetric, the dielectric medium A B ) .
still increases the ground-state dipole moment from 1.7 to 3.1 Where €,)am and €,)mm are the diagonal matrix elements of
D. However, both frequency and transition dipole of the main the electronic modes of the monomers A and B, &qdis a
absorption peak corresponding t®,liransition are barely ~ Coulomb interaction between chargeg)g, and €.)mm TO
affected by solvent (see Table 1). Compared to experiment, theobtain couplings among Bcla-and Lyc using eq 4.2, we first
calculated frequency is blue-shifted by 0.2 eV, but its transition calculated the electronic modes of the monome&é),(ﬁ and
dipole is in excellent agreement. Our calculations do not predict (Ef)mn) and then sorted out the INDO/S Coulomb two-electron
the correct 2 state energy, which is known to be the case for integralsVam = nnmrCrelevant for the AB dimer pair.
TDHF or CIS calculations. Reproducing the correct order of ~ When electron exchange is negligible, the spectroscopic and
the states (&, lower than By) requires expensive calculations coulomb methods give identical couplings (note that using
including higher order electronic correlatiofisThe Lyc crystal Coulomb element¥,,,, other then INDO/S parametrization (e.g.,
structure geometry is not fully symmetric. This results in a very actual electrostatic interaction @b initio matrix elements)
weak transition dipole of the/ state. The protein environment  would be inconsistent and produce different spectroscopic and
further breaks the symmetry, slightly increasing tidg 2ansi- coulomb couplings). A similar approach (denoted the two-level
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model) was applied for estimating interchromophore interactions exciton states of the B820 dimeric subunit, which gave the
in photoluminescent polymer aggregatéalthough this method exciton splitting of about 500 cm (i.e., coupling of 250
is analogous to the point monopole approximation technique cm~1).8485Very close estimates for these couplings were also
used in [16] for computing effective Frenkel Hamiltonian in  obtained from the analysis of the relative difference absorption
LH2 of Rps. acidophilait does not suffer from uncertainty in  of the B820 subunit and B850 anterfi®al'his also agrees with
the charge reduction scheme such as Milliken population the results reported in (46) (column k in Table 2) where the
analysis, because both coulomb interaction elements and transinearest to the Bchd-chromophores proteins were explicitly
tion densities are given in the same basis set, consistent withtaken into INDO/S/CIS calculations to model the dielectric
the computational algorithm. We further note that the Coulomb medium effect. This effect could be attributed in part to the
method is numerically more attractive than the spectroscopic reduction of theQy transition dipole due to solvent: the 1.2
approach because it only requires the calculation of monomerdecrease of the transition dipole roughly leads to the reduction
spectra; dimer spectra are not needed. In the case of a finiteof couplings by factor 12= 1.44. However, this quadratic
electron exchange interaction, the difference between couplingsdependence is not exact because the PDA is not applicable for
computed with these two approaches gives the Dexter contribu-this aggregate.
tion. In th|S al’ticle, we have Separated the two Contl’ibutions A S|m||ar decrease of Coup“ng Strength |S genera"y Observed
using calculations performed on the isolated complex. The for the Bchla B, band (columns 3 and 4 of Table 3). It is
incorporation of solvation effects in these estimates will require interesting to note thatg intra-dimer interaction is significantly
a much more intensive effort. reduced, whereass inter-dimer coupling only weakly depends
The spectroscopic technique that computes the overall on solvation. In fact, all BSOOB800 and some B850B800
interaction, is not sufficiently accurate for calculating couplings interactions even increase in a dielectric medium. This again
between two energetically well separated states because thgoints to the failure of PDA and to the collective effect of space-
contributions from other electronic states may not be neglected. charge redistribution on interchromophore interactions.
On the other hand, the Coulomb approach only takes the  1ng effective Hamiltonian parameters calculated in the protein
electrostatic part of the interaction into account but may be o.ironment for Bchl-Behk, and B, bands are displayed in
applied for arbitrary pair of electronic states_of any two Figure 3. The computed Bchal-Q, and By transition dipoles
molecules. The two methods are thus complimentary, and qree well with experiment, requiring no further rescaling or
combining them allows to pinpoint the origin of interchro- s ification. We note tha@, couplings are well within the
mophore interactions. For example, computing Bchl-Lyc inter- range of parameters reported for LH2 systems (columsis b
action is only possiblg with the second meth_od. These chro- ;¢ T4ple 2), with the exception of B85B800 interactions,
mophores are very different and the numerical accuracy of \yhich systematically exceed other computational results.

specroscopic procedure is low. Lyc-Bchl interaction. As stated earlier, the spectroscopic
approach is inapplicable for computing bacteriochlorophyll
lycopene interactions. Table 4 compares the isolated complex
Bchl—Bchl interaction. We first compare the spectroscopic  and dielectric medium results computed with the Coulombic
and coulomb calculations in order to separate thesteo and method. Electronic interactions betweds), Lyc state and three
the Dexter contributions to the couplings. Column 4 and column low energy states(y, Qx, andB,) of Bchl-a were calculated.
ain Table 2 show couplings for Bchl-Q, band calculated with Each Lyc molecule has a fairly strong interaction with half of
both methods for an isolated complex. We expect the weak Bchlsain the upper B850 and lower B80O circles. TheBg-1
electron exchange interaction to show up only for closely lying Qy couplings are displayed in Table 2, columns 2 and 3, the
molecules such asp intra- and inter dimers. Indeed, compari- largest values exceed hundred wavenumbers. The dielectric
son of Coulombic and spectroscopic couplings for these pairs medium only makes a weak effect on their magnitudes, resulting
(363 cnt! vs 408 cnt, and 320 cm?! vs 366 cntl) shows in a slight decrease of interactions with the B850 ring and an
that electron exchange makes a 45 ¢montribution to the increased coupling to the B80O0 ring. Our calculated parameters
interaction in these dimers. Very similar 45 and 40éwalues correlate well with the results reported in refs 34, 39 for the
for intra- and inter- B50 dimers were reported in [39]. On the isolatedRps. acidophilecomplex (Table 2, columns ¢ and d).
other hand, molecules in all other B&pairs are well separated 1B,—Qx couplings shown in columns 4 and 5 of Table 4
and therefore the Dexter contribution to their couplings is require a more careful analysis. Their isolated-complex values
negligible (differences of up to 1 cthmay be attributed to the  are very small because the calculated transition dipol@,d$
effects of higher lying electronic states and numerical errors). much weaker compared to experiment (see Section IIl). This
Similar trends are observed for BcalB, band couplings  discrepancy may be corrected by introducing rescaling factors
computed with these two approaches and shown in columns 3which are the ratios of experimental to computed transition
and 4 of Table 3. However, the electron exchange contribution dipoles. The couplings rescaled by fact@g{/icaic)o, are shown
(23 cnrtand 5 cmt for a5 intra- and inter dimers, respectively)  in parentheses of column 5 (the lycopene transition dipole need
is considerably reduced compared to @gnteractions. Again, no rescaling). However, these rescaling factors are very large
the Dexter contribution is negligible for all other Bchlpairs (4-5), and we do not believe these calculations to be accurate
which are well separated in space. because the isolated-complex transition densities distribution is
We next turn to discussing the protein environment effects very different from that in a dielectric medium. In contrast, the

V. Frenkel Exciton Hamiltonian in a Dielectric Medium

on electronic intermolecular interactions. Column 3 in Table 2
showsQy couplings among different Bctaimolecules calculated
with the coulomb method in a dielectric medium. Comparison
with the isolated complex results (column 4) shows significant
(~30%) decrease of the coupling strength from 363 o
258 cnr! due to the environment. This number is in remarkable

Qu transition dipole in the protein environment is much larger
and comparable with experiment. Consequently, the calculated
couplings are significantly higher. Thgy transition density is
now more realistic and could be roughly represented as a
superposition of the isolated compl&, Qy, andBy transition
densities (see Section Ill). Note that we do not have such strong

agreement with a recent observation of quantum beats betweersolvent effect on the charge distribution in the transition densities
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of the intenseQ, and By states. However, the computek expected, the dielectric medium has a very weak effect on
transition dipole is still weaker than experiment, and smaller intermolecular interactions (compare Table 4, columns 2 and
rescaling factors (142) need to be introduced. Rescaled 3, 4 and 5). Our calculatedAg—2Ay couplings are very weak,
couplings shown in parentheses (see column 4 of Table 4) arewhereas B,—1B, values are large and significantly exceed the
now reasonably accurate. It is interesting to note the significant inter-carotenoids couplings reported in (34, 39) feps.
differences between the isolated complex and dielectric mediumacidophila This may be attributed either to geometry differences
rescaled parameters shown in columns 4 and 5 (parenthesis)betweerRs. molischianurfrom Rps. acidophilaor to different

This points out to the necessity of properly taking into account levels of computation. The effectivé8]—1B, Lyc Hamiltonian
solvent effects for the accurate determination of Lyc interactions parameters calculated in the protein environment are also shown
with Qy band of Bchlsa. Our calculated parameters are very in Figures 4 and 5.

similar to the isolated complex results reported in (49)Rst

molischianun{Table 4, columns a and b). PPP/CIS calculations V. Discussion

employed in (49) generally overestimate the transition dipole

magnitudes. They resulted in the right dipoleGjtransition, Low frequencyQ, near-infrared excitations constitute the

whereas th&), transition dipole was overestimated by a factor Eyajgagtgigégggrggéh tl,r;/ tE%heHrszgéigziyvzc;:E);z tggg elrﬁ/d)
of ~2. ] ] Bchls-a transitions and carotenoid8J state. Joint theoretical
1B,—By couplings are shown in columns 6 and 7 of Table 4. anq experimental input is required for successful modeling of
It is interesting to note the extremely strong interaction .(up t0 the photophysical function of antenn#e210Information on
330 cnt?) between Lyc and one Bclalfrom the upper ring  energetic disorder, protein relaxation and energy transfer time
(3a—2L) and one Bchk from the lower ring (+2L). The  gcqles, spectral overlaps, etc. may be extracted from femtosecond
carotenoid strongly bridges the B850 and B80O0 rings in this nonlinear optical studie® 32 and computing of the necessary
energy region. This energy transfer pathway from the Soret gjectronic coupling constants is the subject of an intensive
states of Bchh to the B, state of Lyc should be extremely  iheoretical efforf.34.39.4850
efficient and may effectively compete with the internal conver- oy glectronic couplings for an isolated complex and in the
sion on the individual Bchls; in the same way the intermo-  giejectric medium calculated using a unified CEO framework
lecular B,—Qx channel successfully competes witBy+2A;  epresent one of the most accurate and complete effective
relaxation on the carotenoid. Further experimental and theoreti- rankel exciton Hamiltonian of LH2 reported to date (Tables
cal studies will be required to address this issue. Protein 2, 3, and 4 and Figures 3, 4, and 5). These parameters could be
environment effects vary: some dimer pairs such gsA employed to estimate B86@B800, B80G-B850, Lyc-B850, and
are strongly affected, others only show minor influence. Lyc-B800 energy transfer time scalsln its simplest form,
Even though the —Qy couplings shown in columns 8 and  the Faster transfer rate (in p3) is given b6
9 of Table 4 are smaller than the correspondiBg douplings,
they can still be as large as 40 cinBecause the/&, state has k=1.1870 (6.1)
a very weak transition dipole, quadrupole and higher multipole ' '
representations have been employed to compute Age Q,
couplings*® However, interaction between transition densities
would be the most accurate prescription for computing these
parameters. Compared to PPP/CI calculations reported in (49)
our 2Ag—Qy results (Table 4, columns 8 and 9) significantly
exceed the PPP/CI couplings, whereas tBg-1Q, parameters
are very similar in both approaches. This may be attributed to
two factors. First, the INDO/S Hamiltonian, which includes both
o and o orbitals, is better than the PPP Hamiltonian, which
only hasx basis functions. We found that bothbonding and
hydrogen atoms make significant contribution to thg-2Q,
interaction. Second, unlike our calculations in (49), thg state

Here, J is the donoracceptor electronic coupling (in ¢,
and @ is the spectral overlap integral between donor fluores-
cence and acceptor absorption line shapes, each normalized to
a unit area on the cm scale. More accurate calculations must
explicitly include the vibrational manifolds and FrareEondon
factors as well as perform a proper averaging of the overlap
over inhomogeneous broadenittd’-88 (An average of the
product of both line shapes rather than the product of averages
is required.) In the following discussion, we use the simplest
form given by eq 6.1 to gain a qualitative insight into the rates.
Estimates of spectral overlaps in B80B800, B80G-B850,
! - i and Lyc-Bchl are availab®3* (column 2 of Table 5). By
was treated as completely forbidden in linear absorption. 2 . .
) ) . . . . substituting the calculated electronic couplings and spectral
Finally, a comparison of the dielectric medium and isolated overlaps into eq 6.1 we obtained the energy transfer rates
complex results (Table 4, columns 8 and 9) shows that the g\, nmarized in Table 5.
protein environment generally reduces the interaction. This may  \ye first discuss Bchl-Bchl energy transfer rates betw@gn
not be solely attributed to the decrease of@yéransition dipole states. The protein environment slows the B8B800 total
by the solvent reaction field, but rather reflects a more complex yansfer rate by a factor of 2.4. Because the energy transfer rate
redistribution of transition charge densities. quadratic in the transition dipole& & J2 ~ d%) and solvent
The resulting effective Hamiltonian parameters calculated in effects reduce the), transition dipole magnitude by a factor of
the protein environment for Lyc-Bcl@y, Q,, andBxbands are  ~1.2, we can immediately rationalize the dielectric medium
displayed in Figures 4 and 5. Th&}-Qy and B,—By values  effect on B80G-B800 energy transfer. Our calculated B800O
need no further rescaling or modification because the computedBgs0 time scales also show a similar trend with a smatdr.§)
Bchl-a Q andBy and Lyc B, transition dipole magnitudes agree  decrease due to solvent. All calculated total transfer rates are
well with experiment. B,—Qx couplings are rescaled by the in good agreement with experiment: our computed isolated
(uexducaic)q, ratios given in caption to Table 4. complex and dielectric medium time scales are somewhat faster
Lyc-Lyc interaction. The carotenoid couplings are given at and slower than experiment, respectively. The larger B800
the bottom of Table 4. Because these molecules are well B850 electronic couplings predicted by the CEO (see Table 2)
separated, both Coulombic (Table 4, column 3) and spectro-reproduce the experimental ister hopping rates without
scopic (not shown) calculations give identical couplings. As invoking any additional mechanisms (e.g., upper exciton band
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TABLE 5. Major Energy Transfer Rates (eq 6.1) between isolated complex) of total Lyc-Bchl transfer. Even though the
gﬁ?g;gsgg}ezﬁg(t535865%3'838;0# snlsl c')—l%’scéﬁgggm Lyc-Bchl-a spectral overlaps are smaller than those of Bchl-
Calculated with Couplings Obtained in the Dielectric Bchl, the resulting energy transfgr rates are faster. The computed
Medium (for the Isolated Complex) total Lyc-B850 and Lyc-B800 time scales of 0.18 ps (0.27 ps

for an isolated complex) and 0.32 ps (0.88 ps for an isolated
complex), respectively, are very short. Comparison of these
transfer rates in two intermolecular channels (L + B850

BB00-B800  0.0032 049 ((8%)) 0.80.9(0.3-0.5) and Lyc B, — B800 — B850) gives 65%/35% (77%/23% for

donor/acceptor overlap® calculated rate* experimental raté*
transition (cm) (ps) (ps)

1-3 204 (21.6) an isolated complex) branching ratio of energy migration
BSOO-BS50  0.0004 0.70 (0.44) 0.60.7 through these pathways. We cannot directly compare this value
1-1a 31.5(10.8) with the total 75%/25% ratio observed in several experiniéfits
1-1p 3.38(1.32) because the internal conversion channel (LG + Lyc 2Aq
i:Za 1;-32 5(05-78) — Bchl) and efficiency of Lyc B, — B800 — B850 pathway
Lyc-zgsso 9(5.5) are left unaccounted for (taking into account, for example, an
1B,—Q 0.0002% 0.21 (0.37) overall efficiency of 75% for Lyc B, — B800 — B850 energy
2L—3a 0.31(0.68) transfer suggested in (19) and unit efficiency of Ly, + B850
2L-18 20.6 (23.9) suggested by steady-state measurements in (37), we obtain 71%/
2L—28 1.75 (2.65) 29% (81%/19% for an isolated complex) ratio). However, the
ig—sﬂ 1.33(1.29) predicted trends are consistent with experiment. The total Lyc

—Qy 0.000016  1.45(1.11) .
2L —20. 21.2 (17.5) 1By, — Bchl-a intermolecular transfer rate of 0.12 ps (0.21 ps
2L—3a 5.75 (4.80) for an isolated complex) is comparable to Ly, 2A, internal
2L—2a 23.0 (18.9) conversion rate (0.135 p3%).Comparison of these time scales
2L-3p 2.78(2.12) gives 53%/47% (40%/60% for an isolated complex) branching
%’ﬁg:z% 0.000 027 3}11%%%5) ratio of energy transfer through these pathways. The t@&al 1
2L—38 1.87 (1_'96) state depopulation rate of 0.063 ps agrees well with experiment.
Lyc-B800 We next discuss the dielectric medium impact on Lyc-Bchl
1B,—Q« 0.000 22 0.34 (1.04) energy transfer rates. The total solvent effect is opposite to that
2L-1 0.37 (1.75) in the Bchl-Bchl pathways, i.e., the transfer rate increases by a
ig__zQ 0.000 016 Z-gg g’%‘% factor of 1.75 (time scale changing from 0.21 to 0.12 ps).
oL : 871 (1'3.3) However, the inaccuracy of the isolated complex computations
2L—2 12,5 (11.8) (very large rescaling factors for LycBL—Qx couplings are
2A—Qy 0.000 027  1.99 (1.64) needed to match experiment, see the discussion in Section V)
2L-1 2.06 (1.70) does not make this trend uniform for all couplings between an
total Lyc-Behl arbitrary pairs of chromophores (compare the respective dielec-
1B,~Q, Q« 0.12(0.21) tric medium and isolated complex results in Table 5).
20—Qy 0.92 (0.80) : .
depopulation of 0.063 (0.082) 0.050.15 The internal conversion channel (I__yBL;L— Lyc 2Ag — Bchl)

1By in Lyc undoubtedly plays an important role in Lyc-Bchl energy transfer.

. _ _ Our calculated Lyc 25 — B850 and Lyc 24 — B800 rates
aRef 36, ral overl im . acidophila.b Ref 34,

Specteral?’gvgﬁaegt :st?mzt:dp f;;sla;ec?d?gﬁ";ccd;; 4%’ sgegtral enhanced by strong spectral overlap are very fast. The total I__yc
overlap estimated foRs. molischianum Ref 10, Absorption anisot-  2Ag — B800 rate of 0.92 ps (0.8 ps for an isolated complex) is
ropy decay irRs. molischianum¢ Ref 10,21,30; Femtosecond studies much faster than the experimentally measured 9.1 ps lifetime
of Rps. acidophila.f Ref 19-21, Femtosecond studies B6. sphaer- of carotenoid® and leads to the very highly efficient energy
oidesandRps. acidophila.® Ref 75,35,91; Femtosecond studiesRst flow process. We note that, overall, the solvent slightly decreases
sphaeroidesand Rps. acidophila. " The chromophore labeling and the transfer time scales. Comparison of Ly&;2- B850 and

electronic coupling are shown in Figures 3, 4, and 5 and Tables 2, 3, _ . . 0 IS 0 o
and 4. The total transfer rates are obtained by summing the rates oveﬂ.‘yC 2h — BBOO time scales gives 54%/46% (52%/48% for an

all possible channels. Available experimental transfer rates are given iS0lated complex) ratio of relative distribution of energy going

as well. The total B, exciton depopulation rate in Lyc is calculated ~through these pathways, i.e., the flow splits almost equally.

using B,—2Aq internal conversion time of 135 fs (35). However, smaller total efficiency of LycA — B800 — B850

compared to the direct channel and increase A&f 2 B850

transfef?-36-1%nd super-exchange type coupling through caro- process efficiency due to delocalization of Frenkel exciton in

tenoid$%) which have been suggested to explain this faster the B850 ring (see discussion below) may favor the direct

transfer. Our computed total B86®B850 energy transfer rate  channel.

using rates between individual chromophores may be further  Finally, we discuss a possible enhancement of energy transfer

enhanced by Frenkel exciton delocalization in the B850 ring to the Q, band in the B850 ring due to exciton delocalization.

(see discussion below). Suppose an excitation is transferred from Lyc ring or B80O ring
We next consider the energy transfer pathways from the to B850 pigments and)j, j = 1,16 are the corresponding

carotenoids to Bchla; which have been the subject of extensive couplings to each B850 chromophores. If an excitation is

debated®3449Spectral overlap of B,—Qy is much larger than  transferred between individual molecules then the total transfer

that of 1B,—Qy (Table 5), whereas the corresponding electronic rate (eq 6.1) is

couplings have about the same value (Table 2). This obviously

makes the B,—Qx channel preferable in intermolecular energy

transfer: 0.13 ps (0.27 ps for an isolated complex). In our

calculations, this pathway is 9 (~ 3.5 for an isolated complex)

times faster than theBL—Qy channel: 1.12 ps (0.93 ps for an On the other hand, if th€, band of B850 is made out of

isolated complex) and finally accounts for 90% (80% for an delocalized Frenkel excitons, the degree of exciton delocalization

16

k=1180Y F (6.2)
Z ,
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is determined by the competition between intermolecular tributions to interchromophore interactions. The latter contribu-
interactions and energetic disorder originating from slow protein tion accounts for approximately +15% of the interaction
motions. Assuming that the energy transfer is slow compared between nearest neighbor Bclaisa the upper B850 ring and
to the energy relaxation on all components and the baths areis negligible among all other pigments. The protein environment

uncorrelated, the energy transfer rétefrom a single chro-
mophore of B800 or Lyc ring to the B850 ring can be
represented in a form

0
(= Y33/, MG, @) (63)
]

In eq 6.3, f(w) is the fluorescence spectrum of a single
chromophore in B800 or Lyc ring normalized to a unit area

wdw _
0 Zf(w) =1 (6.4)
whereasGj(w) is the exciton Green function of the B850 ring
in the frequency domain

Gy(w) = [; dte”'B,(1)B (0)1 (6.5)
Assuming that the disorder is stronger than the vibronic
coupling, which is typically the case in antennae complexes,

and applying the theory developed in (89) for the exciton Green
function, eq 6.3 adopts the form

d
6= 3 WMy [y G)i@)  (66)

Here, po(m) are the exciton wave function, amgd(w) are the
single exciton absorption spectra normalized to a unit area.
Equation 6.6 explicitly takes into account the diagonal vibronic

coupling in the exciton basis set and neglects the nuclear motions

induced coupling between different excitons. It has been
demonstrated that this approximation holds provided disorder-
induced localization effects are strong compared to polaron
formation.

affects significantly the Bch& absorption spectrum and there-
fore also the intermolecular interactions. Using the calculated
couplings, we have estimated B86B800, B80G-B850, Lyc-
B800, and Lyc-B850 Fwter energy transfer rates (Table 5).
The Bchl-Bchl time scales agree well with experiment, and the
intermolecular Lyc-Bchl transfer rate fronBd is found to be
comparable to theB,—2A, internal conversion rate. Overall,
the dielectric environment slows down the Bchl-Bchl and Lyc
2A4—Bchl, and increases the LycBl—Bchl energy transfer
channels.
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