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Near and far : Specific interactions play important roles in
protein folding, binding, flexibility, stability, and function. Close-
range electrostatic interactions between oppositely charged
residues at different distances are focused on here. The role of
salt bridges (see picture) in stabilizing or destabilizing proteins
is debated.
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Close Range Electrostatic Interactions in Proteins

Close-range
electrostatic
interactions play
important 
roles in
protein 
folding,
binding, stability, 
and function.

As an example, a ribbon diagram of a monomer of the thermophilic
enzyme glutamate dehydrogenase from P. furiosus is shown. Red
indicates residues with positively charged side chains. The residues
with negatively charged side chains are shown in blue. Other residues
are shown in green.



ChemBioChem 2002, 3, 604 ± 617 ¹ WILEY-VCH-Verlag GmbH, 69451 Weinheim, Germany, 2002 1439-4227/02/03/07 $ 20.00+.50/0 605

Close-Range Electrostatic Interactions in Proteins
Sandeep Kumar[c] and Ruth Nussinov*[a, b]

Two types of noncovalent bonding interactions are present in
protein structures, specific and nonspecific. Nonspecific interac-
tions are mostly hydrophobic and van der Waals. Specific
interactions are largely electrostatic. While the hydrophobic effect
is the major driving force in protein folding, electrostatic inter-
actions are important in protein folding, stability, flexibility, and
function. Here we review the role of close-range electrostatic
interactions (salt bridges) and their networks in proteins. Salt
bridges are formed by spatially proximal pairs of oppositely
charged residues in native protein structures. Often salt-bridging
residues are also close in the protein sequence and fall in the same
secondary structural element, building block, autonomous folding
unit, domain, or subunit, consistent with the hierarchical model for
protein folding. Recent evidence also suggests that charged and
polar residues in largely hydrophobic interfaces may act as hot
spots for binding. Salt bridges are rarely found across protein parts

which are joined by flexible hinges, a fact suggesting that salt
bridges constrain flexibility and motion. While conventional
chemical intuition expects that salt bridges contribute favorably
to protein stability, recent computational and experimental
evidence shows that salt bridges can be stabilizing or destabilizing.
Due to systemic protein flexibility, reflected in small-scale side-chain
and backbone atom motions, salt bridges and their stabilities
fluctuate in proteins. At the same time, genome-wide, amino acid
sequence composition, structural, and thermodynamic compar-
isons of thermophilic and mesophilic proteins indicate that specific
interactions, such as salt bridges, may contribute significantly
towards the thermophilic ±mesophilic protein stability differential.
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1. Introduction

Specific interactions play important roles in protein folding,
binding, flexibility, stability, and function. Here we focus on
close-range electrostatic interactions. Throughout this review,
we refer to a pair of oppositely charged residues (Asp or Glu with
Arg, Lys, or His) as an ion pair. An ion pair is defined as a salt
bridge if the centroids of the side-chain charged-group atoms in
the residues lie within 4.0 ä of each other and at least one pair of
Asp or Glu side-chain carbonyl oxygen and side-chain nitrogen
atoms of Arg, Lys, or His are also within this distance. Such a
definition ensures that the oppositely charged residues in a salt
bridge are spatially close and interact.[1, 2]

2. The Role of Specific Interactions in Protein
Folding/Binding

The initial fast step in protein folding is the hydrophobic
collapse, which leads to the molten globule (MG) state. In the
next step, specific interactions are optimized; this shifts the
equilibrium toward the native state. Specific electrostatic
interactions play a critical role in reaching the native fold. A
good example is the �-lactalbumin (�-LA). If the Ca2� ion is
removed, �-LA is observed to be in its molten globule state. At
low pH values (around 2.0) �-LA also exists in the molten globule
state, referred to as the acid state (the A state).[3a] Other examples
include nucleic acid binding proteins, which on their own are
frequently disordered. However, upon binding to the DNA (or
RNA) they become stabilized.[3b] Alternatively, in some cases,
depending on the location and charge, local disorder may be

observed. A nice example is that of the adenine binding domain
in dihydrofolate reductase. By itself, this domain is unstable.
However, when bound to other domains, or to its NADPH
nucleotide cofactor, it is stabilized.[3c]

The hierarchical model is among the several models proposed
for protein folding. In this model folding initiates locally. Local
folded elements associate in a step-wise fashion to yield the
native structure.[4] Formation of salt bridges is consistent with
hierarchical protein folding. Recently, we have analyzed a
database of 222 salt bridges from 36 nonhomologous mono-
meric protein crystal structures solved to high resolution (1.6 ä
or better). For approximately half of these salt bridges, the
number of intervening residues was �10. Hence, the oppositely
charged residues that form salt bridges are often near each other
in the amino acid sequences of the proteins.[2a] Many charged
residues that form salt bridges have helical conformations. In �
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helices, negatively charged residues, Asp and Glu, are favored at
the N terminus, and at positions in the first turn. Positively
charged residues, Lys and His, are favored at or near the C
terminus. These residues have an important role in helix
termination and in the formation of helix-capping motifs. In
the middle of � helices, oppositely charged residue pairs tend to

have greater propensities to occur at adjacent positions (i, i�1)
or on the same face (i, i� 3,4). However, the middle positions of
� helices are neutral (neither favored nor avoided) for most
charged residues and the average propensities for oppositely
and like charged residue pairs to occur at (i, i�1,2,3,4) positions
are similar.[5] Nevertheless, in surveys of �-helical structures,[6](i,
i�3,4) salt-bridge pairs are observed. In �-helical peptides, salt
bridges and their networks stabilize the helical structure to
varying extents.[7] There have been relatively fewer studies on
salt-bridge formation in � sheets. However, these studies also
show that salt bridges stabilize the � sheets to similar extents as
the � helices.[8] These studies also indicate that salt bridges are
often formed in protein secondary structural elements.
A study on the conservation of salt bridges in different protein

families has shown that buried salt bridges are more likely to be
conserved than the surface exposed ones.[9] Electrostatic inter-
actions are optimized locally and appear to evolve in the
direction of avoiding electrostatic repulsions. Nevertheless,
buried unsatisfied charges exist, and their destabilizing effect
has been controversial. While some studies have suggested that
such charges may considerably destabilize protein structures,
others have suggested that their apparent destabilizing effect is
alleviated by local unfolding, reorientation of backbone charged
groups, and penetration of water. Interestingly, with regard to
optimization of electrostatic interactions, formation of additional
salt bridges is secondary.[10] In addition to pair-wise salt bridges,
more complex associations of the charged residues in proteins
are also observed. Musafia et al.[11] have carried out a statistical
analysis of complex salt bridges (involving at least three charged
residues) in 94 proteins. They find that complex salt bridges are
often formed, a fact indicating a tendency of the charged
residues to form cooperative networks. These salt bridge
networks are more often found at subunit ± subunit interfaces.
Arginine, which contains guanidium group in its side chain, acts
as a connector in such networks.
Oliveberg and Fersht[12] have developed a method to study

transition-state structures in the folding pathway, by using the
proton-titration behavior of charged protein residues. They find
that a partially buried salt bridge Arg69±Asp93 in Barnase is
formed early in the folding process. Electrostatic interactions
may also be important kinetically. A triple mutant of the Arc
repressor dimer which replaces a triad of charged residues with
hydrophobic amino acids has been shown to fold faster than the
wild type. Hence, formation of buried polar interactions may be a
slow step in protein folding.[13] Theoretical calculations indicate
that electrostatic interactions affect unfolding rates of thermo-
philic and mesophilic rubredoxins.[14] Torshin and Harrison[15]

have suggested that centroids of positive and negative charges
may match protein folding cores detected by hydrogen-
exchange experiments.
Recently, Nussinov and co-workers have proposed a hierarch-

ical model for protein folding. In this model, folding initiates
locally. First, building blocks consisting of 15 or more residues are
formed. A building block consists of a single secondary structure
or a set of contiguous secondary structures (super-secondary
structures). The conformation of a building block seen in the
native protein structure may (or may not) be same as the most
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populated conformation of the corresponding isolated peptide
fragment in solution. Mutual conformational selection leads to a
combinatorial assembly of the building blocks into hydrophobic
folding units. A hydrophobic folding unit contains a sufficiently
large buried hydrophobic core and is capable of independent
thermodynamic existence. One or more hydrophobic folding
units associate to form domains. Domains then associate into
subunits and subunits associate to yield the protein quaternary
structure. Dissection of proteins into their anatomical parts
yields information on their most likely protein folding path-
ways.[16] Analysis of salt bridges and hydrogen bonds shows that
most of these interactions are formed within building blocks,
hydrophobic folding units, domains, or subunits, rather than
across these,[17] consistent with the model.
Protein folding and binding are similar processes. Their

difference is in the absence of chain connectivity.[18a] The energy
landscape of the bound molecule can be described by fusing the
folding funnels of the constituent unbound molecules.[18d] Just
like in protein folding, close-range electrostatic interactions play
important roles in protein ±protein binding. Tsai et al.[16a,b, 19]

have created a nonredundant data set of protein ±protein
interfaces. Analyses performed on 362 structurally unrelated
protein ±protein interfaces and 57 symmetry-related oligomeric
interfaces indicate that a higher proportion of charged and polar
residues are buried at protein ±protein interfaces than in the
protein core. However, protein ±protein interfaces are poorer in
charged residues than the protein surface. The hydrophobic
effect measured in terms of the buried nonpolar surface area is
smaller at the interfaces than in the protein cores. Although
variable, nevertheless, the hydrophobic effect is dominant in the
majority of protein ± protein interfaces, as in protein cores.
Analysis of protein ±protein interfaces shows more hydrogen
bonds and salt bridges across the interfaces. However, the
geometries of these interactions are less optimal at the
interfaces than in the cores, and water mediates such inter-
actions in the interfaces to a greater extent. Salt bridges formed
across protein ± protein interfaces are mostly stabilizing and the
number of such interactions is correlated with the binding free
energy.[20]

Protein ±protein interfaces often contain ™hot spots∫ for
binding. The residues forming hot spots contribute more
towards the free energy of binding than the residues outside
these hot spots. The role of the surrounding hydrophobic
residues is to occlude bulk water. Analysis of alanine-scanning
mutants has shown that hot spots are enriched in tryptophan,
tyrosine, and arginine. An analysis of 11 families of interfaces
showed that although overall the binding sites are hydrophobic,
they contain conserved polar residues hot spots.[21] Electrostatic
complementarity between the individual molecules further
optimizes binding.[22] Inclusion of electrostatic terms in the
binding free energy function of the molecular docking programs
results in a better performance. If electrostatics-based filters are
used in screening the docking results for protein ±protein
complexes, the chances of finding the native or near-native
solutions are improved.[23] This however is the case only if the
initial solutions are already in near-native positions. On the other
hand, if solutions submitted to electrostatic calculations are far

from the binding sites, such calculations do not provide efficient
filtering. Recently, electrostatic interactions have also been
implicated in precipitation of soluble proteins upon aggregation
induced by amyloids.[24]

3. Specific Interactions and Protein Flexibility

Proteins and protein ±protein complexes show a continuous
spectrum of flexibility. Formation of specific interactions, such as
close-range electrostatic interactions, appears to shift the
equilibrium toward the native state[25] and to constrain back-
bone flexibility.[26] A molecular dynamics study on cytochrome b5
(cytb5)[27] has indicated a periodic dynamic behavior of the cytb5
surface. A cleft is formed, which enables access to the prosthetic
group heme through a hydrophobic channel. A salt bridge and a
disulfide bond introduced into mutants prevented the opening
of this cleft.
Proteins exhibit two types of flexibilities, systemic and

segmental.[17a] Systemic flexibility refers to small-scale fluctua-
tions in side-chain and main-chain atoms of the proteins in their
native states. Systemic flexibility is distributed throughout the
protein. The time-scale of systemic protein flexibility is fast. On
the other hand, segmental flexibility refers to the motion of one
part of the protein molecule with respect to the other in
response to a molecular event related to the protein function.
The motion is mostly restricted to a small segment of the
protein, such as a hinge. Segmental protein flexibility has slower
time scales. Protein movements due to segmental mobility are
much larger than the movements due to systemic flexibility.
Systemic protein flexibility can be studied by comparing

conformational isomers of the proteins. The ensembles of
protein conformations can be obtained either by computer
simulations or by study of the nuclear magnetic resonance
(NMR). Both have advantages and disadvantages. In simulations,
the computational resources and time required to sufficiently
sample the conformational space of the proteins are still quite
expensive. A force field to accurately simulate the behavior of
the protein in solution is essential. In NMR spectroscopy, it is
difficult to separate artifacts due to the structure calculation
protocol from genuine protein motion. However, the sampling
of protein conformational space obtained by simulations and by
NMR measurements usually shows a good qualitative agree-
ment. Protein flexibility can also be judged from atomic B factors
in the protein crystal structures. The availability of multiple
protein structures for the same protein is valuable in studying
protein flexibility. In our studies,[2b,c] we have used NMR con-
former ensembles and protein crystal structures to study
systemic protein flexibility. Figure 1 provides an example of
protein flexibility and illustrates individual conformers in the
NMR conformer ensemble of the Escherichia coli chemotaxis
protein CheY as well as its crystal structures. The fluctuations in
atomic coordinates of the charged residues due to systemic
protein flexibility lead to fluctuations in their locations in the
protein and in the geometries of the close-range interactions
formed by the charged residues and consequently to fluctua-
tions in their stabilities. Our studies show that, due to systemic
protein flexibilities, the salt bridges seen in the protein crystal
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Figure 1. An example of protein flexibility. a) 46 individual conformers in the
NMR conformer ensemble of E. coli chemotaxis protein, CheY. The atomic
coordinates of the individual conformers were obtained from the Protein Data
Bank (PDB)[47] entry 1cey. b) Ribbon diagrams showing the superposition of two
crystal structures of CheY. The Mg2�-bound form of CheY (PDB entry 1chn) is
shown in red and the Mg2�-deficient form (PDB entry 3chy) is shown in green.
Close-range electrostatic interactions relate to protein flexibility.

structures may break and reform easily in different conformers of
the protein. The identities of the charged residue pairs forming
the salt bridges may also fluctuate across different conformers.
Segmental protein flexibility can be studied by using ™open∫

and ™closed∫ (active or inactive) conformations of proteins. Here,
using crystal structures containing open and closed conforma-
tions, we have studied the interactions between the moving
parts that are joined by hinges. The moving part can be a

fragment (building block), a domain, or a subunit. Our analysis
shows that electrostatic interactions are limited between mov-
ing protein parts. However, substantial nonpolar, buried surface
area could still be present between the two parts both in open
and in closed conformations.[17b]

Protein flexibility is observed in protein ±protein, protein ±
ligand, enzyme± substrate, and antigen ± antibody binding.
These are frequently assigned into two binding modes, lock-
and-key and induced-fit.[28] Complexes of hen egg white
lysozyme (HEL) with anti-HEL antibodies have been studied for
the role of electrostatic interactions across the antigen ± anti-
body interface. Formation of salt bridges by Lys97 (HEL) with
Asp32 and Asp96 of (HyHEL-10VH) contribute to the specificity
of the antigen ± antibody association and entropically stabilize
the complex.[29] Residues in the catalytic triad of Rhizomucor
miehei lipase are involved in a larger electrostatic network
around the active site. This network stabilizes the active site
geometry and is conserved in the lipase family.[30] The presence
of electrostatic interactions across the protein ±protein interface
results in specificity in complex formation. However, the
structural plasticity facilitated by their limited presence also
serves useful purposes. The recognition of several ligands by a
single molecule has important immunological consequences.
For example, the Fc fragment of IgG binds to many ligands,
including protein A, protein G, rheumatoid factor, and neonatal
Fc receptor.[31]

Another issue in protein flexibility (rigidity) relates to thermal
adaptation of proteins.[32] We found that salt bridges and their
networks increase in thermophilic proteins as compared to their
mesophilic homologues. In one family, the homologous ther-
mophilic and mesophilic glutamate dehydrogenases, there is a
greater formation of salt bridges and their networks around the
active site of the thermophilic glutamate dehydrogenase. This
observation appears reasonable. The thermophilic protein has a
greater need to protect its active site from the larger disorder at
high temperatures.[32] Consistently, we have also compared the
locations of salt-bridge-forming residues in the crystal structures
of citrate synthase from thermophilic, mesophilic, and psychro-
philic organisms. Thermophilic and psychrophilic citrate syn-
thases are more similar to each other in a sequence- and
structure-wise manner and contain a larger number salt bridges
than their mesophilic homologue. However, in the thermophilic
citrate synthase the salt bridges and their networks are located
closer to the active site, while in the psychrophilic citrate
synthase they are located further from the active site.[32d]

4. Free Energy Contribution of Electrostatic
Interactions towards Protein Stability

The electrostatic description of proteins is considerably more
than a list of close-range electrostatic interactions. Long-range
electrostatic interactions also play an important role in the
stability of proteins and in protein ±protein complexes. Further-
more, the total electrostatic energy calculations also include
terms for self-energy and local polarity. Protein relaxation and
reorganization also affects the charge ± charge interactions and
the dielectric constants. Several methodologies for computing
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the overall free energy contribution due to electrostatics have
been developed.[33] Such calculations are important for relating
protein structure with function. The focus of these is to calculate
pKa shifts in the ionizable side chains in catalytically important
residues and to compute redox potentials and the electrostatic
contribution to binding free energies for protein ±protein,
protein ± ligand, enzyme± substrate, and antigen ± antibody in-
teractions. For example, see the excellent papers by Warshel and
co-workers.[33a,d, 34] Work in this direction is also the focus in many
other groups.[35]

During protein folding/binding, the charged groups in the
proteins desolvate as their environments change from aqueous
(water) to largely nonpolar solvent. This desolvation process is
energetically unfavorable and the charged residues pay de-
solvation energy penalties as the protein folds. Consistently,
burial of polar groups in proteins results in a decrease in the heat
capacity change between native and denatured states.[36] Even
though biochemical intuition suggests that electrostatics is
stabilizing towards folded proteins or bound complexes, failure
to pay the desolvation energy penalty may result in a net
destabilizing effect.[22a,e, 37] Optimization of charge ± charge inter-
actions leads to substantial improvement in binding electro-
statics.[22b] In the GCN4 leucine zipper, binding of the two helices
improves the intrahelical electrostatic interactions, although
their overall contribution remains destabilizing.[22a] Estimates of
the desolvation penalty paid by the charged residues and
screening of charge ± charge interactions in the protein medium
depend upon the value of the dielectric constant used for the
protein. In classical electrostatics, the media are assumed to be
homogeneous and thus have a single dielectric constant.
However, the proteins are nonhomogeneous and different
regions of the proteins have different polarizabilities. For
example, the charges at or near the protein surface may
experience a different dielectric constant than the charges
buried in the protein core. Estimates of the effective dielectric
constant experienced by a salt bridge and the energetic
contributions by the salt bridge need to take into account the
effect of protein relaxation and reorganization of the polar
groups.[33d, 34j] Hence, the statement that close-range electro-
static interactions such as salt bridges are stabilizing towards
proteins is controversial. There is considerable theoretical and
experimental evidence both in favor and against this state-
ment.[1b, 2, 17, 20b, 22, 33d, 34j±n, 37, 38] In many instances, these interac-
tions contribute only marginally towards protein stability (or
destability).[6a, 39] Warshel and co-workers[34k±n] have observed
that ion pairs may not be stabilizing in a low dielectric
environment and reorganization of the polar environment in
the protein may help to stabilize them. Similar observations have
also been made by others.[37, 38h]

To understand the electrostatic properties of a protein in
aqueous solution, one needs an accurate description of the
protein (solute), the water (solvent), and the interaction between
the protein and the water. There are different methods that can
be used to provide this description. One of the most commonly
used is the continuum electrostatics approach. It is based on
classical electrostatics. In the continuum electrostatics approach,
the protein is described in atomic detail, but water is only

described in terms of its bulk properties.[40] Essentially, we follow
the method described by Hendsch and Tidor in an excellent
paper.[37] This method calculates the free energy of a salt bridge
relative to a computer mutation of the salt-bridging residues to
their hydrophobic isosteres. A hydrophobic isostere of a charged
residue is the charged residue with its side-chain functional-
group atomic charges set to zero. This method has been widely
used in the literature.[1b, 2, 17, 32b, 37, 39a]

The total electrostatic free energy of a salt bridge, ��Gtot , can
be partitioned into three terms. ��Gdslv is the sum of the
unfavorable desolvation penalties incurred by the individual salt
bridging residues due to the change in their environment from
water to the protein interior. ��Gbrd is the favorable bridge
energy due to the interaction of charged side-chain functional
groups with each other. ��Gprt represents the interaction of the
salt-bridging side chains with the charges in the rest of the
protein. The stability of a salt bridge can also be measured by the
association energy, ��Gassoc . It refers to the desolvation of the
whole salt bridge and the interaction between the salt-bridging
side chains, but it does not consider the interaction of the salt
bridge with the rest of the protein. Though not part of ��Gtot ,
��Gassoc is useful, since it measures the free energy change
associated with bringing two charged residues from a solvent of
high dielectric medium into a low dielectric protein medium
without regard to the other changes in the protein. Hence, the
association between the charged residues forming the salt
bridge would be stabilizing if the interaction between the
charged residues is strong enough to overcome the desolvation
energy penalty paid by the salt bridge.
Electrostatic calculations involve a numerical solution of the

Poisson ±Boltzmann equation with a finite difference approx-
imation. These calculations can be performed by using the
DELPHI package developed by Honig and co-workers.[41] The
use of the PARSE3 set of partial atomic charges and radii
allows the experimental data to be reproduced for a wide range
of small organic molecules and ions representing amino acid
side chains.[42] In each case, the protein molecule is mapped on
to a three-dimensional grid. A rough calculation with the
molecule occupying a smaller volume of the grid provides
boundary conditions for the more focused calculations.[43] In
order to improve the accuracy of these calculations, it is
recommended that the protein structure is appropriately
optimized.[44]

We have identified 222 nonequivalent salt bridges in 36
nonhomologous monomeric protein crystal structures.[2a] This
database captures the salt bridges in all structural contexts.
Approximately one third of the salt bridges are buried in the
protein core, that is, both salt-bridging charged residues are
�20% solvent exposed. The remaining two-thirds are classified
as solvent exposed. Less than one-tenth of the salt bridges are
networked, to form four triads and three tetrads. The remaining
are isolated salt bridges. Continuum electrostatic calculations
show that most (�86%) of the salt bridges are stabilizing with
respect to their hydrophobic isosteres. These include most of the
buried salt bridges. Most stabilizing salt bridges contain at least
one hydrogen bond between the atoms in their side-chain
charged groups.
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The electrostatic strengths (electrostatic free energy contri-
bution towards protein stability) of the 222 salt bridges show a
wide variation. On average, the electrostatic strength of the salt
bridges appears to be determined by two terms with opposite
signs, namely, ��Gdslv and ��Gbrd . The term ��Gprt has a
secondary, but not minor, contribution. Hence, the interaction
between side-chain charged groups of the salt-bridging residues
is primarily responsible for overcoming the unfavorable de-
solvation energy paid by the salt-bridging residues. However, in
the case of the networked residues, both ��Gbrd and ��Gprt
have similar magnitudes. All networked salt bridges are stabiliz-
ing. The stabilizing salt bridges pay smaller desolvation energy
penalties and have stronger ��Gbrd and ��Gprt terms than the
destabilizing ones. The hydrogen-bonded salt bridges are
stronger than the non-hydrogen-bonded ones.
The buried salt bridges in our database are more stabilizing

than the exposed ones, although they pay higher desolvation
energy penalties. This observation runs counter to the currently
accepted view in the literature that burial of charged residues
destabilizes the protein.[13, 38e±h, 45] However, recent evidence
suggests that buried charged residues in the proteins occur
more frequently than previously thought. Furthermore, a single
buried charged residue may also be stabilizing.[46] The rationale
for these observations is as follows. Even though a charged
residue pays a large desolvation energy penalty due to burial in
the low dielectric protein core, its interaction with the other
charged residues and (or) with the protein-backbone charged
atoms is also much stronger due to lesser solvent screening. This
is due to the difference in the dielectric constants of water and
the protein core. If we take the value of dielectric constant to be
80 for water and 4 for the protein core, the electrostatic
interaction between two oppositely charged residues would be
twenty times stronger in the protein core than on the protein
surface, provided that otherwise nothing has changed.
Geometrical orientation of the salt-bridging side-chain

charged groups (salt-bridge geometry) plays a critical role in
determining salt-bridge stability. Salt bridges with favorable
geometries are likely to be stabilizing anywhere in the protein
structure. Salt-bridge geometry is characterized by (1) the
distance (r) between the side-chain charged-group centroids
and (2) the angular orientation (�) of the side-chain charged
groups in the two salt-bridging residues. This is the angle
between two unit vectors. Each unit vector joins a C� atom and a
side-chain charged-group centroid in a charged residue. Figure 2
shows a polar plot of salt-bridge geometries in our database.
Since all the salt bridges have good geometries, a majority of
them is stabilizing.
A consequence of the fluctuations in atomic coordinates of

the protein, due to flexibility, is that the charged residues within
the pairs move with respect to each other in different con-
formers of the protein. The location of the charged residues in
the protein is also affected. Hence, it can be expected that
systemic protein flexibility will affect the electrostatic strength of
the interacting charged residues. Using the NMR conformer
ensembles, we have analyzed the electrostatic strengths of intra-
and interhelical ion pairs and a five-residue ion-pair network
(IPN-5) in individual conformers in the NMR ensemble and in the

Figure 2. Polar plot showing the orientation of salt-bridging side chains in 222
salt bridges. The distance between charged-group centroids in the salt bridges is
plotted along the radius of the plot. The angle is between the two unit vectors
joining C� atoms with their respective charged-group centroids for the salt-
bridging residues. The observed data points are indicated by the symbols 'x'. The
salt bridges in our database have good geometry. Hence, most of them are
stabilizing.

average energy-minimized structure of the c-Myc-Max leucine
zipper (Protein Data Bank (PDB)[47] entries 1a93 and 2a93). All the
ion pairs and the ion-pair network show extensive conformer-
dependent fluctuations in their electrostatic strengths and
geometries, as well as the location of the charged residues.
However, the most surprising observation was that each ion pair,
as well as the ion pair network (IPN-5), interconverted between
being stabilizing and being destabilizing.[2b] This indicates that
the overall electrostatic contribution of the ion pairs toward
proteins is conformer-population dependent.
To probe this issue further, we have performed an extensive

analysis of electrostatic strengths of 22 ion pairs in NMR
conformer ensembles of 11 different proteins.[2c] These ion pairs
form salt bridges in the crystal structures, in the average energy-
minimized structures, or in the ™most representative∫ conformer
of the proteins. We again found conformer-dependent fluctua-
tion in the electrostatic contributions of these ion pairs. Most of
the ion pairs interconverted between being stabilizing and
destabilizing in different protein conformers. The observed
fluctuations reflected the variabilities in the ion-pair geometries
as well as the location of the charged residues in different
conformers of the proteins. We also found that the salt bridges
seen in the crystal structures could easily break and reform in
different conformers. Ion pairs which do not form salt bridges in
the crystal structures were often seen to form salt bridges in
conformers of the ensembles. Hence, both the identity of the
charged residues that form close-range electrostatic interactions
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and the electrostatic strengths of these interactions are con-
former-population dependent. These observations appear rea-
sonable if we realize that the energy landscapes of the proteins
are dynamic and shift in response to the changes in the protein's
environments.[18] These fluctuations are seen not only in NMR
conformers but also in different crystal structures of the same
protein.
The fluctuations observed in ion-pair geometries and in their

electrostatic strengths are interrelated. The availability of
extensive data on ion-pair geometries and their electrostatic
strengths provides an opportunity to study this relationship. We
have divided the database of ion pairs according to their
geometries into salt bridges, N�O bridges, and longer range ion
pairs. Salt bridges are those ion pairs which follow both
geometrical criteria in our definition of a salt bridge.[2] N�O
bridges follow only one, that is, they have at least a pair of side-
chain functional-group nitrogen and oxygen atoms within 4 ä
distance, but the side-chain functional-group centroids are
�4.0 ä apart. The longer-range ion pairs are those which violate
both criteria of the salt bridge definition. Figure 3 shows an
example of these three types of ion pairs. The geometrical
orientation of the side-chain charged groups in the ion-pairing

residues is most favorable in salt bridges, less favorable in the
N�O bridges, and most unfavorable in the longer-range ion
pairs. The electrostatic strengths of the ion pairs show the same
trend. The electrostatic interaction between the ion-pair residues
is the strongest when they form salt bridges, weaker when they
form N�O bridges, and the weakest when they form longer-
range ion pairs. Most of the salt bridges are stabilizing with
respect to their hydrophobic isosteres. A considerably reduced
majority of N�O bridges are also stabilizing. A majority of the
longer-range ion pairs are destabilizing.[48]

In summary, the free energy contributions of the electrostatic
interactions depend upon the protein conformer population
distribution and hence upon the experimental conditions.
Geometrical optimization of electrostatic interactions is an
important factor in an ion pair's free energy contribution
towards the protein stability. These observations further validate
our criteria for identifying salt bridges in protein structures.

5. Protein Thermostability and Close-Range
Electrostatic Interactions

Proteins from organisms that live at high temperatures show
greater thermal stability as compared to proteins from meso-
philic organisms. An understanding of the thermodynamic
stability difference between thermophilic and mesophilic pro-
teins is important not just for theoretical reasons but also for
practical industrial applications.[32, 49] Thermodynamic stability of
proteins can be studied by means of differential scanning
calorimetry (DSC) and spectroscopy (circular dichroism, fluores-
cence, UV/Vis). For a reversible two state (N�D) folding protein,
a protein-stability curve describing the variation of its thermo-
dynamic stability (�G(T)) with temperature (T) can be obtained
by using the Gibbs ±Helmholtz equation.[50]

�G(T) � �HG(1�T/TG)��Cp[(TG�T)�T ln(T/TG)]

To plot the stability curve, three experimentally determined
thermodynamic quantities are needed, �HG, the enthalpy
change between the native (N) and denatured (D) states of the
protein, �Cp, the heat capacity change, and TG, the melting

temperature of the protein.[50] The shape of
the protein stability curve is a skewed parab-
ola. Using the protein-stability curve, one can
compute the free energy change between the
native (N) and denatured (D) states of the
protein (�G(T)) at a given temperature, T. One
parameter that is of interest is the free energy
change at the temperature of maximal pro-
tein stability, �G(TS). Recently, we have com-
pared the protein-stability curves and the
thermodynamic parameters in five families
containing homologous thermophilic and
mesophilic proteins. Interpreting our results
in terms of the protein structure, we see that
greater protein stability is obtained by a
greater formation of specific interactions,
such as salt bridges and their networks, in
the thermophilic proteins.[51]

These observations are consistent with our earlier analysis of
sequence and structural differences in 18 nonredundant families
of homologous thermophilic and mesophilic proteins.[32a] We
analyzed various factors, hydrophobicity, compactness, proline
content, disulfide bridges, residue composition, secondary
structure content, surface areas, insertions/deletions, oligomeri-
zation, salt bridges, and hydrogen bonds. The thermophilic and
mesophilic proteins have similar percentages of nonpolar sur-
face buried in the core (hydrophobicities) and compactness
(atomic packing), which indicates a similar extent of hydro-
phobic contribution towards the stability of these proteins. The
distribution of buried and exposed polar and nonpolar surface
areas is quite uniform in proteins and does not change among
thermophiles and mesophiles. The occurrence of main chain ±
main chain hydrogen bonds that define protein secondary
structure is also similar between thermophiles and mesophiles.
Hence, the factors that may determine the overall protein fold

Figure 3. Examples of different geometries of ion pairs in proteins described in the text. a) Salt bridge,
b) N�O bridge, and c) longer-range ion pair (LRIP) are shown for Lys4 ±Glu15 in the NMR conformer
ensemble (�1GB1	) of protein G. Oxygen atoms are in shown red, nitrogen atoms are in blue, and carbon
atoms are in green. The number along the line joining two atoms shows the distance (in ä) between
the atoms. Ion-pair geometries are most optimal when the charged residues form a salt bridge, less
optimal when they form an N�O bridge, and least optimal when they form an LRIP. Most of the salt
bridges are stabilizing towards proteins. The majority of N�O bridges are stabilizing. The majority of the
longer-range ion pairs are destabilizing towards the proteins.
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have similar values for thermophilic and mesophilic proteins.
Proline content, insertions/deletions, and oligomerization do not
show consistent trends between thermophiles and mesophiles.
On the other hand, the amino acid distributions in thermophiles
and mesophiles are significantly different, despite the high
sequence identities among thermophiles and mesophiles in our
database.[32a] Thermophilic proteins appear to favor residues
with larger side chains and to avoid thermolabile residues. An
increase in electrostatic interactions (salt bridges and side
chain ± side chain hydrogen bonds) in thermophiles as com-
pared to their homologous mesophiles is the most consistent
trend. These sequence and structural features may simulta-
neously raise �HG and lower �Cp of a thermophilic protein as
compared to its mesophilic homologue, thereby resulting in the
greater thermodynamic stability of the thermophilic protein.
We have compared the electrostatic strengths of salt bridges

in glutamate dehydrogenase from a hyperthermophile (Pyro-
coccus furiosus) and mesophile (Clostridium symbiosum).[32b]

Pyrococcus furiosus glutamate dehydrogenase (PfGDH) is ex-
tremely thermostable, with its melting temperature being
113 �C. The mesophilic Clostridium symbiosum glutamate dehy-
drogenase (CsGDH) shares 34% sequence identity with PfGDH
and the monomers of the two proteins superimpose with a root
mean square deviation (RMSD) of 1.38 ä. In both organisms, the
biochemically active GDH is a homohexamer. However, CsGDH
has a half life of only 20 minutes at 52 �C and its melting
temperature is 55 �C. Previously[32a] we found an increase in salt-
bridge formation in PfGDH. Continuum electrostatic calculations
performed on monomers of PfGDH and CsGDH show that the
salt bridges in PfGDH are highly stabilizing. The salt bridges in
CsGDH are marginally stabilizing. Salt bridges in PfGDH form
extensive salt-bridge networks. Due to this, the interactions of
charged side chains in the salt-bridge-forming residues with the
rest of protein are almost as significant as the interaction of
these side chains with each other. Hence, the cooperative nature
of electrostatic interactions may lead to increased stability of
PfGDH.
Analyses based on protein sequences from complete ge-

nomes of thermophilic and hyperthermophilic organisms and
comparisons of sequence/structural properties of homologous
thermophilic and mesophilic proteins have also consistently
indicated a significant increase in the proportion of charged
residues for the thermophiles.[52] The improvement in electro-
statics for thermophiles is reflected in alleviation of electrostatic
repulsions, increased occurrence of ion pairs and their networks,
and geometrical optimization of charged residue positions to
yield a favorable energetic contribution towards protein stabil-
ity.[53] Different protein families may optimize these factors
differently. In the following section we present a detailed case
study of the molecular basis of greater thermostability of
Thermus thermophilus ribonuclease H.

6. Molecular Analysis of Thermostability of
Thermus thermophilus Ribonuclease H

Ribonuclease H is a single domain protein. Its function is to
cleave DNA±RNA hybrids. T. thermophilus ribonuclease H

(TtRnaseH) and E. coli ribonuclease H (EcRnaseH) are very similar.
The amino acid sequences of the two proteins are �55%
identical. The X-ray crystal structures[54] for the mesophilic and
thermophilic Rnase H superimpose with an overall C� RMSD of
1.23 ä with 140 matching residues, as determined by a
sequence-order-independent structural superposition tech-
nique.[55] Hollien and Marqusee[56] have compared the thermo-
dynamic stabilities of cysteine free mutants of TtRnaseH and
EcRnaseH and performed hydrogen±deuterium exchange to
identify residues contributing towards the stability of TtRnaseH.
Figure 4 presents the protein stability curves of EcRnaseH and

Figure 4. Comparison of protein stability curves for E. coli and T. thermophilus
ribonuclease H cysteine-free mutants. The stability curve for the thermophilic
ribonuclease H (TtRnaseH) is broader and up-shifted compared to the stability
curves for the mesophilic ribonuclease H (EcRnaseH). The y-axis represents the
free energy difference (�G) between denatured (D) and native (N) states of the
proteins and the x-axis represents the temperature. The protein stability curves
were plotted by using the Gibbs-Helmholtz equation (see text).[50] Data on �HG,
�Cp , and TG for TtRnaseH and EcRnaseH were taken from ref. [56b] .

TtRnaseH cysteine free mutants plotted by using their data. The
protein stability curve of TtRnaseH is broader and up-shifted as
compared to that of EcRnaseH, indicating greater thermody-
namic stability for TtRnaseH. The living temperature of T. ther-
mophilus is 68.5 �C. At 68.5 �C, the unfolded state of a cysteine-
free variant of E. coli Rnase H (EcRnaseH) would be favorable by
0.91 kcalmol�1. However, for the cysteine-free variant of T. ther-
mophilus Rnase H (TtRnaseH), the folded state is favorable by
5.6 kcalmol�1 at this temperature. Here, we attempt to ration-
alize this stability difference between TtRnaseH and EcRnaseH in
terms of the differences in the sequence and structural proper-
ties of TtRnaseH and EcRnaseH.
Using hydrogen/deuterium exchange experiments, Hollien

and Marqusee have measured the free energy contributions for
39 out of 52 residues which contain slow-exchanging amide
protons (Table 1 in ref. [56a]). These residues stabilize the folded
state of TtRnaseH by 5.5 ± 16.5 kcalmol�1. They have also
reported that these residues are distributed throughout the
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protein structure and that thermostability is achieved in a
delocalized manner. The sequence alignment of EcRnaseH and
TtRnaseH shows that 19 out of the 39 residues are conserved
between the two proteins, while the remaining 20 residues are
mutated. Ishikawa et al.[54b] have suggested that replacement of
Lys95 in EcRnaseH by Gly100 in TtRnaseH contributes to protein
thermostability by relieving steric hindrance. Lys95 in EcRnaseH
is in a left-handed helical (�L) conformation. The formation of an
intramolecular disulfide bond also contributes to the stability of
TtRnaseH.[57]

Table 1 compares the microscopic sequence and structural
parameters between EcRnaseH and TtRnaseH. Both have similar
secondary structural (� and �) content, fraction of surface
accessibility, hydrophobicity, compactness and average occlud-
ed surface parameters,[58] and main chain ±main chain hydrogen
bonds. Figure 5 plots contour maps C� ±C� distances for

Figure 5. Contour plots of C�-C� distances in a) EcRnaseH and b) TtRnaseH.
Contours are filled with different colors (violet to red). The C�-C� distances increase
from violet to red. Note that the two contour plots are very similar.

EcRnaseH and TtRnaseH. The maps are very similar. These results
indicate that both proteins have similar atomic packing and
similar extents of nonspecific interactions. These results are
similar to those obtained previously for 18 families of homol-
ogous thermophilic and mesophilic proteins.[32a]

Despite the 55% sequence identity, the amino acid distribu-
tions of EcRnaseH and TtRnaseH are significantly different at the
95% level of confidence (�2 value�36.1; Table 1). For 19

parameter systems such as amino acid distributions in EcRnaseH
and TtRnaseH, the �2 value should be greater than 30.14 to reject
the null hypothesis (Ho : Two distributions are similar) at the 95%
level of confidence (the probability of accepting the null
hypothesis, P� 0.05). This observation is further supported by
a large Hamming distance[5] between the two protein sequences
in 20-dimensional percent amino acid composition space. The

Table 1. Microscopic properties of thermophilic and mesophilic ribonuclea-
se H.

Property EcRnaseH TtRnaseH

general comparison

number of residues 155 166
PDB file 2RN2 1RIL
resolution 1.48 ä 2.8 ä
number of residues in crystal structure 155 147
sequence identity 55%
C� RMSD[a] 1.39 ä
number of matching residues[a] 140

sequence and structural comparison

� content[b] 34.8% 36.1%
� content[b] 28.4% 21.1%
hydrophobicity[c] 0.80 0.79
compactness[c] 1.71 1.63
average occluded surface parameter[d] 0.37� 0.15 0.37�0.14
fractional ASA[e] 53.7% 47.6%
MC±MC hydrogen bonds[c] 68 60
MC±SC hydrogen bonds[c] 34 19
SC± SC hydrogen bonds[c] 15 7
N�O bridges[f] 6 14
salt bridges[f] 4 3
�2 value[g] 36.10
Hamming distance[g] 9.3
charged residues (D, E, H, K, R) 45 (29.0%) 55 (33.1%)
polar residues (N, Q, S, T) 29 (18.7%) 22 (13.3%)
aromatic residues (F, Y, W) 13 (8.4%) 13 (7.8%)
apolar residues (G, A, V, L, I) 56 (36.1%) 57 (34.3%)
�-branched residues (I, V, T) 26 (16.8%) 16 (9.6%)
number of proline residues 5 (3.2%) 12 (7.2%)
thermolabile residues (C, M, N, Q) 22 (14.2%) 16 (9.6%)

[a] The C� root mean square deviation (RMSD) and the number of matching
residues were obtained by superimposing the two structures with a
computer-vision-based sequence-order-independent structure comparison
method.[55] [b] � and � content indicate the fraction of residues in �-helical
and �-strand conformations, respectively. These values were taken from
promotif summary pages of PDB files 1ril and 2rn2, available at the PDBSUM
website: http://www.biochem.ucl.ac.uk/bsm/pdbsum/. [c] Hydrophobicity,
compactness, and numbers of main chain ±main chain (MC±MC), main
chain ± side chain (MC±SC), and side chain ± side chain (SC ± SC) hydrogen
bonds were calculated according to the procedures described by Kumar
et al.[32a] from the crystal structure of EcRnaseH and TtRnaseH. TtRnaseH
contains atomic coordinates for 147 (out of 166) residues. [d] Average
occluded surface parameter (OSP)[58] values were calculated by using the
OS71 program available at http://www.csb.yale.edu. Along with compact-
ness values, these parameters qualitatively measure packing in EcRnaseH
and TtRnaseH. [e] Fraction of protein surface area exposed to water,
calculated by using the accesssurf routine in the ProStat program in the
Homology module of the molecular modeling package INSIGHTII (98.0)
fromMSI. [f] Salt bridges in EcRnaseH and TtRnaseH were identified by using
the method of Kumar and Nussinov.[2a] N�O bridges were inferred if at least
one pair of oxygen and nitrogen atoms in side-chain functional groups of
two oppositely charged residues are within 4.0 ä distance. [g] �2 value and
Hamming distance computed according to Kumar and Bansal.[5a] Hamming
distance indicates the distance between EcRnaseH and TtRnaseH sequences
in 20-dimensional amino acid composition space.
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proportion of the charged residues (Asp, Glu, His, Lys, and Arg)
increases in TtRnaseH (33.1%) as compared to the proportion of
these residues in EcRnaseH (29%) by 4.1%. The proportion of
polar uncharged residues (Asn, Gln, Ser, and Thr) decreases in
TtRnaseH as does the proportion of the thermolabile residues
(Cys, Met, Asn, and Gln). The apolar residues (Gly, Ala, Val, Leu,
and Ile) occur with similar proportions in TtRnaseH (34.3%) and
EcRnaseH (36.1%). The proportion of proline residues increases
in TtRnaseH. In general, it appears that TtRnaseH favors residues
with longer side chains, such as Glu, Leu, and Arg.
Consistent with the increase in the occurrence of charged

residues is the formation of a larger number of close-range
electrostatic interactions. The crystal structure of TtRnaseH (PDB
entry 1RIL, 2.8 ä resolution with coordinates for 147 out of 166
residues[54b])has 17 ion pairs. Fourteen of these are N�O bridges
and the remaining three are salt bridges. It also contains two ion-
pair networks, a hexad (six-residue network) and a tetrad (four-
residue network). The crystal structure of EcRnaseH (PDB entry
2RN2, 1.48 ä resolution with coordinates for all 155 residues[54a] )
has 10 ion pairs (6N�O bridges and 4 salt bridges) and two ion-
pair networks, a pentad and a triad. Figure 6 highlights the
location of charged residues in TtRnaseH and EcRnaseH.
The sequence alignment of EcRnaseH and TtRnaseH[54b]

indicates eight positions where apolar residues have been
replaced by charged residues. These substitutions are L2R, M50K,
V54E, I66D, V101R, L136E, A139R, and L146K. We have computed
the electrostatic free energy contribution (��Gelec) for six of
these eight charged residues towards the stability of TtRnaseH
by using continuum electrostatic calculations based on the
method described by Tidor and co-workers.[53a] In this procedure,
��Gelec for a charged residue consists of two terms, ��Gdslv and
��Gint . ��Gdslv is the desolvation energy penalty paid by the
charged residue and ��Gint is the free energy of the electrostatic
interaction between the charged residue and all the charges in
the rest of the proteins. Hence,

��Gelec � ��Gdslv���Gint

The remaining two substitutions L2R and L146K fall at the N
and C termini of TtRnaseH. Since the atomic coordinates for the
adjoining residues are missing in the crystal structure of
TtRnaseH, we did not calculate the ��Gelec for these substitu-
tions.
Five out of the six charged residue substitutions in TtRnaseH

have stabilizing electrostatic free energy contributions with
respect to their hydrophobic isosteres (Figure 7). Out of the five,
three residues, D66 in strand D and E136 and R139 in helix �V,
appear to have large electrostatic stabilization. D66 is also part of
a six-residue ion-pair network (hexad; formed by residues R2, R4,
E64, D66, R115, and R117) in TtRnaseH. Glu136 and Arg139 form
a salt bridge. This salt bridge is stabilizing towards TtRnaseH by
�5.6 kcalmol�1. Of the remaining two residues with stabilizing
��Gelec values, K50 is part of a four-residue ion-pair network
(tetrad formed by E39, R46, K50, and D102) and E54 forms a salt
bridge with K57 in TtRnaseH. The salt bridge E54 ±K57 stabilizes
TtRnaseH by �1.1 Kcalmol�1. Both ion-pair networks, the hexad
and the tetrad, have stabilizing electrostatic contributions. The

Figure 6. Ribbon diagrams showing the distribution of charged residues in
a) T. thermophilus ribonuclease H (TtRnaseH) and b) E. coli ribonuclease H (EcR-
naseH) crystal structures (PDB codes: 1RIL and 2RN2, respectively). All charged
residues are shown in ball-and-stick representation. The positively charged
residues are shown in red and the negatively charged residues are shown in blue.
The ribbon for all other residues is shown in green.

electrostatic free energy contribution by the hexad (R2, R4, E64,
D66, R115, and R117) in TtRnaseH is �7.8 kcalmol�1 and that for
the tetrad (E39, R46, K50, and D102) is �2.0 kcalmol�1. Hydro-
gen-exchange experiments by Hollien and Marqusee[56a] also
indicate stabilizing roles for four of these residues. Arg101 has
destabilizing electrostatic free energy contribution (��Gelec�
�2.04 kcalmol�1) towards TtRnaseH. Arg101 lies at the N
terminus of helix �IV [54b] and does not form a salt bridge or ion
pair. Arginine residues are avoided at positions near the �-helix N
terminus.[5a] Hence, a mutation of R101 may further enhance the
stability of TtRnaseH.
The electrostatic free energy values reported here for single

charged residues, salt bridges, and ion-pair networks correspond
to room temperature, pH 7.0, and zero ionic strength. At the
living temperature of T. thermophilus, these values are expected
to further decrease by approximately 1 kcalmol�1 due to the
reduced hydration free energy changes for the residues, reduced
dielectric constant for water, and reduced solvent screening of
the electrostatic interactions.[32b, 35c] This indicates that ��Gelec
values would be less destabilizing for R101 and more stabilizing
for K50, E54, D66, E136, and R139 in TtRnaseH. It is not clear how
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Figure 7. A bar diagram showing the electrostatic free energy contribution
towards the stability of TtRnaseH for six charged residues. EcRnaseH contains
apolar residues at these positions. A negative value for ��Gelec (y-axis) indicates
that the charged residue stabilizes TtRnaseH. The procedure for computing
��Gelec is described briefly in the text. Amino acids are shown in their single letter
codes. Five of the six charged residues have stabilizing electrostatic contributions.
Of these, three residues D66, E136 and R139 have large contributions. R101 has a
destabilizing electrostatic free energy contribution. D66 is part of a highly
stabilizing six-residue ion-pair network. E136 and R139 form a highly stabilizing
salt bridge.

the electrostatic free energy contributions of these charged
residues, salt bridges, and ion-pair networks would be affected if
the atomic coordinates of the missing 19 residues at the N and C
termini of TtRnaseH were known.

7. Summary and Outlook

Here, we have discussed the role of specific interactions in
protein folding, structure, and function. Though not the driving
force in protein folding and binding, these interactions play
important roles in fine-tuning the protein structure for optimum
function. Salt bridges are among the best studied noncovalent
interactions in proteins. The location of salt bridges is consistent
with the hierarchical model for protein folding. While some
experiments suggest formation of buried salt bridges and their
networks may constitute a slow step in protein folding, others
regard these as being involved in early events. Possibly these
could be related to the location and sequence separation of the
salt-bridging residues. Formation of salt bridges and their
networks appears to constrain protein flexibility. Yet, both the
identities of the charged residues forming the salt bridges and
the electrostatic strengths of the salt bridges fluctuate. Salt
bridges are avoided in protein parts that show segmental
flexibility, such as hinge-bending motion.
It can be debated whether salt bridges stabilize or destabilize

proteins. There is considerable theoretical and experimental
evidence in favor of both. In theory, the effects due to internal
dielectric constants of the protein experienced by the salt
bridges as well as protein relaxation and reorganization of the
polar groups upon salt-bridge formation are not completely

understood. In our work, we find that geometrical orientation of
the salt-bridging-residue side-chain charged groups with respect
to each other is a crucial factor in determining the electrostatic
strength of a salt bridge. Salt bridges with favorable geometrical
orientation of the side-chain charge groups may be stabilizing
anywhere in the protein structure.
While the stabilizing effect of salt bridges remains a con-

troversial issue, it is becoming increasingly clear that they
contribute significantly towards the homologous thermophilic ±
mesophilic protein stability differential. That is, among the
homologous thermophilic and mesophilic proteins, the thermo-
dynamic stability is modulated by optimizing the close-range
electrostatic interactions. These optimizations include relieving
the electrostatic stress due to repulsions, geometrical optimiza-
tion of the salt bridges and their networks, and formation of
additional salt bridges and their networks, particularly around
the active sites of the thermophilic proteins. On the one hand,
we note that salt bridges and their networks constrain protein
flexibility. On the other hand, an increase in the number of
charged residues and greater formation of salt bridges and their
networks are the most consistent trends observed in the
thermophilic proteins. This raises the possibility that thermo-
philic proteins are more rigid. However, at the living temper-
atures of their source organisms, the thermophilic proteins are
flexible enough to perform their functions optimally.[59]

The overall free energy contributions of electrostatics may
also be stabilizing or destabilizing towards proteins and
protein ±protein complexes. It is possible that the overall
contribution of electrostatics may be destabilizing even if the
free energy contribution of the close-range electrostatic inter-
actions is stabilizing.[22e] Considerable work is needed to further
improve current electrostatic models.[33, 34j]
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