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A graphical method for mapping bioregulatory networks is presented that is suited for the
representation of multimolecular complexes, protein modifications, as well as actions at cell
membranes and between protein domains. The symbol conventions defined for these molecular
interaction maps are designed to accommodate multiprotein assemblies and protein modifications
that can generate combinatorially large numbers of molecular species. Diagrams can either be
“heuristic,” meaning that detailed knowledge of all possible reaction paths is not required, or
“explicit,” meaning that the diagrams are totally unambiguous and suitable for simulation.
Interaction maps are linked to annotation lists and indexes that provide ready access to pertinent data
and references, and that allow any molecular species to be easily located. lllustrative interaction
maps are included on the domain interactions of Src, transcription control of E2F-regulated genes,

and signaling from receptor tyrosine kinase through phosphoinositides to Akt/PKB. A simple
method of going from an explicit interaction diagram to an input file for a simulation program is
outlined, in which the differential equations need not be written out. The role of interaction maps in
selecting and defining systems for modeling is discussed20@1 American Institute of Physics.
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Our knowledge of the molecular interactions that consti-
tute cell regulatory networks is accumulating at an aston-
ishing pace. Organizing this information in the form of
clear diagrams is essential, but made difficult by the cen-
tral roles played by multiprotein complexes and protein
modifications. A generally accepted method of represen-

tation is needed which can cope with these complexities.

To this end, a diagram convention has been proposeld,
and is here formalized and extended. This type of dia-
gram, called a molecular interaction map, has some of
the useful characteristics of a road map or circuit dia-
gram. Any molecular species can readily be located by
means of an index and map coordinates, and its interac-
tions can be traced. In addition, each interaction is anno-
tated with salient facts and references. Conventions are
defined for “heuristic” diagrams which do not require
detailed knowledge of interdependencies, and “explicit”
diagrams which are well-defined and suitable for simula-
tion. Heuristic diagrams help in the formulation of key
questions for experiment, and in the design and interpre-
tation of experiments. They also aid in the selection of
network modules for simulation. In order to represent
schemes for simulation, explicit diagrams can be pre-
pared using a subset of the symbols defined for heuristic
diagrams 2 Explicit diagrams define a reaction input list
suitable for a simulation program. Interaction maps may
help to select and define systems for modeling.

I. INTRODUCTION

assemble in functional multimolecular complexes and to
modify each other enzymaticalfy® The number of possible
functional states of the complexes can be very large. Most of
the enzymatic actions entail charge-altering modifications,
such as phosphorylations and acetylations, which can switch
binding ability or enzyme activity on or off. Protein kinases
or phosphatases add or remove phosphate groumsh add

a negative charge to the moleculécetylases or deacety-
lases add or remove acetyl groufwhich mask positively
charged lysings Additional complexity arises from translo-
cation between different compartments in the cell, such as
nucleus, cytosol, cytoskeleton, and various membrane struc-
tures. Movement between compartments also is largely de-
pendent on specific charge modifications. Moreover, the pro-
teins often are composed of several domains, each specifying
a binding or enzyme capability, or bearing a translocation
signal, and each domain may be subject to modification.

In order to provide a sound foundation for further
progress, we need a clear method of representation, such as a
roadmap or circuit diagram. The nature of the complexities
however makes the methods used for charting metabolic
pathways unmanageable. A graphical method was recently
proposed for mapping regulatory networkBresented here
is a formalization of the mapping conventions and an exten-
sion of the symbology to accommodate actions at cell mem-
branes and between protein domains. The symbol conven-
tions are designed for multiprotein assemblies and protein
modifications which generate combinatorially large numbers
of molecular species.

An important characteristic of molecular interaction

The unusual complexity of biological control networks maps is that each named molecular species generally appears
arises largely from the ability of the constituent molecules toin no more than one place on any map. Molecular interac-
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tions and complexes are represented by means of a definele  @<e>@
system of lines and nodes. These features make it relatively
easy to find the interactions and modifications of any mo- , B>
lecular species and to trace its possible interaction paths.
This type of molecular interaction map can be thought of as ¢ @ <+>®

a “heuristic” diagram, because it allows some degree of y
uncertainty while clarifying the known essentials. We often
do not know the exact order in which multiprotein com-
plexes are assembled, or the effects on the activity of a given
molecular species caused by its possible modifications and P
binding states. Even if we did have all the facts, representing ¢
all of the combinatorial possibilities would be prohibitive.
Heuristic diagrams allow desirable uncertainties and simpli- £
fications to be retained. On the other hand, schemes for com- r
puter simulation can be prepared using a subset of the sym-

bols defined for “heuristic’ maps. Such “explicit” & B®—®
diagrams include all of the interactions and contingencies of .
. ytosol us
the model to be simulated. Vi ®
A major issue in realistic simulations of biological regu-
latory systems is that much of the biological computation |
7z @(—o—)o

occurs in large multimolecular assemblies that may function
akin to integrated circuits. These assemblies can be built up Y z
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The double-arrowed line indicates that proteins A and B
can bind to each other. The "node" placed on the line
represents the A:B complex.

Asymmetric binding where protein A donates a peptide that
binds to a receptor site or pocket on protein B.

Representation of multimolecular complexes: x is A:B;
yis (A:B):C. This notation is extensible to any number
of components in a complex.

Covalent modification of protein A. The single-arrowed
line indicates that A can exist in a phosphorylated state.
The node represents the phosphorylated species.

Cleavage of a covalent bond: dephosphorylation of A by

a phosphatase.

Proteolytic cleavage at a specific site within a protein.

Stoichiometric conversion of A into B.

Transport of A from cytosol to nucleus. The node
represents A after it has been transported into the
nucleus.

Formation of a homodimer. Filled circle on the right
represents another copy of A. The node on the line
represents the homodimer A:A.

along many different paths whose parameters must be ther-/ e—e— < isthe combination ofstates defined by x and .
modynamically self-consisteAf Moreover, there is a sto- 4 o Enzymatic stimulation of a reaction.

chastic aspect which confers variability in the timing of —>  General symbol for stimulation. .
events while keeping the events in proper sequéfice > Abarbehind the arrowhead significs necessity.
dealing with these complexities, it is often important to focus ” 1 Ceneral symbol forinhibition.

on the domains and interaction sites within individual pro- # —* Shorthand symbol for transcriptional activation.
teins. The molecular interaction maps described here allow ¢ —— 1 Shorthand symbol for transcriptional inhibition.
this intramolecular fine structure to be depicted. A formal- #Z ® Degradation products

ization and extension of the previously described molecular
interaction map symbols and conventibis presented. Ap-
plication to areas not previously included, such as events at

the plasma membrane, are illustrated. Second, the linkaggiis ghjective, we need a variety of defined connecting lines,

between explicit diagrams and simulation programs are sumsng 4 flexible method of representing multimolecular com-

marized. Finally, the question is considered of how 10 idenyeyes and their modifications. We depict binary interactions
tify biological network modules of potential

_ _ interest for y means of a variety of line types, distinguished by different
simulation. types of arrowheads placed at the ends of the line. We depict
multimolecular complexes or modified forms by means of
Il. FORMAL DESCRIPTION OF SYMBOLS AND “nodes” placed on the lines. The line-types and node defi-
CONVENTIONS nitions are summarized in Fig. 1.

Schemes for computer simulation demand complete lack  For our purposes, a “line” is a path from one point to
of ambiguity and must specify all interactions explicitly. For another. A line may originate either at a named molecular
information mapping, however, these requirements are urspecies or at a node, and may terminate at a named species,
necessarily burdensome, if not totally unmanageable. Corg node, or at another line. Abbreviated forms are defined that
ventions were therefore devised for “heuristic” diagrams inallow lines to branch or become discontinuous, and that al-
which these demands are relaxed, so that it is not necessa@w isolated nodes to function as ditto marks. When lines
to specify all routes to the assembly of a multimolecularcross, no interaction between them is implied.
complex, or the details of how different interactions or modi- A node placed within a lingnot at the endsrepresents
fications of a given molecular species may affect each othethe consequence of the implied binary interaction. For con-
Details at this level are often unknown. For computer mod-venience and clarity, multiple nodes may be placed within
els, however, rules for well-defined “explicit” diagrams will the same line; these nodes then refer to exactly the same
apply. thing. A node should not appear at an intersection between
A Lines and nodes lines when this_ wogld.create an ambiguity. o .

' When a line indicates reversible bindirdine with
Molecular interaction maps are especially convenient ifbarbed arrowheads at both ends, Fi@) [la node within the
each named molecule is shown only in one location on dine represents the complex formed by the combination of
map. Any given molecular species is then easily located anthe species defined at the ends of the line. When the line

its interactions can readily be traced. In order to accomplistindicates modification of a prote(tine with a barbed arrow-

FIG. 1. Summary of symbols.
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head at one end only, Fig(d)], a node within the line rep-

resents the modified protein itself. When the line indicates a
combination of molecular statdéine without arrowheads,
Fig. 1()], a node within the line represents the combination
(set theory “union”) of the molecular states defined at the
ends of the lingle.g., a combination of modifications of a
protein, or an entity consisting of two molecular species that
are not necessarily bound to each other

B. Reversible binding

As already mentioned, reversible binding between tworiG. 2. Concise representation of alternative modes of binding between
molecular species is represented by a line having a barbeeyclin E, A, or B and Cdkl or 2. The nodes represent the following het-

: ; rodimers of heterodimer combinatioria) CycE:Cdk2;(b) Cdk2 bound to
arrowhead at each end, and the resultlng complex IS repr(gither CycE or CycAfc) CycA:Cdk2;(d) CycA bound to either Cdk1 or 2;

Seme_d by a nOdef placgd within the lifig. 1(a)]. This (e) CycA:Cdk1;(f) Cdkl bound to either CycA or CycRg) CycB:Cdk1.
notation is extensible, since a node represents a molecular

species which can be connected to other species by means of

interaction lines[Fig. 1(c)]. In this way, multimolecular 2). In addition, nodes can be placed to represent pairs

complexes can be built up. groups of complexes; e.g., noderepresents cdk2 bound to
When a given species can engage in multiple interaceither cyclin E or cyclin A. This simplifies the representa-

tions, these interactions may or may not be interdependention, for example, of reactions catalyzed by cdk2 bound to

In the case of heuristic diagrams, the default assumption igither cyclin E or cyclin A.

that the interactions are independent, meaning that they can

coexist in the same complex. Dependencies can be specifigdl covalent modification

by means of qualifier symbols, to be described in the follow- o o

ing. In the case of explicit diagrams, all molecular complexes,  Covalent modification of a protein is represented by a

and interactions included in the model are specified. line having a barbed arrowhead pointing to the site of modi-
A multimolecular complex may be assembled by manyﬂcatlon, while the other end of the line, at which the type of

routes, and the preferred routes may or may not be known. ffredification(e.g., phosphorylationis indicated, has no ar-
we know, for example, that a particular heterodimer formsowhead[Fig. 1(d)]. A node placed on this line denotes the

before the addition of a third component, then the manner of'odified protein itself. _ ,
representation is clear. If we do not have this information, or ~ Regulatory proteins often have multiple sites of
if a complex can build up by different assembly paths, heu—mOd'f'Cat'qn; which, singly or in combination, can affect
ristic diagrams allow a compromise. Although it is possibletN® Protein’s function. Multiple sites can be arrayed
to represent any number of assembly paths, this tends 3°N9 the rounded box representing a named protein
clutter the diagram. An appropriate solution is to depict ond'®m N- to C-terminus, and the amino acid site can be

plausible path for representation and to provide further im‘or-i”dic"l‘teg'rf;IS a superscript on the modification type symbol
mation in the annotation list. (e.g., PS5 for phosphorylation at serine-15e.g., see the

Binding between two proteins can be asymmetric, in théepresentation of the multiple phosphorylation sites on p53

sense that one protein serves as donor of a peptide regidd Fig- 6B) of Ref. 1—or at http://discover.nci.nih.gov/

that binds in a groove within the second protein which serve&0hnk/interaction_maps.htihl Multiple modification states
as receptof.It is sometimes useful to distinguish donor from ¢an be denoted by using nonarrowed state-combination lines

receptor, because competition of different donors may occufdiscussed later in connection with Fig. 5

on the same receptor, and because it identifies opportunities
for pharmacological intervention. The protein bearing the re-D. Stoichiometric conversion

ceptor can be indicated by doubling the barb on the arrow- A (eaction or conversion in which one or more species

head pointing to this proteifFig. 1(b)]. (e.g., reaction productsare generated while other species
_Figure 2 illustrates a concise way to represent a patterfg g  reactanjsare stoichiometrically consumed is denoted
of interactions in which a given binding site can combmeby a solid arrowhead, as shown in Figgll The same sym-

competitively with more than one species. The examplg,qiqqy can be used to represent the transport of a molecular
shown in Fig. 2 is the pattern of competitive interactions ofg e cies from one compartment in the cell to anoffiég,

cyclins E, A, and B with the kinases cdkl and cdk2. Cdk2y ) since this is essentially a stoichiometric appearance

can bind either cyclin E or A; cdkl can bind either cyclin A 44 disappearance of molecules in different places.
or B; and cyclin A can bind either cdk2 or cdk1. Competitive

binding is represented by branched binding lines. In order t
avoid ambiguity, an acute angle is employed at the branc
point to distinguish the competing species from the site of  Figure 1h) illustrates the use of a convenient abbrevia-

competition. The individual binary complexes can be repretion, in which an isolated node is used to represent another
sented by appropriately placed nodes c, € andg in Fig. copy of the species represented at the other end of the line.

. The isolated node ditto mark
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K1, &2, k3
Es @EH—o

O&—® 5

GDP GTP
V94 i3
E+S<——=ES——>p RasGAP
2

FIG. 4. Interconversions between the GTP- and GDP-bound states of Ras.
FIG. 3. Simple one-way enzymatic reactidff.there is an energy source, (1) GDP and GTP compete with each other for binding to a site on(Ris
such as ATP hydrolysis, it can be omitted when ATP concentration is not abinding is only slowly reversible (2) GEF (guanine nucleotide exchange
important facton. In explicit formulations, the reaction identifiers or rate facton facilitates the binding or dissociation of GDP or GTtRe concen-
constant designations can be placed on the enzyme reaction line, and th@tion of GTP normally far exceeds that of GDRmplicit is the reversible
node ES can identify the enzyme-substrate species. binding between GEF and Ras which opens the binding site for GDP/GTP
exchange. (3) Ras has an intrinsic GTPase activity that slowly converts
bound GTP to bound GD®&toichiometric conversion arrow points from the

: P - node representing Ras.GTP to the node representing Rag.@DRasGAP
Another example of the isolated node convention is shown “?a GTPase activating protgirnhances the GTPase activity of Rdsplicit

Fig- 1), V_Vhi(fh depicts a hom.Odime_r- The double-arrowedis the reversible enzyme—substrate binding between RasGAP and Ras.
line thus indicates the reversible binding Af to another

copy of itself, and the homodimer is indicated by a node on

the line. The isolated node convention often eliminates théated or inhibited process could be binding, modification,
need to duplicate the detailed interactions of a protein irenzymatic action, stoichiometric conversion, or another
different places in the same diagram. stimulatory or inhibitory effec}.

When more than one stimulatofgr inhibitory) effect
impacts upon a process, we sometimes want to distinguish
between AND versus OR logic. This can be done as sug-

Enzyme actions in regulatory networks are often one-gested in Fig. 5 and explained in the legend.
way reactions, involving ATP hydrolysis, as in protein ki-
nases, or involving bond scission, as in phosphatases or prer. State-combination connectors
teases. In these cases, three reactions are imgliedinding . . .
of enzyme(E) to substratéS) to form ES;(2) dissociation of _Llnes wnhqu_t arrowheads can be u_sed. to denote combi-
ES to restore E and $3) conversion of ES to E plus product natlo_ns of modification states or combinations of mo!ecular
(P). In explicit formulations, the three reactions or rate con-SPecies that are not necessarily bound to each dffigr

stants are marked on the enzyme action line, and a node cafi))- Figure 8 illustrates the use of a state-combination
be placed on this line to represent the ES comsfeg. 3. line to denote a process requiring two interacting proteins to

(For reversible enzymatic reactions, the line connecting € in phosphorylated states.
and P would have arrowheads at both ends, and appropriate
rate constants could be added. Il. MULTIMOLECULAR COMPLEXES AND
Sometimes an enzyme catalyzes reversible binding, as iffCAFFOLDS: HEURISTIC AND EXPLICIT
the case of a guanine nucleotide exchange factGisF). REPRESENTATIONS
Thus Ras, a GEF substrate, binds either GDP or GTP tightly  many biochemical processes are facilitated within mul-
and almost irreversibly at a specific binding site. Interactionimolecular assemblies which may function like solid-state
of Ras with GEF confers reversibility. Usually this entails circuitry. Protein assemblies are favored by the multiple

dissociation of GDP and replacement by G{ecause GTP  pinding sites on multidomain proteins, by adapter and scaf-
is normally present at much higher concentration than DP

The effect of GEF on Ras can be represented concisely as

shown in Fig. 4.(Figure 4 also shows how to represent the a b
enhancement of an intrinsic enzyme activity, in this case by

the Ras—GTPase-activating-protein, RasGAP.

F. Enzymatic reactions

V V
G. Stimulation and inhibition contingencies B<——>®) A<——>®)

Stimulation of a process is represented by an open triFiG. 5. AND vs OR logic for a combination of two stimulatory effedts).
angle arrowhead. If the stimulatory elemennicessarfor ~ Binding between A and B requires that both are phosphoryléfedD

: : : ic). A state-combination connectdiine without arrowheadsis used to
the Process, then a bar is added behind the open trlangl‘%icate the combination of the two phosphorylation stafes.Binding

arrowhead[Fig. 1(1) and Fig. §. Inhibitory effects are de- pepween A and B requires that either A or(Br both is phosphorylated
noted by a bar at the end of the lifigig. 1(m)]. (A stimu- (inclusive OR.
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Heuristic Explicit The explicit equivalent is shown in Fig(d. The con-
p b ventions applying to explicit diagrams are more precise and
Ap restrictive. In heuristic diagram Fig.(§, node Ap meant
@ @ P phosphorylated\, regardless of other interactions in which
k1, k2 A might be engaged, By contrast, node Ap in the explicit
& - ApB $—~ diagram means phosphorylated monorAeonly, The com-
(B« plex consisting of phosphorylatedl bound to scaffold pro-
(B )< 5'p P tein C (node ApQ is depicted using a state-combination line

connecting Ap and AC. The enzyme-substrate complex
¢ 7 AC p within the scaffold complexApCB) is depicted using a
p state-combination line connecting ApC an is counte
f bination i ing ApC and BCi d
I ;, : only once because of the set theory union )ulde conver-
© ApC sion of ApCB to productgrate constank) is represented by
Lot

© ApC8 a pair of stoichiometric conversion arrows leading to phos-
k phorylatedB (Bp), which is the product, and back to ApC.

FIG. 6. One step in a phosphorylation cascade, with@itand (b)] or with

[(c) and (d)] scaffold. Heuristid(a) and (c)] and explicit[(b) and (d)] rep-

resentations are compared. See Sec. Ill.

P

Note that, according to the convention applying to explicit
5’c_>. Bp P diagrams, Bp refers to the monomeric species that is no
longer bound taC.

IV. EXPLICIT DIAGRAMS DEFINE REACTION
SCHEMES FOR SIMULATION

folding proteins, and by the crowded solvent conditions  Each interaction in an explicit diagram can be read as an
within the cell where protein molecules compete for water. entry into a connection table suitable for input to a simula-
Signal transmission and computation often take place withirtion progrant Figure 7 and Table I illustrate how this works.
such complexes. Each molecular species in the diagrdfig. 7(a)] is first

In a variety of circumstances, reactions are made morassigned an identifying number and an initial concentration;
efficient or specific by a scaffolding protein that brings to-these are listed in a molecular species fil@ble ). Each
gether enzyme and substrafeln the case of signaling reaction then defines a one line entry into a reaction file,
through MAP kinases, there is a cascade of phosphorylatiowhich also includes the rate constants. The set of reactions is
events, where the phosphorylated form of one protein catdterated in small time steps using simple mass action laws.
lyzes the phosphorylation of a second protein. These kinasékhis is equivalent to iterating a set of ordinary differential
generally are held together by a scaffolding protéiRigure  equations: Each reaction corresponds to one term of a differ-
6 shows one link of such a phosphorylation chain, with orential equation. The major advantage of this procedure is the
without a scaffold protein, and comparing heuristic and ex-direct relationship between reactions and program entries,
plicit representations. which makes it easy to modify the reaction scheme without

In the case without scaffold, the heuristic diagrifiig.  having to rewrite differential equations.
6(a)] consists simply of a node representing phosphorylated  Another feature is that ad hoc terms, such as Michaelis—
A and an enzymatic action line operating to phosphoryBate Menten steady-state approximations or Hill coefficients are
The explicit equivalenfFig. 6(b)] consists of a reversible avoided. All of the reactions are specified explicitly.
binding line between Ap(phosphorylatedA) and B (rate The example in Fig. 7 illustrates also how a simple
constantskl and k2), forming enzyme-substrate complex simulation can suggest unexpected behavior amenable to ex-
ApB, and a pair of stoichiometric conversion arrows indicat-perimental observatiorfs. The simulation concerns the
ing the conversion of ApB to produ¢Bp) and regenerated mechanism that controls the onset of DNA replication phase
enzyme(Ap) (rate constank3). in the mammalian cell cycle. Many of the genes that must be

A scaffold protein[C in Figs. 6c) and §d)] can simul-  activated when cells prepare for DNA replication are con-
taneously bind enzym@\p) and substrat¢B), allowing the  trolled by an E2F transcription factor. E2F proteins are held
reaction to occur within the complefby heuristic conven- in check by binding to the retinoblastoma protein, Rb. Acti-
tion, C can bind eitherA or Ap in Fig. 6c)]. The heuristic vation of E2F is triggered by cyclin-dependent kina&ek)
diagram[Fig. 6(c)] also indicates binding capabilities be- that phosphorylate Rb with consequent release of active E2F.
tweenC and A and betweerC and B. By convention, the The conventional view is that Rb inhibits and cdk stimulates
bindings are presumed to be independent of each other aride accumulation of active E2F. The simulation shows how-
independent of the phosphorylation states of the componemver that, under some circumstances, Rb could enhance the
proteins (unless otherwise indicated by contingency sym-production of a wave of active E2fFig. 7(b)]. Moreover,
bols). A contingency is in fact needed in this example, be-high concentrations of cdk could paradoxically inhiffig.
cause product must be released from the complex if the re#(c)]. The seemingly paradoxical behavior would arise due
action is to proceed efficiently. The release ofto Rb collecting a store of E2F, much as a condenser stores
phosphorylated product Bp is shown by the inhibition opera-charge, and releasing active E2F quickly when all of the Rb
tor from Bp to theB-to-C binding line. has become phosphorylated. Several more complete and
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e ~ TABLE I. Input files for a simulation program, corresponding to the explicit
13 C edk diagram in Fig. 7a). The molecular species file assigns an identifying num-
— ber and a text identifier to each molecular species occurring in the explicit
kis/Kie kyy interaction diagram. Initial concentrations are also assigned. The reaction
14 > file assigns an identifying number to each reaction in the diagram. For each
ke reaction, provision is made for up to three reactant species and up to three

product species. Rate constants are also assigned. Each reaction is iterated
5 kyo/ O 22 according to a simple mass action law. The minus sign prefixed to species
10

E2F protease 20 in reaction 18 flags the program not to decrement this species during the
k8/ kg v 23
k

reaction, thereby allowing its concentration to be maintained constant. The
20 missing numbers in the species and reaction identifier lists were skipped,
because they identified species and reactions occurring in other simulation
schemes but not in this one. Because the reactions are treated in a homoge-

®
-
\

g 200 [ Rb neous manner, it is easy to modify the reaction scheme.
<
o9
§ Molecular species file
% Species number Initial conc. Species identifier
g E2F 4 200 Rb
2 5 0 E2F
5 e 7 0 RbP
:-—'5 10 0 Rb.E2F
= Rb-P 13 20 Cdk
E 14 0 Cdk.Rb.E2F
= 20 1 pre-E2F
2 22 1 protease
g 23 0 E2F.protease
g Rb-E2F o
3] Reaction file
8 Reaction number  Reactant species Product species  Rate(kpnst
b) 8 4 5 0 10 0 0 0.1
9 10 0 0 4 5 0 0
15 10 13 0 14 0 0 0.2
16 14 0 0 10 13 0 0.2
E2F 17 14 0 0 5 7 13 0.4
18 —-20 0 0 5 0 0 8
19 5 22 0 23 0 0 4
20 23 0 0 22 0 0 16

concentration units

V. COMPUTATION BY INTRAMOLECULAR
(© time ——# INTERACTIONS BETWEEN PROTEIN DOMAINS AND
BY INTERMOLECULAR INTERACTIONS AT THE

FIG. 7. Going from an explicit interaction diagram to simulation results; seep|. ASMA MEMBRANE: SRC-FAMILY TYROSINE
also Table I. Each molecular species in the diagtanis assigned a num- KINASES

ber; each reaction is associated with a rate constant symbol. The translation

from diagram to computer input files is shown in Table I, which also lists We consider here two important components of molecu-
the rate constants and initial concentrations used for the simulation resul

shown. The reaction scheme models a simple configuration of componentlsgr computz_mon: mteracnon; bet""?e” domains within the
that control the onset of DNA replication. Note the large E2F activity which Same protein molecule and interactions between membrane-
may arise from a paradoxical effect of Rb. (c) Unexpectedly shows that bound protein molecules. As an example, we consider the
there could be an opt_imum cdk c_oncer_nration for the generation of a 'arg‘?nembrane-associated tyrosine kinase, Src, which is made up
wave of free E2F. This example is derived from Ref. 2. . . .

of several defined domains and whose structure and function

have been elucidated in considerable détagrc is a mem-

ber of a large family of protein tyrosine kinases that control

a variety of cell functions in response to signals from outside
more complex variations of the reaction scheme yieldedhe cell. These proteins are bound to membranes by way of
similar behavior, and some of them showed more strikinghydrocarbon chains attached to their N-termini. They func-
inhibition by high concentrations of cdk. tion in coordination with receptor tyrosine kinases, trans-

In this study? a sequence of reaction schemes of increasmembrane proteins that respond to extracellular signaling

ing complexity was studied. The concept was to select frommolecules. For example, the EGFR receptor tyrosine kinase
the known interaction network the simplest subsystem thafalso known as ErbBlis a transmembrane protein that re-
had plausible functional capability, and then to add composponds to epidermal growth facto(E8GF. Figure 8 shows
nents stepwise. In this way a “quasievolutionary” sequencesome of the essential interactions of the system involving Src
of simulations was obtained which seemed to give insightnd EGFR and reveals the circuitry that may underlie its
into what might be the fundamental or primordial part of thefunction.
modern highly evolved and complex network. The domains of Src are shown left to right from N- to
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FIG. 8. (Colon A bistable regulatory system involving intra- and intermolecular interactions at the plasma membrane: interactions of Src and a receptor
tyrosine kinases, EGFROptional color code: black for binding interactions and stoichiometric conversions; red for covalent modifications and gene
transcription; green for enzyme actions; blue for stimulation and inhibjtion.

C-terminus:SH3-SH2-Pro-kinase-tail. The N-terminus bearss the kinase activity of Src which can phosphorylate a vari-
a covalently bound hydrocarbon chaimyristyl group ety of protein substrates at tyrosin€®). A strict requirement
which binds the Src molecule to membranes. Pro designatdsr the kinase activity of Src is that Y416, which is located
a proline-rich sequence that can bind the SH3 domain in thevithin the kinase domain, must be phosphorylat&j.Y416
same Src molecule. The SH2 domain in Src can bind phoszan be phosphorylated by a receptor tyrosine kinase such as
phorylated tyrosine-527Y527) in the C-terminal tail region EGFR.(4) This phosphorylation however is inhibited by the
of the same molecule. These two intramolecular linkages cantramolecular binding between the SH3 and Pro domains,
operate to maintain the Src molecule in a folded state. Thand (5) between the SH2 domain and a tyrosine-
kinase domain remains in an inactive conformation unlesphosphorylated sit€r527) in Src’s tail region. Both of these
tyrosine-416(Y416) within the kinase domain is phosphory- intramolecular linkages must be disrupted before the kinase
lated. When Src is in a folded state due its two intramolecudomain can be activated6) The SH2-bound Y527 can be
lar linkages, Y416 is not accessible for phosphorylation andlisplaced by a phosphotyrosine on a receptor tyrosine kinase,
the kinase remains inactive. Activation requires release o$uch as EGFR? (7) The SH3-bound Pro can be displaced by
the intramolecular linkages, so that the molecule can unfoldhe regulatory p85 subunit of phosphatidylinositdHd@nase
and make Y416 accessible to phosphorylation. As long a$PI3K) which, like Src, contains a proline-rich SH3-binding
Y416 remains phosphorylated, Src cannot refdi@ihese in-  site. (These binding motifs have selectivity for amino acid
teractions and consequences are depicted in Fig. 8. Thmontext. For example, the SH3 domain of p85-PI3K does not
broader function of the system, also depicted in Fig. 8, willbind the Pro of Srg.(8) p85-PI3K can be recruited to the site
now be described. of action by binding via its SH2 domain to another phospho-
We will trace how Src becomes activated, and then howtyrosine on EGFR(9) Several tyrosines on the intracellular
it becomes inactivated. We will see how Src could behave irdomain of EGFR undergo autophosphorylation when EGFR
a bistable manner with hysteresis. The numbers refer to this induced to dimerize(10) Dimerization of EGFR is in-
interactions as labeled in Fig. @) The output of the system duced upon binding of EGF to the extracellular domain. The
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binding and enzymatic capabilities of EGFR thus work to-VI. TRANSCRIPTION REGULATION BY PROTEIN
gether to unfold the Src molecule and phosphorylate Y416ASSEMBLIES AT PROMOTERS
(11) Phosphorylation of Y416 prevents the refolding of Src The complexities of transcriptional regulation present
to its inactive conformation’ special problems for interaction mapping. The nature of
(12 When Src is in the unfolded state, the phosphory-some of these complexities and the way they can be handled
lated Y527site becomes accessible to a protein tyrosingan be seen in the context of an example. Figure 9 is a
phosphatasépossibly PTR'%) which removes the phosphate heyristic map in which a group of mutually interacting pro-
from this tyrosine residue. This removes the SH2-bindingteins can bind to two different promoter elements of a gene
site. While Y416 is phosphorylated and Y527 is unphosphoand thereby exert either stimulatory or inhibitory effects on
rylated, Src cannot refold, and its kinase domain remainghe initiation or elongation of the transcript RNA. Most of
active even when Src dissociates from the receiich it~ the actions target the transcript initiation machinery, but

can do because these bindings are reversible some alter chromatin structure and thereby affect transcript
A mechanism by which active Src is returned to an in-elongation.
active state has recently been clarifféd® (13) Activated The map(Fig. 9 encompasses part of the network that

Src phosphorylates a recently discovered transmembrarentrols the E2F transcription factors involved in the control
protein, Cbp, at Y314(14) Y314 of Cbp binds a SH2 do- of cell cycle progression. This system has been studied ex-
main on Csk.(15) Csk is a tyrosine kinase that is able to tensively in mammalian cells and has yielded confusing ex-
phosphorylate Y527 of Sr¢16) The binding to Cbp stimu- perimental results regarding the conditions under which E2F
lates Csk’s kinase activity(17) Csk is tightly bound to a can either stimulate or inhibit its target gerf8s® This
protein tyrosine phosphatase, PEEB) PEP can dephospho- scheme covers part of the previously presented network
rylate Src Y416. Thus Src, by phosphorylating Cbp, bringsTap; but adds recent findings about acetylatihs.

into play a kinase—phosphatase combinati®sk:PER The representation of the promoters and transcript in
which removes the phosphate required for Src activityFig- 9 is similar to common molecular biology practice. In

(Y416) and restores the phosphate at Y527 required for rethe vicinity of the transcription start, three contingencies are
folding of Src to its inactive state. indicated: two stimulation symbols and one inhibition sym-

Two additional connections may contribute to the ro-bol. The inhibition symbol, which is the likely dominant ef-
bustness of the switcH19) EGFR is a Src substrate, sug- fgct, is placed last in_the direction_ of t_he affected action. The
gesting that Src may contribute to the activation of EGFR.f”SF a.nd strongest stimulatory action |s.due .to upstlream tran-
(20) The phosphataséPTPx) that removes the phosphate scr2|5p_t|29n factors, such as Splnteraction line 9 in Fig.
from Src Y527 may also dephosphorylate Cbp Y314; thes@)' This action requires that Sp1 be bound to the pro-

two phosphatase activities may function coherently in tend_moter(8). (The need for Sp1 to bind to the gene in order to

ing to keep Src active(General reference: Ref. 19 affect its function is implicit. The E2F1:DP1 dimer can bind

In summary, the system input for the scheme shown ir;[0 its promoter element2), which puts it in position to

. ; . . . stimulate transcription(3). The main effect of E2F1:DP1
Fig. 8 is the phosphorylation of certain tyrosines on receptoho\m_}ver arises from its ability to bind pRE). pRb be-
tyrgsme klna}se$such as EGFRat the plasma membrane. comes tethered to the gene and thereby able to exert a strong
This occurs in response to binding of extracellular ligands to

. . L . hegative effect on transcript initiatid®). In order to access
the receptors. PI3K is brought into play When tis recrwtedthe transcription initiation machinery, pRb must be tethered
to the plasma membrane where all of the action takes plac

. PlaC% the promoter region via its binding to E2F1:DP1 which, in
PI3K can be recruited to the plasma membrane by bmdmgum is bound to the promotéinteractions 2 and4A seem-

(V"':_l its SH2 domainto another pho;p_h_orylated t}’fos'”_e on ingly paradoxical consequence is that induced expression of
activated EGFR. Thus EGFR can initiate the disruption ofgoF1 can suppress rather than enhance transcriftipRb
both of the inhibitory intramolecular interactions between .5, pe phosphorylated by cyclin-dependent kind6gsthis
Src domains. EGFR is itself a substrate for tyrosine—pglishes the ability of pRb to bind E2F1:DFZ) and serves
phosphorylation by Srt which suggests a positive feedback as a major input to the network.
in the activation of Src by EGFR. Src activity is turned off These actions may occur within a multimolecular assem-
due to phosphorylation by Src of a membrane prot€hp  ply. Sp1 and E2F1 bind to each other and stimulate transcrip-
which recruits and activates a pair of enzynl@EP and Csk  tion cooperatively(10).2>?® Thus all of the components of
that remove the activating phosphate and restore the |nh|bthe system can bind to each other 5imu|taneous|y and func-
tory phosphate on Src. tion as a unit or module

This example depicts part of a computational system  Two additional components of the module have recently
consisting of an assembly of protein molecules. Computabeen characterized: a protein acetyldp800/CBR and a
tions involve domain interactions both within and betweendeacetylaséHDAC).?#?%2° p300/CBP can bind E2F(11),
molecules, and are controlled in large part by phosphorylaand HDAC can bind pRK12). Both may function while
tion and dephosphorylation events at specific sites. The mafound to the other components of the system. Both act at
ner of depicting interactions of membrane-bound proteins ishree points. The first two involve acetylation/deacetylation
illustrated. This example also shows how a functional part obf E2F1(13 and 14 and of Sp1(16 and 17. Acetylation of
a complex molecular network can be defined and treated asE2F1 or Spl strongly enhances their affinity for their respec-
module with inputs and outputs. tive promoter elementl5 and 18.
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FIG. 9. (Color) Parallel modes of transcription control by a multiprotein assembly bound to promoter elements of a gene. The regulatory interactions shown
here have been found in E2F-dependent genes, a class of genes that code for proteins required for cell cycle progression. E2F, together witbranother fa
(SpY, bind to their respective recognition sequences in the promoter regions of these genes. Both proteins have transcription activation donraiss. pRb bi
E2F (actually a heterodimer such as E2F1:DP4dnd contains a domain that blocks transcription initiation. Transcript elongation is inhibited by histone
deacetylaséHDAC) through its binding to pRb and consequent deacetylation of histones. In addition, HDAC inhibits transcript initiation, due to the ability
of HDAC to acetylate SpiRef. 24. (HDAC also acetylates E2F1, but the consequences are difficult to for@beeinteractions, as numbered in the diagram,

are as follows(The numbers do not imply a temporal sequence of evefitsE2F1 can bind DP1 to form a stable dimé) The E2F1:DP1 dimer can bind

to specific promoter element) E2F1:DP1 can activate transcriptidd) E2F1:DP1 can bind pRH5) pRb is a powerful transcription suppress@). pRb

can be phosphorylated by Cyclin:Cdk compleXéstails omitted here, but are included in FigA® of Ref. 1. (7) Phosphorylated pRb cannot bind
E2F1:DP1.8) Spl can hind to promoter elements in some of the same genes that have elements recognizing EEHISPP1s a powerful transcription

initiator. (10) Sp1 can bind to E2F1(11) E2F1 can bind the protein acetylase p300/CBR) pRb can bind the deacetylase HDA@3) p300/CBP can
acetylate E2F1(14) HDAC can deacetylate E2F115) When E2F1 is acetylated, its binding to promoter elements is enhdRef£d24. (16) p300/CBP can
acetylate Sp1(17) HDAC can deacetylate Sp118) When Spl is acetylated, its binding to promoter elements is enhafit®dDownstream from the
transcription initiation site, the DNA is bound in nucleosomes composed of histone octd@®@rblucleosomes tend to block transcript elongati(i)
p300/CBP can acetylate nucleosomal histo28. HDAC can deacetylate nucleosomal histon@8) Acetylation of histones relieves the transcript elonga-

tion block. (The colors used here for the different types of interaction lines are not logically requt@da recent review, see Ref. 20.

The third point of acetylase/deacetylase action is at nu- The three actions of the acetylase therefore are “coher-
cleosomal histone®1 and 22. Most of the nuclear DNA is ent” in that they each tend to stimulate transcription, al-
wound around nucleosomes consisting of histone octomethough by different paths. Similarly the three actions of the
(19). Nucleosomes ordinarily inhibit transcript elongation deacetylase are coherent in tending to inhibit transcription.
(20). Acetylation of the histones, however, relieves the elon-Coherency, in this sense, is common in regulatory networks
gation block(23). Histone deacetylation restores the block and may contribute to system robustness. Thus pRb, by teth-
and is facilitated by the recruitment of HDAC through its ering the deacetylase to the gene, can suppress transcript
binding to pRb® elongation as well as initiation.

Downloaded 04 May 2003 to 156.40.69.142. Redistribution subject to AIP license or copyright, see http://ojps.aip.org/chaos/chocr.jsp



Chaos, Vol. 11, No. 1, 2001 Molecular interaction maps 93

P1 P2 phates at the plasma membrane, a system that plays a central
—|> APLPD role in the regulation of several important cell functions. Fig-
A g d A2 ure 11 is a heuristic map that includes some of the major
known interactions of this system. Only the interactions im-
C A D plicated in one of the functions of the system, namely cell

proliferation control via the protein kinase Akt/PKB, are in-
FIG. 10. Directed enzyme action symbols denote reaction from the nearegfjuded here. An annotation list, appended to Fig. 11, pro-

upstream node to the nearest downstream node, Moléciseshown with —\ia5 salient facts about the individual interactions and cites
two possible phosphorylationB1 andP2. NodesA—P1 andA—P2 repre-
recent references.

sentA bearing phosphate®l or P2. NodeA—-P1—-P2 represents the state . .
combination, namely phosphorylation at both sites. The kinase converts ~Akt/PKB phosphorylates a number of proteins with con-

A-P1 to A-P1-P2, which amounts to the addition of phosphate P2. The sequent positive effects on both cell proliferation and cell
phosphatase removes P2 frdin-P1-P2. survival. For example, Akt/PKB phosphorylates GSK8-
action 36 in Fig. 1}, which, by way of a regulatory module
. . . . . .. involving B-catenin, stimulates cell proliferatiot Akt/PKB
This multiprotein system might be a functional building also phosphorylates the pro-apoptotic protein, BAD, thereby

.blOCk or module within th? greater netwqu. It has a rnajorblocking its inhibitory binding to the anti-apoptotic proteins,
input in the phosphorylation of pRb which abrogates theBcI-Z and Bcl-xL3% This is one way in which Akt/PKB

bmdmg.to E2F1:_DP1 and an output OT RNA transcripts Ofpromotes cell survival. Full activation of Akt/PKB requires
genes involved in cell cycle progressm@A sense of the /that it be phosphorylated at both Ser308 and Ser473, which
greater nerQrk can be seen in Ref. 1 or at hitp:/ requires the action of two kinases: PDK1 and PRK2. These
discover.nci.nih.gov/kohnk/interactiomaps.htmj. phosphorylations are facilitated when the molecules are colo-
calized at the membrane through binding to Ptdins-3-

VII. THE DIRECTED ENZYME REACTION SYMBOL: phosphates, such as PtdiB&|P, (denoted by the node on
COMPUTATION VIA PHOSPHATIDYLINOSITOL state-combination line)Jand PtdIng3,4,5]P; (denoted by the
PHOSPHATES node on state-combination ling.7

All three proteins have PH domains at their N-termini

When a molecular species is subject to multiple modifi- . :
cations which confer a variety of interaction capabilities, aWhich bind to these Ptdins-3-phosphates. Since these phos-
hoinositides tend to cluster in foci within the membrane, the

severe challenge is presented to any diagramming methoH!'0'" ,
This problem is highlighted by the regulatory functions of Protein molecules, each bound to a different Ptdins-3-
the various phosphorylated forms of phosphatidylinositol aPosphate molecule, could have opportunities to interact
the plasma membrane, a key relay molecule in the control of/ith €ach other. If one of the proteins is in large excess,
several basic cell functions. We will consider here a method'©WeVer, it could occupy most of the phosphoinositide sites
of dealing with this problem using state-combination connec@nd therefore inhibit reactions with the other proteins. Opti-

tors and a new symbol to denote directed enzyme reactiondUM interactions would require a balance of the concentra-

(Although all enzyme reactions technically are reversibleions of the participants. This kind of dual stimulation/

some reactions are essentially one-way or “directed,” pelnhibition relationship has been demonstrated in computer

cause they involve hydrolysis of high-energy bonds. The di_simulations‘? Molecular interaction maps show where these

rected enzyme symbol implies a large standard free energ§Nds of phenomena may occur.
change in that directiop.

A directed enzyme reaction_is indi(_:ated by an open tri-V”I_ DISCUSSION AND CONCLUSIONS
angular arrowhead placed beside a line that connects be-
tween two defined statefig. 10. It is an extension of the There is broad consensus among cell biologists that a
enzyme reaction symbol, with the open circle being replacedlear method of representing the complexities of bioregula-
by an open triangle. The triangle points in the direction oftory networks is urgently needéfi. The method presented
the reaction, which is assumed to be nearly irreversiblehere shows that it is possible to devise a workable system. It
When used together with state-combination symbols, the diremains to be seen whether the conventions described here
rected enzyme symbol gives us a powerful and flexiblewill be generally accepted, or whether alternatives or modi-
method of representation. fications will be proposed. Our experience suggests that the

The following new convention applies: When a directedcurrent system is very useful once the conventions have been
enzyme symbol appears next to a state-combination line, learned. It provides a concise method of accessing a large
means that a reaction is being catalyzed that proceeds in tlanount of detailed information about the molecular mecha-
indicated direction from the nearest node on one side to thaisms of bioregulation. The linkage to annotation lists allows
nearest node on the other side of the symbol. Thus the reaceady access to pertinent details and references. The method
tion is a stoichiometric conversion of the state defined by thegrovides a balance between precision and flexibility needed
nearest upstream node to the state defined by the neargstaccommodate the large number of combinatorial possibili-
downstream node, the direction of the stream being indicateties generated by multimolecular complexes and protein
by the triangular arrowhead. modification states. An index of map coordinates makes it

We will now apply this symbology to the signal trans- easy to locate any molecular species and its interactions,
duction system centered on the phosphatidylinositol phoseven in large maps. The method can also be used to formal-
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FIG. 11. (Color) Molecular interactions centered on phosphatidylinositol phosphates at the plasma membranes. Phosphati¢iytiositisl an integral part
of the inner leaflet of the membrane bilayer. It is subject to phosphorylation at threédsiggnated 3 4’, and 8). Various kinases and phosphatases add
or remove phosphates, respectively; their specific actions are denoted by means of directed enzyme action. See Sec. VIl and the Appendix.

ize unambiguous models for simulatibiThe preparation of discerned in Akt/PKB® and (albeit indirectly via a 14-3-3
clear diagrams imposes a discipline for the interpretation oprotein in Raf13®
experiments and formulation of hypotheses. Finally, the  Another topological generality is the common occur-
method provides a shorthand for personal note taking. rence of a multiplicity of paths from a given input to the
Interaction maps do not indicate any particular sequenceame or similar effect, as was described in the context of the
of events, nor do they specify biological function. They only control of E2F-dependent genes by pHRhg. 9). Although
show what the molecules, in effect, see. The interactiorthe effect may be similar from one path to another, the time
properties of the molecules are strictly local, and do not condependence often differs. We call this type of parallel path-
tain global information about what else might be going on inway pattern “coherency,” and suspect that it contributes to
the network or what the intended function may be. The befobustness of control.
havior of a biological system arises as an emergent conse- A challenge for the future is to look for module design
guence of the local interaction capabilities of the moleculesvithin the network. A module would consist of well-defined
of which it is composed. Since the diagrams do not imposénputs and outputs, and the relationships between them. It is
presumed functional interpretations, they leave the field openot clear to what extent the networks are modular, in view of
for new interpretations. Molecular interaction maps thus carheir rich interconnections and rearranging multimolecular
help to unravel mechanisms. assemblies. Modularity would make it easier to understand
Topological interaction patterns occurring in several dif-network function. The properties of individual modules
ferent interaction modules may be discerned, which coulctould be determined experimentally, in which case the be-
lead to module classification and functional conjectures. Fohavior of a system of modules could be simulated by theory.
example, the general pattern of control by intramolecular do-  An important role of theoretical models is to demon-
main interactions seen in the case of §fig. 8) can also be strate behavior that would suggest experimental possibilities
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not otherwise obvious. Theory could generate sharply deelear, nor is the control of the phosphat@sehat act on
fined questions for quantitative test in appropriate systems. X527 of Src and on Chp.
first step is to define part of a regulatory network that would ~ Another issue has to be considered in modeling interac-
constitute a subsystem suitable for theoretical investigatiortions at cell membranes. Much of the cell’s molecular com-
Molecular interaction maps can help to select and defingutation in fact takes place in association with the plasma
such subsystems. membrane, where receptors are located that receive input
An example of this procedure was portrayed in Fig. 8,from outside the cell. These receptors however are not dis-
which defines a subsystem for the function of a key celltributed randomly over the membrane. Rather, they tend to
regulator component, Src. The interactions of Src have bee€e localized within small specialized membrane regions,
extensively studied and the structural transitions of the Sr&alled caveolae or more generally RAFFS! How then
molecule have been elucidat&dFigure 8 showed how one Should the signaling processes within individual RAFTs be
can represent interactions between domains of the same prgéscribed and how might processes between RAFTs be co-
tein molecule and interactions at membranes, features thQfdinated? This is a new area where theory has an important
have an essential role in Src function. The interaction diaf®l€ t0 Play- . . _ .
gram suggests how this subsystem may function in a bistable The Src subsystem described previously is a suitable
manner with hysteresis. Although Src actually may havecandidate for modeling membrane-associated computation.

many inputs and outputs, the model system in Fig. 8 can bZhis sub_system highlights the smalI-num_ber-of-molecules is-
viewed in terms of a single input and a single output. WithSUe: which suggests a strong stochastic component of the

concerted effort, a physical system like this could be as-kmet'cs' Even within the limited scope of Fig. 8, we can

) . C ._._count at least ten states in which the Src molecule can exist,
sembled for experimental investigation. A task of theory is to . ) X o .
epending on its phosphorylation and binding interactions.

stimulate the experimentalist to make the effort and to direc here may be of the order of 100 receptors within each

attention to what might be observed, RAFT. The number of Src molecules in a given state within

EG Theh_lnﬁug_ "; Ft'g' 81s tan extLaceII;IgIr:hga;(duch tﬁs a RAFT therefore could be small enough to be subject to
F) which binds to receptortsuch as R induces the stochastic fluctuation. Modeling this system may therefore

receptor to dimerize and consequently to autophosphorylatpequire treating the molecules as individual software objects

at several tyrosine residues. This activates EGFR and allowg, o e py interaction probabilities, a method that has been
it to interact with inactive Src, and cause the conformation Oproposed by Bra 6.7

Src to change from the inactive to the active form. Three A f rther consideration regarding reactions in RAFTs
interactions are involved. Two of them serve to open the Srgjegeryes comment. A RAFT could function as a signaling
conformation while the third phosphorylates the Src tyrosingnit, |n the case of Src, integrated function may be dictated
(Y416) that is required for activity, now made accessible bypy the fact that the receptor tyrosine kinases are themselves
the opening of the Src structure. After its kinase activity isgypstrates for phosphorylation by Src. Also, there may be
turned on, the conformation of Src is fixed in its active form ¢qordination between RAFTs. As noted previously, activated
and prevented from folding back to the inactive conforma-src could dissociate from the receptor without snapping back
tion. This is due to two factorg1) the phosphate on Y416 to an inactive state. Active Src could then diffuse from one

not only activates the kinase domain but physically preventRAFT to another, which may tend to cause the activation to
the refolding}3 (2) the phosphate on Y527, which helped to spread over the membrane.

keep Src in the folded conformation, becomes accessible for The activation and inactivation transitions of Src, which
removal by a phosphatase. Because it cannot refold, Src rentail substantial time delays, could generate oscillation. Os-
mains in its active conformation even when it dissociate<illations are known to occur in signaling systems involving
from EGFR and/or associated molecules. This creates a batalcium, but might likewise occur in other systems that do
rier for return to the inactive state and could give rise tonot have the advantage of a readily available detection tool
hysteresis. A path for the return to the inactive state involvesuch as is available for calcium. It may be that an effective
the recently described transmembrane protein, QDgk-  signal is triggered when oscillations over a region of RAFTs
binding protein. Src phosphorylates Cbp at a tyrosine whichbecomes coherent.

then can bind a kinase-phosphatase dif@sk-PER; the These are rich areas for theoretical investigation.
kinase phosphorylates Y527 of Src while the phosphatase

removes the phosphate from Y416. This would efficiently

accomplish the two steps required for inactivation: removaf‘PPENDlX: ANNOTATIONS FOR FIGURE 11

of the phosphate required for activity, and insertion of the ~ The following annotation list and explanations corre-
phosphate needed for refolding. Once the molecule is foldedspond to the numbered interactions and molecule descrip-
there is again a kinetic barrier due to the time required taions in Fig. 11. For recent reviews, see Refs. 31, 38—40.
reassemble Src and p85PI3K at activated receptor EGFR) PhosphatidylinositolPtdIng is a membrane-associated
(Fig. 8. molecule made up of two hydrocarbon chains that insert in

Some important aspects of this system remain to behe lipid bilayer, and a phosphate-linked inositol ring that is
clarified, particularly regarding EGFR. There might be aaccessible to the intracellular side of the plasma membrane.
positive feedback loop due to phosphorylation of EGFR by(2—4) The inositol ring can have a phosphate group on posi-
Src. Also, the control of EGFR dephosphorylation is nottions 3,4, and/or 5.
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(5—-7 Multiphosphorylated forms of Ptdins are repre- sites on activated receptor tyrosine kinases, such as platelet-
sented by nodes within state-combination lines, as followsderived growth factor receptdPDGH, and can thus recruit

5. PtdIns-3,4-p 6: Ptdins-4,5-R 7: PtdIns-3,4,5-p PI3K to the plasma membrane in response to growth signals
[PtdIng3,5P, was omitted because little is known of its (Ref. 46.

function] Note that all of the nodes within the same line (26) The intracellular domain of PDGF receptor is autophos-
(excluding the ends if the lingsepresent the same molecular phorylated(in trans) following homodimerization of the re-
species. ceptor. (The isolated node represents another copy of
(8) PtdIns is the specific substrate for phosphorylation at th& DGFR, including the extracellular, transmembrane, and in-
inositol 3 position by type lll phosphoinositide 3-kinase tracellular domains. The node within the double-arrowed
(PI13K-IIl) which is the major isoform responsible for the binding line represents the homodimer.

production of Ptdins-3-FRef. 39. In accord with conven- (27) Homodimerization of PDGFR is stimulated by the bind-
tion, the triangle arrowhead points from the substrabe-  ing of PDGF to the extracellular domain of PDGFR.
phosphorylated Ptdingo the product(Ptdins-3-P which is (28, 29 Additional inputs to the Ptdins-3-P regulatory sys-
represented by node).2A directed enzyme symbol is used tem can come from Ras via binding to p110PI3K, and from
here to specify that only unphosphorylated Ptdins is the subSrc via binding to the p85 adapter subunit of PI3K.

strate; an open circle enzyme symbol would imply that the(30) PtdIns-3,4-R or PtdIns-3,4,5-P can bind the PH do-
indicated phosphorylation could occur regardless of phosmain of the kinase Akt/PKBRef. 39.

phorylations at other sites. (31) Ptdins-3,4-R or Ptdins-3,4,5-Pcan be also bind the PH
(9) The inositol 4 position is a prominent site of initial phos- domains of kinases PDK1 and PRK@&hosphoinositides
phorylation of Ptdins, catalyzed by phosphatidylinositol-4-tend to cluster in foci within membranes, thus allowing the
kinase (PI14K) which is associated with the plasma mem-Vvarious bound molecules—each bound to a separate phos-
brane, endoplasmic reticulum, Golgi, and a variety ofphoinositide molecule—to interagt.

intracellular vesiclegreviewed by Ref. 41 (32 PDK1 and PRK2 can bind to each oth€Fhis could

(10) Ptdins-4-P can be phosphorylated at tHepBsition by ~ bring together different phosphoinositide molecules in the
PIP5K, a type | phosphatidylinositol phosphate kinédis- ~ membrane.

cussed in Ref. 42 (The directed enzyme action symbol is (33) PDK1 phosphorylates Akt/PKB at Thr308 which is lo-
helpful for reactions proceeding from one node to another. cated within a loop that regulates kinase activi@ef. 44.

(1) PIP5K also can phosphorylate Ptdins at tHepbsition (34 PRK2 phosphorylates Akt/PKB at Ser473.
(discussed by Ref. 42 (35 Full activation of Akt/PKB requires that it be phospho-

(12) In addition to Ptdins kinase activity, PIP5K has proteinfylated at both Ser308 and Ser473. Activation of Akt/PKB is
kinase activity, being capable of autophosphorylatigef. @ major output of the Ptdins-3-P signaling network.

42). (36) Akt/PKB phosphorylates several regulatory proteins, in-
(13) The autophosphorylation of PIP5K is stimulated by cluding the glycogen synthase kinase, GStRurther exten-
Ptdins(Ref. 42. sion of the map would show that this phosphorylation inhib-
(14) Autophosphorylation inhibits the activity of PIP5K its the activity of the kinase and thereby relieves a restraint
(Ref. 42. on cell proliferation).

(15) The catalytic subunit of Ptdins-3-kinase type | (37, 38 AKUPKB phosphorylates the apoptosis-promoting

(p110PI3K binds to an adapter suburij85) (reviewed by protein BAD, and thereby inhibits its binding and inactiva-

Refs. 39 and 4B The site of binding on p85 is a region tion of the anti-apoptotic proteins Bcl-2 and Bcl-xL.
between a pair of SH2 domains. (39, 40 A major output of signaling from PtdIns-4,5-1 its

(16) The kinase activity of p110PI3K is enhanced by bindingConvesion to two “second messenger” molecules, diacyl-
to the p85 adapter. glycerol (DAG) and inositol-1,4,5-P which are cleavage

(17) p110PI3K can add a phosphate to the inositblpsi- products derived from PtdIns-4,5-Bhrough the action of

tion of Ptdins-4-P to form PtdIns-3,4,P phospholipase CPLC). (Further extension of the map would
(18) p110PI3K also can add a Phosphate to Ptdins-4,5-P show PLC binding to receptor tyrosine kinases at the plasma
to form PtdIns-3,4,5-P membrane.

(19) In addition, p110PI3K has protein kinase activity, being (41 Another output from Ptdins-4,5,Rs to the actin cy-
capable of autophosphorylation at Ser608. toskeleton through binding to several actin-binding proteins:

(20) Autophosphorylation at Ser608 inhibits the kinase activ-9¢€!solin, profilin, vinculin, andx-actinin.
ity of p110PI3K. (A similar pattern was noted above for

PIP5K) 1K. W. Kohn, “Molecular interaction map of the mammalian cell cycle
(21, 22 The phosphatase PTEN removes tHepBosphates control and DNA repair systems,” Mol. Biol. Cell0, 2703(1999.
from PtdIns-3,4-Pand Ptdins-3,4,5-P(Ref. 44 2K. W. Kohn, “Functional capabilities of molecular network components

controlling the mammalian G1/S cell cycle phase transition,” Oncogene
(23) The phosphatase SHIP removes tHephosphate from |4 10653199& yeep 9
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