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UC Berkeley is continuing its work on automatic performance tuning of sparse matrix kernels on hierarchical memory architectures, as well as extending our tuning work to new kernels like multiple products [Ax,A2x,...,Akx], to SMPs and vector platforms, incorporating our tuned kernels into the HPCS Benchmark, and performance tuning of parallel collective communication  routines. Most important, we have released our library of tuned sparse matrix kernels, called Optimized Sparse Kernel Interface (OSKI). OSKI does tuning depending on the machine architecture, the matrix sparsity structure (which may only be known at runtime), and the kernel itself (sparse-matrix-vector-multiply (SpMV) or others). Whereas conventional implementations of kernels like SpMV deliver 10% of machine peak or less, OSKI can achieve as much as 31% of peak and we have observed speedups as high as 4x speedups on matrices from applications. We won a Best Paper Award for part of this work (see below). Using a pre-release version an industrial user has reported 1.9x speedups in his conjugate gradient solver for a lithography application when using OSKI, compared to a prior implementation. We have also demonstrated 2x speedups should be possible on a test matrix arising in the Tau3P solver developed at SLAC. To reach a still wider variety of additional users, we plan to make OSKI available from within PETSc. In our other activities, our performance models show large speedups are possible in [Ax,A2x,...,Akx], we are collaborating with Cray to put tuning suitable for SpMV on vector machines into OSKI, we are working towards putting our tuned SpMV into the next HPCC benchmark release, and we have doubled the speed of NAS FT on some platforms by tuning the communication
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