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Abstract
For a vehicular system to act “intelligent”, the system
must be able to 1) sense in a dynamic domain; 2) model
the domain internally; 3) determine possible courses of
action to accomplish a goal in the domain; and 4) be able
to assess the various courses of actions to determine
which is best. The actions that the system ultimately
performs are a function of all of these components.
Solely assigning performance metrics to the resultant
action of the intelligent system does not evaluate any one
of these components individually, and therefore leaves
some doubt as to how to measure what each component
contributes to the overall behavior of the system. Thus
we are not looking at a single number, but a matrix of
numbers that characterize the performance of the system.

In this paper, we are exploring a mechanism to assign
performance metrics to the part of the system that models
the domain internally, the internal knowledge
representation of intelligent vehicular systems. We do not
consider that part of a system that translates the raw
sensory input from a vehicle’s sensors to other
representations. Rather we simulate a predefined set of
sensory inputs, and evaluate the resulting knowledge
representation based.

1 Introduction
Darwin was the first to propose the importance of
natural intelligence for biological entities. He
suggests that intelligence is the result of billions of
years of natural selection, emerging from a
competitive struggle for survival [1]. Measuring the
intelligence of intelligent systems presents several
challenges. A universal scalar value of intelligence
is difficult to ascertain in a machine due to the
restrictive nature of most domains.

Additionally, it is more difficult to make judgments
based on the relative success of particular
behaviors. However, in machines we have the
advantage of being able to monitor the internal
states.  This enables us to make more accurate
deductions about 1) the methods employed by the
system to complete the task, and 2) the intermediate
states that it traversed.  The system can then be
evaluated based on a relationship between the
complexity and efficiency of the method and the
precision of the final state.

There have been attempts to provide qualitative and
quantitative measure to knowledge representations
[10], though not, until recently, have they been
applied to measuring the internal knowledge
representations within autonomous vehicular
systems.  Gruninger and Fox have applied the
concept of competency questions to formal
ontologies to test their ability to answer the
questions they were designed for [8]. McGuinness
et al. have also explored approaches to testing the
content of ontologies after multiple ontologies are
merged by using a tool called Chimaera [9]. More
recently work has been done to develop tests for
text retrieval systems [11] and autonomous vehicle
systems [12]. Research has also been done
considering the performance of rule chaining in
generic expert systems [13]. In this paper we are
considering how to best take advantage of Real-
Time Control System[1]  architecture (described
below) to measure the performance of the
architectural components that contribute to the
vehicle’s behavior.

For a vehicular system to act in an intelligent
manner, the system must be able to 1) sense in a
dynamic domain; 2) model the domain internally;
3) determine possible courses of actions to
accomplish a goal in the domain; and 4) be able to
assess the various courses of actions to determine
which is best. The actions that the system
ultimately performs are a function of all of these
components. Solely assigning performance metrics
to the resultant action of the intelligent system does
not evaluate any one of these components
individually, and therefore leaves some doubt as to
how to measure what each component
contributes to the overall behavior of the system.

We have selected the Real-Time Control System
(RCS)[1] as the architecture for evaluating
intelligent systems. RCS is a hierarchical
distributed real-time control system architecture
that allows for modular and device independent
algorithms to be developed for intelligent systems.
A node in the RCS reference model architecture is
shown in Figure 1.
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The functional elements of an intelligent system
can be broadly considered to include: behavior
generation (task decomposition and control),
sensory processing (filtering, detection, recognition,
grouping), world modeling (store and retrieve
knowledge and predict future states), and value
judgment (compute cost, benefit, importance, and
uncertainty). These are supported by a knowledge
database (KD), and a communication system that
interconnects the functional models and the
knowledge database. This collection of modules
and their interconnections make up a generic node
in the RCS reference model architecture. Each
module in the node may have an operator interface.

Though several contemporary architectures exist in
the literature for designing intelligent systems, our
motivation for selecting RCS is many fold:

• In the last fifteen years, behaviorist
architectures [2] [3] have gained popularity for
their ease of implementation. However, within
such architectures, long-term planning is not
possible since only a single behavior can be
selected for execution. Other disadvantages
include the inability to fuse sensor data to
arrive at a single best estimate of the state of
the world (in some probabilistic sense) and the
lack of internal representation of the world.

• RCS is a proven architecture with more than
200 person-years of research and development
in intelligent control theory. It has been
implemented and tested thoroughly both in the
industry and academia in different operating
domains under varying operating conditions.
For example, RCS has been implemented as
the reference model architecture for the design,
engineering, integration, and testing of
eXperimental Unmanned Vehicles for the DoD
Demo III program [1] [4].

• RCS is supported in terms of software and
updates and thus it constantly evolves through
a number of versions at National Institute of
Standards and Technology (NIST) and

elsewhere [5]. For additional advantages, see
pp. 128 of [6].

For the purpose of this paper, we are exploring a
mechanism to assign performance metrics to the
part of the system that models the domain
internally, the internal knowledge representation of
intelligent vehicular systems. We hold the sensory
component constant and do not consider the
behavior and value judgment components. In other
words, we simulate a pre-defined set of sensory
inputs, and evaluate the knowledge representation
based on those sensory inputs. There would be no
actions physically performed, nor would there be
any value judgment implemented. In this paper, we
explore developing a test harness for autonomous
systems, focusing on each combination of
knowledge representation components and
functions. Thus, the test harness can be seen as a
matrix, with the components along one axis and the
functions along the other, and each cell composed
of a series of questions testing the knowledge
representation's ability to provide the stated
function using the pertinent component, if
appropriate. For example, a question such as
"Where do you expect a given moving object to be
at time=10?" may be appropriate to test the
intelligent system's "prediction" function using its
"inferencing" and "knowledge being represented"
components.

In Section 2, we discuss a test harness, including
the data flow through the harness and the places in
the RCS hierarchy that would be appropriate to test.
Section 3 discusses the typical purposes/functions
of a world model. Section 4 describes the
components of any knowledge representation, and
discusses pertinent questions that could be asked to
test those components of the knowledge
representation. Section 5 brings the previous two
sections together into a matrix, and discusses future
work that should be done to address the
development of the proposed test harness.

2 The Test Harness

2.1 Data Flow

The goal of this work is to test the world modeling
capabilities of an autonomous vehicular system
without requiring the system to be physically
relocated to a test site, nor to require that the system
have to perform any physical behaviors. The
system’s world modeling capabilities would be
tested by a series of questions and answers, where
the answers to the questions would be assigned a
score based upon a series of performance



evaluation metrics. Figure 2, along with the
supporting text, shows the data flow pertaining to
the interaction a system would have with the test
harness, and is described in detail.

Figure 2 contains three main components: the
system being evaluated, the test harness, and the
knowledge base / performance evaluation
components. The test starts when the ‘system being
evaluated’ first registers by entering in its ID and
password (number 1 in Figure 2). At this point, the
user can choose between a series of sample sensory
data to use for the test, sorted and rated by its level
of difficulty (to be discussed in a future paper) (2).
The system then has a predetermined amount of
time to receive and process the data. After the data
is processed, a series of questions that correspond
to that data set are posed to the user (discussed in
Sections 3 and 4) (3). These questions may also be
rated by their level of difficulty. The user responds
to these questions by providing an answer, as well
as a description of how that answer was determined
(4). This information, along with the amount of
time that was taken to determine the answer, is
noted in the user’s profile. This information is the
passed to the test harness knowledge base where it
is compared with system’s knowledge base’s
response to the same questions (5).

The answers from the systems and the knowledge
base are then passed to the evaluation component,
where predetermined metrics are used to assign a
score to the system’s answer (6). The score would

be a function based upon the “correctness” of the
answer (e.g., the answer was two, but the system
thought the answer was four), the procedure used to
come up with the answer (e.g., what were the
equations used and the assumptions made when the
answer was being determined), the amount of time
it took to produce the answer, and the amount of
detail provided in the answer (e.g., the answer was
two, but the system responded with an answer of
“between one and five”). This score is then fed
back to the system’s profile to be logged (7), and
reported to the system (8).

There are many interesting and challenging
research areas within the scope of this framework,
including the types of sensor data to be presented to
the user, the types of questions that should be asked
to the user in response to the sensor data, the
information to store in the knowledge base to
evaluate the answers the system provides, the
appropriate evaluation metrics to use in evaluating
the answers (including the weights to put on each of
the factors described in the previous paragraph), the
details of the communication specifications
between the system and the test harness, the
interfaces and the representation of the information
to be passed between the various internal
components of the framework, as well as the
mechanism to allow a system to supply an
explanation of how an answer was produced. This
paper focuses solely on the questions that are asked
on the system being evaluated. Future papers will
focus on the other challenges mentioned above.

Figure 2: Data Flow in the Test Harness
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2.2 Applying the Test Harness to
Various Components in RCS

The test harness described above is generic and
may be used to test an entire node in the RCS
hierarchy (as shown in Figure 1) or just a
component of a node. If the entire node is being
tested, then raw sensory data would be fed to the
“systems being evaluated” as input (as indicated by
the bottom left arrow entering the box) and the
output plan of the RCS node (as indicated by the
bottom right arrow exiting the box) would be
evaluated.

Instead of looking at the entire RCS node, one
could only test one or more components of the
node, thus focusing the attention on only a small
subset of the node. In this paper, we are interested
in the contribution of the World Model /
Knowledge Database component as shown in
Figure 3 below. In this case, we would be feeding
processed sensory data to the world model (thus the
sensory processing is not considered), and can
query the world model about what it perceives,
where is expects objects to be in the future, etc.
(thus the planning is not considered since the world
model is never asked to generate a plan, it is just
asked to answer questions about what it is
presented).

Figure 3: World Model and Knowledge Database

Although this paper solely focuses on applying the
proposed test harness to systems based upon the
RCS architecture, there is nothing in the design of
the test harness that precludes it from being applied
to other systems. The only assumption that this test
harness design makes is that there is a clear place in
the “system being evaluated” to which information
can be fed, that there is a clear place in the “system
being evaluated” from which information can be
read, and there is an appropriate set of questions
and evaluation metrics which can be applied to
evaluate the system.

In the next section of the paper, the functionality of
the test harness is exposed and test interactions
proposed.

3 Functions of a World Model

The world model can be thought of as a component
of the brain of the intelligent system. Just as the
brain contains a representation of the environment,
the world model contains a representation of its
surroundings, and as such, must be able to use that
representation to the benefit of the system that is
immersed in that environment. The world model
must inform the intelligent system on the potential
results of action, similar to the way the brain
informs the human body of the possible
consequences of actions.

The world model can be thought to be comprised of
four functions: maintenance and updating of the
knowledge base, prediction of sensory input,
response to queries for information required by
other processes, and simulation. This is described in
detail in [6]. In this section of the paper, we will
provide examples of the types of queries that the
world model would be expected to answer to
perform these functions.

3.1 Maintenance and Updating of the
Knowledge Database

The world model in its entirety is the intelligent
system’s best estimate of the world at the given
time. The world model can be thought of as
comprising a number of knowledge databases,
where each knowledge base is a store of
information about the world.

To ensure that the representation of the world is up-
to-date, the world model must constantly be
updated as new information is available. Examples
of ways that the world model could be updated
include:

1. As new processed sensor data is available and
entities are identified, the world model must
compare the actual location of the sensed
images to the location in which the world
model predicted that it would be. (What is the
difference between the actual location of entity
A and the predicted location of entity A?, How
can the current prediction parameters be
changed to provide more accurate predictions?)

2. As time elapses, information will move from
immediate experience to short term memory, to
long term memory. The world model must
seamlessly allow for the migration of
information into these parts of the world
model, as well as transform the representation



of this information between different
representation approaches. (What information
should be moved to short-term memory? To
long-term memory?)

3. As time elapses, new entities will appear in the
intelligent system’s environment, and some
entities will no longer exist. The world model
must be able to introduce these new entities
into the knowledge database, determine which
ones are most important to track, and delete
those entities that no longer exist or are no
longer of interest. (What new entities exist that
were not previously modeled in the knowledge
base? Which of these entities are important to
track? What are the pertinent characteristics of
those entities? What are the criteria for deleting
entities from the knowledge base?)

4. In the real world, relationships exist between
entities, events, and situations. It is important
to maintain these relationships within the world
model. (What are the important relationships in
a given environment?, How should those
relationships be represented?, For what time
extent do those relationships hold?)

3.2  Prediction of Sensory Input

In addition to capturing the data that is passed to it
by the sensors, the world model must also predict
where it believes the next set of sensed data will be.
Being able to accurately predict where an object is
expected to be at a time in the future is essential for
areas such as image processing, path planning, and
collision avoidance. Accurate prediction algorithms
allow the world model to better predict where an
object is expected to be at some time in the future,
along with a stated degree of uncertainty, and
therefore make plans that account for that predicted
future location.

Questions that may be asked within this function of
the world model include “What is the predicted
location of entity A given data pertaining to its
previous location?”, “What are the appropriate
algorithms to provide the prediction?”, “What are
the criteria for updating the prediction
parameters?”)

3.3  Response to Queries for
Information by Other Processes

The world model is the primary source for
information within the intelligent system. It is
designed to be an information repository, and as
such, must interface with other components of the

hierarchy that have a need to retrieve information
from it, whether explicitly or implicitly represented.
More specifically, the world model provides the
following functions:

1. The world model responds to requests from the
sensory processing, behavior generation, and
operator interface components of the hierarchy.
The sensory processing component may ask for
the predicted attributes and states of an entity.
The behavior generation component may
request the predicted identity of entities in the
environment, as well as characteristics of those
entities (e.g., if the entity was a car, how fast is
the car going? In what direction? What is the
fastest the car can go?, etc.). The operator input
may ask for the state of the intelligent system
at the current time. (What is the predicted
location, speed, orientation of entity A at time
= t+1?, What is the object perceived by the
sensors, and what are the pertinent
characteristics of it?)

2. The world model performs coordinate
transformations, when necessary, and accounts
for the motion of the sensor platforms that
affect sensor input.

3. The world model deduces additional
information from the knowledge database that
is not explicitly represented, but can be
deduced from the information that is
represented. (Given the information known
about an object, what additional information
can I infer about the entity that is not explicitly
represented?)

3.4 Simulation

In almost any application, it is useful to simulate
the results of an action before the action is
physically performed. More specifically, the
simulation aspect of the world model provides the
following functions:

1. The world model uses the knowledge in the
knowledge databases to simulate the results of
possible plans generated by the behavior
generation module.

2. The world model can compute all of the sets of
actions which can be performed to produce a
desired output.

3. The world model interfaces with the value
judgment component to evaluate the
cost/benefit of the proposed action based on the
simulation (What are the appropriate cost
algorithms?,  Given a cost algorithm, what is



which plan provides the most benefit at the
least cost?).

4 Knowledge Representation
Measurements

The previous section described functions that the
world model within an intelligent system is
expected to perform. Based on those functions we
posed queries that the world model are needed to
support the functions. This section proposes
measures for the knowledge database within the
world model. By considering each measure against
each query, we derive the matrix described in the
conclusions.

The knowledge database can be thought of as
having three attributes: 1) the formalisms for
representing knowledge (i.e., how the knowledge is
captured), 2) the actual knowledge the system has
represented at any given time (e.g., the data that is
captured within the knowledge database), and 3)
the mechanism(s) available for accessing, querying,
and inferencing over the represented knowledge.
Each of these attributes provides a different set of
measures, for the value that each brings to the
overall world model.

4.1 Measuring the formalisms for
representing knowledge

A KD may contain a variety of different types of
formalisms for representing knowledge in its
database. For example the KD may contain
formalisms to represent:

• Raw sensory data collected directly from
sensors;

• Map and/or geometric data where map data
might provide coordinates for landmarks,
roads, and topological features.

• Symbolic and/or rule data that might contain
rules such as drive on the right side of the
road, or enter buildings through an opening;
and

• Links or associations between the different
types of data.

When determining the metrics for measuring the
formalisms for representing knowledge, one may
consider the following criteria:

1. The number of different types of
representations that the KD supports;

2. The complexity level the formalism can
support. For example, in the case of symbolic

representation, is the representation capable of
representing Boolean algebra, first order
predicate calculus, etc.;

3. The detail or granularity in which the
fundamental physical units may be represented;

4. The size of the largest set that be represented –
finite, countable, etc.; and

5. The number of mechanisms in which one can
group knowledge.

Each measure can be considered for each question
described in section 3. For example, for a particular
query, the measure would be the number different
types of representations of data that were involved
in generating a response to the query.

4.2 Measuring the actual
representation of the knowledge

At any given instant in time the world model has a
set of information that is captured within its
knowledge databases. One can measure the
captured knowledge using the following types of
metrics:

1. The quantity of different contexts/concepts1 that
are represented;
2. The quantity of contradicting knowledge,
possibly organized by contexts;
3. The scale of complexity [7] of the most/least
complex concept represented (not the complexity of
the formalism, but rather the concept itself);
4. The numbers of links among concepts; and
6. The depth of the hierarchy tree (e.g., how many

“levels” are in the representation?).

Again each measure would be considered against
the each query described in section 3.

4.3 Measuring the mechanisms for
accessing in and inferencing over
the  knowledge database

Finally we need to evaluate the performance of the
mechanisms that respond to requests of the KD (the
inference or query mechanism). The measures
considered are:

                                                
1 By concept/context is meant a collection of
knowledge that is not self-contradictory. Frequently
a context/concept is a way of organizing knowledge
so as to make the knowledge easier to find.



1. The length of time2 the system takes to find a
particular fact, rule, assertion already in the
KD.

2. The minimal time to combine a fact with an
assertion;

3. The speed to switch representation formalisms
(with and without links);

4. The minimum time to combine knowledge in
one representation formalism with another; and

5. The quantity of different inferencing
mechanisms that exist.

Again, each measure would be applied to each
query. For example for the query What is the
difference between the actual location of entity A
and the predicted location of entity A?, the first
measure would be, the minimal time to retrieve a
fact necessary to addressing the query.

5 Conclusions / Future Work

In this paper, a test harness was introduced with an
emphasis on the types of questions that would be
needed to test the world modeling capabilities of an
intelligent system.  One can imagine a series of
questions that would test certain expected functions
of the autonomous system’s world model, with
respect to specific characteristics of the knowledge
representation such as the way the knowledge is
represented, the exact knowledge that is
represented, and the mechanisms for querying that
knowledge. These questions would logically fall
into the matrix, as shown in Table 1, with specific
questions tailored for each cell in the matrix.

Work has recently been started on implementing
the framework of the test harness, using an agent-
based infrastructure, in a web-based environment,
such that the interaction with the test harness would
be web-based calls with a web server located at
NIST. However, much work remains to be
completed.

As mentioned in Section 2, there are many
interesting and challenging research areas within
the scope of this test harness that have yet to be
addressed, including:

                                                
2 Ideally, one would represent processing speed in
independent unit, where the actual time could be
based on multiplying the units by the appropriate
processing speed factor.
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Table 1: Test  Matrix

• the types of sensor data to present to the user,
• the types of questions that should be asked to

the user in response to the sensor data,
• the information to store in the knowledge base

to help provide the information to evaluate the
answers the system provides,

• the appropriate metrics to use in evaluating the
answers (including the weights to put on each
of the factors described in the previous
paragraph),

• the details of the communication specifications
between the system and the test harness, and

• the interfaces and the representation of the
information to be passed between the various
internal components of the framework.

However, for any of these components to be
developed and tested, the overall framework must
exist. Therefore, the development and
implementation of the overall framework of the test
harness, with initial black boxes for each of the
individual components, is the first priority and thus
is currently being developed.

Additional future work will focus on applying the
test harness to other aspects of the autonomous
system architecture (as discussed in Section 2). To
be more specific, in this paper we only focused on
testing the system’s world model capabilities.
However, we could expand the parts of the
hierarchy being tested such that we allow the
system to generate plans, and compare those plans
to “optimal” plans as determined by the system’s
knowledge base which contains “perfect” world
knowledge. We could also test the autonomous
system’s sensory processing components, by
feeding in raw sensory data, and ask the



autonomous system questions based on the
processing of that data.

It would also be interesting to apply this test
harness to other architectures besides RCS.
Although, in theory, there is nothing RCS-specific
about this architecture, it would be interesting to
see how well the design holds up to other
architectures for autonomous systems.
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