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Abstract—NASA has undertaken a study to recommend andate and bit error rate performance, standardization status,
justify Coding, Modulation, and Link Protocol (CMLP) de- flight heritage, maturity, and encoder/decoder complexity.
signs for the Space Communications and Networking (SCaNLoding standards such those of the Consultative Committee
office (see companion paper [1]). This paper reports on théor Space Data Systems (CCSDS), Digital Video Broadast
coding part of the CMLP study, which is chartered with iden-Satellite 2 (DVB-S2), and Institute of Electrical and Elec-
tifying the forward error correction (FEC) codes suitable fortronics Engineers (IEEE) 802.11 and 802.16 were included
NASA space exploration and science missions through 2030n the catalog. Additionally, an attempt was made to in-
clude any other code that reasonably has application in one
or more of the reference links. The code catalog includes
uncoded, convolutional, Reed-Solomon (RS), concatenated
RS/convolutional, turbo, serially concatenated convolutional,
1 INTRODUCTION ..viiiiiiiiiiieiiaaaaaaaaaaaeinns 1 Bose-Chaudhuri-Hocquenghem (BCH), low-density parity-
check (LDPC), turbo product, concatenated BCH/LDPC, and
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1. INTRODUCTION Finally, the top selections were further narrowed to a small

set of recommended codes that meet the requirements of all
The purpose of forward error correction (FEC) coding, ofjinks, based on an analysis of the remaining figures-of-merit.
channel coding, is to reduce the power needed in order to
achieve a given error rate on a communications channel. Thehe coding study concluded by selecting various uncoded,
CMLP study included a coding subteam to analyze and selegonvolutional, turbo, and LDPC codes for a set of reference
channel codes appropriate for the short, medium, and lon@inks. Turbo codes of rates 1/6, 1/4, and 1/3 are recom-
term needs of NASA. mended for low code rate applications, accumulate-repeat-

jagged-accumulate (AR4JA) LDPC codes of rate 1/2, 2/3,
We began the study by compiling a comprehensive cataand 4/5 are recommended for higher rate applications, and
log of over 150 candidate FEC codes. Any code with po-the(, LDPC code of rate 7/8 is recommended for bandwidth
tential application to a link in NASAs Space Communica- constrained links. The constraint length 7, rate 1/2 convolu-
tion and Navigation Architecure recommendations for 2005+jonal code is recommended for low data-rate real-time links
2030 [2] was included. For each code, we recorded theind complexity-limited applications, while uncoded trans-
code length, code rate, decoding latency, codeword errafjssion is recommended wherever the link signal-to-noise ra-
tio (SNR) supports it. Legacy applications of convolutional

1-4244-1488-1/08/$25.00 2008 e and concatenated Reed-Solomon/convolutional are also rec-
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ommended. show no signs of an error floor.

As it turned out, the selection approach above resulted ifttributes of convolutional codes that are not favorable in-
codes that are all existing standards or experimental specifelude: 1.) Convolutional codes dramatically underperform
cations of the Consultative Committee for Space Data Systemnodern high-performance iteratively decoded codes such as

(CCsDS). LDPC codes and turbo codes; 2.) Convolutional decoders are
not naturally implemented with a parallel architecture, a fac-
2. CopES CONSIDERED BY THE STUDY tor that limits their speed particularly when these codes are

] ) ] ) ) used as constituents of iteratively decoded codes (turbo codes
Table 5in Appendix A lists all candidate coding schemes cony g SCCCs).

sidered in the CMLP study. Later sections describe the main

classes of coding techniques. Convolutional codes are common in all areas of communi-

i ) _cations including space communications and terrestrial mo-
The CMLP forward error correction coding catalog containspjje communications. Convolutional codes have been used

167 specific codes from nine code groups. Represented CO%?(tensively and very successfully on many NASA missions

groups are o_f two broad types: classic (legacy) codes, i”duq'ncluding the Hubble Space Telescope and Voyager. Two

ing convolutional codes (CC), Reed-Solomon (RS) codesmore recent NASA deep space missions, Mars Pathfinder and
RS+CC concatenated codes, Bose-Chaudhuri-Hocquenghaiyssini, opted for an exceedingly complex-to-decode convo-
(BCH) codes, and cyclic redundancy check (CRC) codesjiional code with constraint lengtii = 15, in order to gain

and modern iteratively decoded codes, including parallel cony,creased performance at relatively low data rates from deep
catenated convolutional codes (turbo codes), serially CONgpace.

catenated convolutional codes (SCCC), turbo product codes

(TPC), and low-density parity-check (LDPC) codes. A gen-ag petter performing modem iteratively decoded codes con-
eral description is provided here for each of these code grougg, e to emerge and become commonplace, fewer communi-
as well as pros, cons and typical applications. cation industry areas are choosing convolutional codes over
the newer codes. While NASA will continue to support ex-

isting convolutional codes for some time, it is expected that

Convolutional Codes-Convolutional codes are codes which there will be some future transition to more efficient codes.
perform a convolution of the input data stream with the en-
coder’s impulse responses. Standard texts (e.g., [3]) descriigeed-Solomon (RS) CodeReed-Solomon (RS) codes are
this and the other classic codes discussed here. Convolution@@nbinary systematic codes which introduc€ K’) parity
codes mapk bits into n symbols based not only upon the Symbols for every symbols of information. Each RS sym-
currentk information bits but also all previous information Pol is formed from multiple bits. RS codes can detect up
bits (or as practical). Convolutional codes can be recursive oi© (N K) error symbols, or can correct up (& Ke)/2 er-
non-recursive and systematic or non-systematic. ror symbols in combination witl erased symbols, for any
0<e< NK.

A convolutional code’s effectiveness is fundamentally limited

by the constraint lengté of its convolution. Convolutional Reed-Solomon codes are maximum-distance-separable (MDS),
codes with arbitrarily long constraint lengths can approactnd therefore are capable of correcting the maximum pos-
the Shannon limit with maximum-likelihood (Viterbi) decod- Sible number of errors (or combination of errors and era-
ing. Practical convolutional codes are limited to reasonablysures) among all codes of giveld and N. Furthermore,

small constraint lengths (e.gk, = 7), because the decoding RS encoders and traditional RS decoder relatively low-
complexity increases exponentially with. complexity and can be implemented in hardware at very high
data rates. While this seems to be an ideal combination of
Convolutional codes have been used extensively by NAS&ode attributes for any application, it is well known that RS
and by all of the communications industry. This successfufFodes perform very poorly on many useful channels such as
legacy of use and the equipment and infrastructure base {pe additive white Gaussian noise (AWGN) channel. There
has created is probably the single most important attribute i€ two primary reasons for this disappointing performance.
favor of convolutional codes. Other favorable attributes in-First, a traditional RS decoder bases its decisions only on
clude: 1) Code synchronization is simple and quick as combard-limited output from the channel, ignoring useful relia-
pared to most block codes, and it can be performed automakility information (worth about 2 decibels (dB) in AWGN).
ically by the decoder without the need to devote additionafSecond, there is a channel error magnification effect because
overhead to a synchronization marker. 2.) These codes have
very low latency, on the order of one constraint length for en-'Recently, enhanced RS decoding algorithms have been developed to uti-

coding and a handful or two of constraint lengths for decodAize soft channel information, but these are high-complexity, low-maturity
algorithms that would disqualify RS codes from being considered as “legacy

ing. 3) Error rates with Viterbi decoding diminish exponen- codes. In fact, these algorithms are of sufficiently low maturity (compared to
tially with increasing signal-to-noise ratio, and these codesther newer codes and decoders) that RS codes with enhanced soft decoding
were not evaluated for this study in the “modern codes” category either.

Classic Codes



each isolated channel symbol error (e.g., a bit error with bition. However, this degradation of performance shows up as
nary phase-shift keying (BPSK) modulation) corrupts a largeia fairly uniform diminishment of slope of the concatenated
nonbinary RS symbol. Together these two effects account focode’s error rate curve, unlike the sharp transition in slope
several dB of performance loss when RS codes are applied o the performance curve of a turbo code at the beginning of
soft-output channels such as AWGN. its error floor region. Furthermore, because the typical error
bursts for aK* = 7 convolutional code are still small com-
RS codes can be efficient when applied to channels that aggared to the size of an 8-bit RS code, the performance curve
inherently bursty and produce hard-limited output. An RSof this particular RS+CC concatenation without interleaving
code can also be useful for a soft-output channel afflicted withs still much steeper than that of a turbo code past the start of
white noise if it is concatenated (as an outer code) with arits error floor.
inner code (such as a convolutional code) that is more suitable
for exploiting the characteristics of the channel corruptionsEven with ideal (infinitely long) interleaving, RS+CC con-

(see next subsection). catenated codes are not capable of approaching the Shan-
non capacity limit of performance more closely than about
RS codes with a symbol size of 8 bits afid/, K) = 2 dB, unless the inner convolutional code’s constraint length

(255,223) and (255, 239), as well as shortened versions ofs impractically long or the combined decoding of the inner
these codes, are currently supported by GN, SN and DSN. and outer code is impractically complex. A highly complex
RS+CC concatenated code was designed to support NASA's
RS+CC Concatenated Codegv—eoncatenation of a Reed- Galileo mission to Jupiter after Galileo was forced to trans-
Solomon outer code with a convolutional inner code (RS+CQmit exclusively through its low-gain antenna at extremely
concatenated code) is a classic code that exploits the MDBw data rates (around 100 bps). This code featured a very
properties and the large block size advantages of the RS outkmg constraint-length convolutional inner cofE = 14),
code, together with the ability of the convolutional inner de-a variable-rate RS outer code, a long interleaver (depth-8),
coder to efficiently extract soft information from the channeland four stages of alternating decoding between the inner
with low complexity. The performance of RS+CC concate-and outer codes (a form of iterative decoding passing hard
nated codes is characterized by a steeply falling error rateather than soft information during the iterations). With these
curve. The slope of this curve is ideally determined by theenhancements (generally impractical except at Galileo’s low
block size of the RS outer code, which is nearly two thou-data rates), the gap to capacity was shaved to about 1 dB. But
sand information bits for classic RS codes using 8-bit symthis performance still falls about 1/2 dB short of that of mod-
bols, and for useful shortened versions of these codes. Thern turbo or LDPC codes of similar sizes and rates and much
burstiness of errors output from the inner Viterbi decoderdower complexity.
greatly reduces the error magnification effect that ordinarily
would diminish the effectiveness of an RS code with 8-bitAs with all long block codes, RS+CC concatenated codes re-
symbols if it were connected directly to a white noise chan-quire accurate synchronization to determine the starting posi-
nel. However, because the Viterbi decoder error bursts arton of a codeword from among thousands of possible loca-
unpredictable in length, and occasionally longer than severdlons. As compared to similar synchronization requirements
RS symbols, classic RS+CC concatenations generally includer other long block codes (including turbo codes, TPCs, SC-
a block interleaver between the inner and outer code in orde€Cs, and LDPC codes), synchronization for RS+CC concate-
to break up long Viterbi decoder bursts into smaller piecesated codes can be somewhat less burdensome due to the
distributed among multiple RS codewords. This interleav-inner convolutional decoder’s self-synchronizing capability
ing improves the RS+CC concatenated code’s performancand the decoupling of the inner and outer decoders. This
but at the expense of increasing its block size and thereforallows codeword synchronization for RS+CC concatenated
its latency. The overall information block size is nearly ninecodes to be accomplished using Viterbi decoded bits rather
thousand bits for the classic RS+CC concatenated code builhan a larger number of lower-reliability raw channel sym-
from an 8-bit RS outer code, & = 7 convolutional inner  bols. In this case, synchronization performance is not nec-
code, and a depth-5 interleaver. essarily improved, but the required processing is simplified.
RS+CC concatenated codes are currently widely used for GN,
The deteriorated performance of an RS+CC convolutionaSN and DSN.
code without interleaving, as compared to the same code with
sufficient interleaving to break up the Viterbi decoder errorBCH Codes-Bose-Chaudhuri-Hocquengham (BCH) codes
bursts, is similar in principle to the error floor phenomenonare classic binary codes that can be designed to correct small
that plagues turbo codes at very low error rates. The longetio moderate numbers of bit errors without excessive encoding
the constraint length (and hence longer error bursts) of ther decoding complexity. As with many other classic codes,
convolutional code, and the smaller the size of the RS codegasonable-complexity decoding algorithms for BCH codes
the more the performance of the RS+CC concatenated codese hard inputs. For this reason, BCH codes are generally
will be determined by that of its inner convolutional code anda poor choice to apply directly to a soft-output channel such
not by the complementary strengths of the overall concatenas a Gaussian noise channel. Additionally, BCH codes have



generally taken a back seat to RS codes as an outer code irEacoding and decoding of CRC codes is accomplished us-
concatenated system, due to an RS code’s capability to comrg simple linear feedback shift registers, and this encoding
rect more bit errors when both types of codes are constraineghd decoding architecture does not change with the size of
to similar complexities. the frame being protected. This invariance of coding and
decoding architecture to code block size is a primary reason
In modern times, BCH codes are used in the DVB-S2 stanwhy CRC codes are generally preferred over other codes with
dard as an outer code to an inner LDPC code. The purposequal or better error detection capabilities. Often, however,
of the BCH code in this setting is to lower an otherwise unac+the inner error-correcting code has error detection capabili-
ceptably high error floor due to frequent errors of very lowties of its own, and in such cases the CRC code becomes a
weight produced by the LDPC decoder. For the purposesiseless appendage that reduces power efficiency without of-
of the CMLP study, BCH codes were evaluated only in thefering improved error detection. A CRC code is not needed to
context of this specialized application, in conjunction with improve the inherent error detection capabilities of the clas-
the particular LDPC codes designed for the DVB-S2 stansic (255, 223) RS code (or the corresponding RS+CC con-
dard. More recent designs of LDPC codes, sucld'agnd catenated code), and CRC codes up to at least 32-bits do not
the AR4JA family, are not susceptible to the low-weight errorappear to improve the native error detection capabilities of
events that would be correctable by a BCH code. In this caseyell-designed LDPC codes, such@s or the AR4JA family.
concatenation of the LDPC code with a BCH code would be
superfluous and would only serve to reduce the power effiModern Codes

glfei?scir(r)(f)rt?ztgverall code without any appreciable IOWerIngTurbo Product Codes (TPC)A-product code is obtained
’ from constituent{ Ny, K;) and (N, K>) codes by filling an

. Ni by N, rectangular array of coded bits with: 1)/ by
CRC Codes—<yclic redundancy check (CRC) codes are . : e
codes that append a fixed number of parity bits to large infor/<2 rectangular array of information bits; 2)/é by (N> K)

mation blocks of varying lengths for the purposes of errorde-reCtanguIar array of parity bits computed by applying the

tection only. Typical CRC codes use 16-bit, 32-bit, or some-{ V2, K2) code’s encoding rule to each of tiié rows of in-

what longer parity sequences. A CRC code is usually usefprmation bits; and 3) N1 K1) by Ny rectangular, array
. ) . of parity bits computed by applying theV,, K;) code’s en-
as an outer code concatenated with an inner error-correcti

. . . n(g’oding rule to each of th&s columns of information bits
code (which may itself be a concatenation of two or more 2 : .

. and(N; K>) columns of parity bits computed in the previous
constituent codes).

step. This product code maps, K information bits into a

. - total of N1 IV, coded bits. An identical product code results if
To first order, the probability that an erroneous codeword es; N : .
. . the column encoding is done first and the row encoding sec-

capes detection by an outer CRC code is roughly the same as . .
h . o . ond. If one of the constituent codes is itself a product code,

the probability that its parity bits agree with an equal number, ) ; : )
) 2 .. the resulting code is a product code in three or more dimen-

of random bits. The conditional undetected error probability .

of anm-bit CRC code is roughlg™ if the inner codeword’s sions.
D roral patte_rns are long and varied. Good QRC COdeI”:"roduct codes are classic codes that have not found many
are generally designed to offer guaranteed detection of Sma"seful applications until recently, due to poor minimum dis.
numbers (e.g., up to 3) of bit errors, on the assumption tha;f' )

. \ X ., tance for relatively large block size and the unavailability of
higher-weight error patterns occur with much lower probabil- . S . .
: . . ) soft maximum-likelihood decoding algorithms. However, the
ity. This design feature greatly enhances a CRC code’s dete

. . o fterative decoding revolution launched by turbo codes also
tion performance with uncoded data, but it is nearly worth- .
. . ; sparked a revival of product codes. Product codes can be
less when used with a powerful inner error-correcting code ! . : )
o ; . : . decoded iteratively by alternating the decoding of rows and
that is likely to make either no bit errors or many bit errors in

columns, and passing soft extrinsic information between the
bunches. ; . .
row and column decodings in the manner of turbo decoding.
A classic product code decoded in this manner is called a

cannot improve the ability of the overall coding system to ap-%}(rbo product code (TPC), and is now regarded as a modern
I code.
proach the Shannon limit of performance. In fact, the power

efficiency of the overall code is reduced by the rate of theEncoders and decoders for turbo product codes can be im-

CRC code, with no improvement in error-correcting capabil- . T
. . : lemented at high speed, because the individual row and col-
ity. When the CRC code is attached to large inner codeword . : :

Umn encodings and decodings can be performed in parallel.

or data frames thousands of bits long, the CRC code’s ovetl—_ . > . .
i . . . Typical constituent codes of a TPC are single-parity-check
head penalty is very small and is tolerated in return for its

ability to reliably detect errors. However, the performanceCOdes’ Hamming codes, and extended Hamming codes, with

) - w o small minimum distances of 2, 3 and 4, respectively. Such
penalty for using a CRC code becomes non-negligible if it is . s

constituents are selected because they are fairly easy to de-
used to protect smaller codewords or frames on the order of & I : : .
few hundred bits or less code individually, and their relatively high rates keep the

rate of the product code (equal to the product of its con-



stituents’ rates) from being unreasonably low. However, sincehis property has only a minor impact on the performance of
the minimum distance of the product code is the product othese same convolutional codes decoded classically.

its constituents’ minimum distances, two-dimensional prod-

uct codes built from such constituents will include many in- Practical turbo codes are generally limited to two constituent
correct codewords within distance 16 of the true codewordcodes, because of the need for multiple interleavers, the in-
and the decoder’s error rate will reach a low-slope error floocreased length of an iteration cycle, and the lower rate of the
region where further improvements are limited by the diffi- overall turbo code, when more than two constituents are used.
culty of distinguishing among these relatively close neigh-However, parallel concatenations of two constituent codes are
bors. TPCs in three dimensions built from extended Hamsusceptible to an error floor, where the near-optimal perfor-
ming constituent codes can achieve a minimum distance ahance of the overall turbo code breaks down and further re-
64, and their error rate curves fall off much more steeply eveructions in error rate are limited by the properties of the weak
when the minimum-distance neighbors dominate the perforeonstituent codes. With good choices of constituent codes
mance. As a result, their error floors may be imperceptibleand interleaver, this error floor can be driven low enough for
in many applications. However, TPCs of three (or more) di-many applications, e.g., CWER in the rangd @f to 10® and
mensions are more complex, their iterations require an extrBER an order of magnitude lower, but not sufficiently low for
round (or more) of decoding, their overall rates are fairly low,applications that require error rates a few orders of magnitude
and their overall block sizes are quite large. lower than this.

TPCs share many of the same features as other modern codegen when limited to two constituents, the natural rates of
including turbo codes, SCCCs, and LDPC codes. As longarallel concatenations without puncturing are 1/3 and lower.
block codes, they have long latency relative to classic conHigher turbo code rates can be produced by puncturing some
volutional codes, and they require accurate synchronizatioof the constituent decoders’ outputs, but excessive puncturing
among thousands of possibilities to determine the startingan be detrimental to performance. Most useful turbo codes
location of a codeword. As long codes that can achievehave been developed for code rates 1/2 and lower.
near-maximum-likelihood performance via iterative decod-
ing, some TPCs can approach the Shannon performance limBood constituent codes for turbo codes have very short con-
as closely as turbo and LDPC codes, particularly for verystraint lengths (e.gJ{ = 3 to 5), which makes them even
large block sizes on the order of tens of thousands of bitssimpler to decode than a classic medium-constraint-length
Generally speaking, turbo, SCCC and LDPC codes offeconvolutional code with = 7 (even allowing for the turbo
much more flexibility for designing near-optimal codes at adecoder’s requirement that its constituent decoders produce
wide range of rates and sizes down to a thousand bits or lowespft rather than hard outputs). However, the turbo decoder’s
while only a few scattered point designs of TPCs are equallyverall complexity is much higher than that of thé = 7
near-optimal unless the size of the code is extremely large. convolutional code, due to its needs for two such constituent
decoders, for performing multiple iterations, for processing a
Turbo Codes—Furbo codes[4] are parallel concatenationslarge block of data at once, and for interleaving and deinter-
of two or more simple recursive convolutional codes, usedeaving the soft outputs from each constituent decoder during
to encode differently permuted versions of the same inforthe course of each iteration. On the other hand, the complex-
mation sequence. The different permutations of the inpuity of turbo decoding is significantly lower than that of Viterbi
information bits are accomplished by one or more inter-decoding of the long-constraint-lengtiR (= 15) classic con-
leavers. Turbo codes are decoded iteratively by passing sofblutional code used by Mars Pathfinder and Cassini.
extrinsic information between two relatively simple convolu-
tional decoders tasked to decode the constituent codes sephirbo codes need to encode reasonably large blocks of infor-
rately. If the information block is reasonably large and themation (e.g., a thousand or more bits) in order to achieve near-
interleaver(s) sufficiently random, the iterative turbo decodepptimal performance commensurate with their block sizes.
achieves nearly the same performance as an impossibly corfthis contributes to high latency, and a need for accurate code
plex maximum-likelihood decoder for the same code. Furblock synchronization as discussed previously for TPCs.
thermore, turbo codes can approach the Shannon capacity
limit of performance with well-designed constituent codesTurbo codes are currently in use on NASA's Mars Reconnais-
and interleaver(s). sance Orbiter (MRO) and are supported by the DSN.

Unlike turbo product codes, which are a classic code strucSerially Concatenated Convolutional Codes (SCC8)se-

ture to which iterative decoding principles are applied, turborially concatenated convolutional code (SCCC) [5] is a serial

codes (as well as serially concatenated convolutional codesncatenation of two codes similar in concept to the clas-

and LDPC codes) are modern codes that were designed froeic RS+CC concatenation. The inner and outer codes of an
the start to be decoded iteratively. For example, the recursivBCCC are both short-constraint-length convolutional codes,
property of the turbo code’s constituent convolutional codegypically K = 3 for the outer code an& = 3 to 5 for the

is critically important for its near-optimal performance, but inner code. The SCCC'’s inner convolutional code is recur-



sive (as are the parallel constituents of turbo codes). Betwedn addition to providing the best potential for achieving high
the inner and outer codes is an interleaver that resembles tldecoding speeds among iteratively decoded codes, LDPC
random-like interleaver of turbo codes rather than the regulacodes also offer more degrees of design freedom compared
rectangular interleaver of RS+CC concatenated codes. to turbo codes and SCCCs and especially TPCs. This has en-
abled LDPC code designers to trade off decoding threshold,
As with turbo codes, an SCCC is a modern code structure thagrror floor performance and other attributes more effectively
was never considered useful or practical until iterative decodthan for these other modern codes. Specific LDPC codes have
ing algorithms were developed to decode it effectively andbeen designed to approach microscopically close to the Shan-
with reasonable complexity. A turbo code can be regarded ason limit of performance, and there is no theoretical limita-
a special type of SCCC with a simple repetition code replaction on how low their error floors can be pushed. A decade of
ing the SCCC's outer convolutional code and its interleaveimproving LDPC code design methods has resulted in codes
obeying some additional constraints. of a wide range of practical sizes and rates that perform rea-
sonably close to the Shannon limit down to error floor levels
The outer code of an SCCC generally has minimum distancthat are virtually undetectable.
at least 3, and this property eliminates the appearance of er-
ror floors at error rate levels typical of the error floors of turboEarly LDPC code designs were highly unstructured, because
codes constructed from only two constituents. Furthermorerandom-like connections in the Tanner graph provide a sta-
the outer convolutional code achieves this higher minimuntistically sound method to generate ensembles of good LDPC
distance without lowering the overall code rate as much as aodes. However, unstructured designs lead to impractical de-
turbo code’s rate is lowered when it has more than two pareoding, due to the difficulty of properly routing messages
allel constituents. Also, the serial combination of two non-in a large randomly connected (albeit sparsely connected)
trivial codes offers greater flexibility for puncturing either or graph, notwithstanding the fact that the number of compu-
both constituents to achieve higher rates while not sabotagingtions needed to generate each message does not increase if
the near-optimality of the code’s performance. the connections are unstructured. More recently, quasicyclic
LDPC codes have been designed from a small template graph
On the other side of the ledger, it is difficult to design SCCCg(protograph) and a selection of circulant permutations. The
with decoding thresholds as low as those of turbo codes, antanner graphs of quasicyclic LDPC codes have more regu-
their decoding complexity is somewhat higher. larly structured connections that simplify the LDPC decoder’s
architecture.
Low-Density Parity-Check (LDPC) Code&BPC codes [6]
are old codes but not classic. Having been invented by GaPespite their many intrinsic advantages, LDPC codes have
lager nearly a half-century ago, they lay dormant for manynot totally displaced turbo codes. The realm of rates less than
decades until similarities were noted between Gallager’s cod&/2 where turbo codes work best is also where good LDPC
constructions and iterative decoding methods, and those alode designs become more difficult. At low rates, an LDPC
Berrou et al. in their more recent invention of turbo codes.code’s Tanner graph acquires more connections as additional
Modern LDPC codes have been re-engineered and optimizguhrity-check constraints are added. Furthermore, iterations
in many directions over the past decade since their rediscovake a very long time to converge, since each input symbol
ery. from the channel has very low reliability due to its highly
diluted signal-to-noise ratio. In contrast, iterations proceed
An LDPC code is defined by a sparse parity-check matrixmore quickly for low-rate turbo codes or SCCCs, since their
containing only a few 1s in each row and column. Thisconstituent convolutional decoders use aggregated messages
parity-check matrix can be represented by a sparsely corfrom several weak channel symbols to label the branches of
nected graph introduced by Tanner. The Tanner graph alstheir decoding trellises before starting their iterations.
describes the paths along which messages are passed when
the LDPC code is decoded iteratively. There are individualFinally, turbo codes and SCCCs have an advantage over
nodes in the Tanner graph for all of the coded bits and codeDPC codes in their inherent ease of encoding. An LDPC
constraints, and this feature enables extreme parallelizatiocode is defined via its sparse parity-check matrix, but the
of the decoder’s operations within each iteration. This concorresponding generator matrix for encoding the code is not
trasts with the time-sequential forward and backward messparse. This is in contrast to turbo codes and SCCCs, with
sage passing that takes place within each iteration on the treheir constituent short-constraint-length (low-density) convo-
lis graph that represents the constituents of a turbo code dutional encoders. However, recent structured LDPC code de-
SCCC. This massive inherent parallelizability is a major ad-signs, especially quasicyclic LDPC codes, have made high-
vantage of the LDPC decoding algorithm, allowing LDPC speed encoders feasible for LDPC codes as well.
decoding speeds to be limited mainly by the amount of hard-
ware that can be practically assembled to perform primitive 3. INITIAL CODE SELECTIONS

message passing operations in parallel. o .
The purpose of coding is to reduce the power needed in or-

der to achieve a given error rate. As such, power efficiency is



generally the dominant Figure of Merit (FOM) in the compar- that would violate those restrictions:

ison of the various codes. However, any of the other FOMs

(spectral efficiency, latency, user burden, etc.) could prevent

the use of the most power efficient codes. For example, a link

with strict latency requirements can disallow the use of anyl. Compute bandwidth used by recommended modulation at

code with a very large blocklength, because the time to respecified data rate, uncoded.

ceive and decode a long block exceeds the allowable latenclfor a link using a given data ratg b/s and modulation

Or, the available bandwidth of a link may restrict the codewith spectral efficiency) b/s/Hz, uncoded transmission uses

rates that may be used, because for a constant data rate loweebandwidth ofB = R/eta Hz.

rate codes use inversely proportionally more spectrum. 2. Compute minimum code rate available, using step 1, and
total bandwidth available.

The initial code selection procedure is performed after thel'he transmission will meet a given bandwidth assignment (al-

final modulation selection process has completed. In partictocation)3, Hz only if the code rate satisfies> B/B,. The

ular, for each link under consideration, we assume the usealues ofB, used by the study are given in Table 1.

of the CMLP-recommended modulation (see companion ar3. Compute maximum input block sizg using latency re-

ticle [7]). The spectral efficiency of this modulation allows quirement.

us, then, to compute the eligible code rates, as we describEhe decoding latency is the difference between the time a bit

below. is decoded and the time its encoded version first begins arriv-
ing at the receiver. For a block code, this includes the time
Constraints Relevent to Code Selection for a whole codeblock to arrive at the receiver plus the time it

The bandwidth : ¢ locati f . takes to decode it. For a convolutional code, it is the time for
E eth andv(\jn aSS|gnt:ner(1js @ oca 'O.ns_?_ ;’lr \1ar|0us N€3L humber of bits to arrive that is equal to the traceback depth
arth and deep space bands are given in fable 1. of the Viterbi decoder plus the time to perform a traceback

Table 1. Bandwidth Assignments. operation. Given the high-speed decoders that exist today,
the study assumed that the latency is dominated by the time it
Band Application Bandwidth* takes to receive the relevant bits to decode. ' .
Assignment In order for a block code to meet a latency constraint on a link
(allocation) using a given data rat® b/s and having a latency requirement
S-band | Eorward or return 6 MHZ T; s, the input block siz& of the. blogk code must satisfy
Sband | Launch 10 MHz k <T; x R. The values off] are given in Table 2. _
X-Band | Near Earth forward 150 Mhz 4 Sort code (.:atal'og shown in Table 5 based on ratElim-
X-band | Deep _space, non I NHZ inate those with dlsallowable valuespf _
efficient modulyations 5.. Sprt code catglqg by input blqck ;lkeamong codes with
X-band | Deep space, with eff 50 Mz eligible rates. Eliminate those with disallowable valueg of
: . 6. Identify top performing code(s) withifk, ) constraints
cient modulation based on performance, complexity, and maturity.
Ka-band| Near Earth return 650 MHz 7. Narrow selections using, FOM analysis, to a small set of
Ka-band I_Deep_ Space 500 MH? candidate codes that work for all links.
*The bandwidth is measured by SFCG conventions as the

99% bandwidth metric for near Earth, and the 25 dB down
metric for deep space.

This procedure may be carried out on each of the links identi-
fied in the SCaN architecture [1], as clustered together in [2].

The latency requirements are given in Table 2. Although these links are already quite numerous, we found it
] necessary to further partition the links, by data rate, in order
Table 2. Latency requirements. to assure the capture of all latency and bandwidth constraints.
For example, in [2], one link listed is an operational forward

Link Type | Application | Decoder Latency S-band link with a data rate of* 60 kbps.” If it were exactly

Requirement 60 kbps, then the latency requirement in step 3 above would
\oice Near Earth 100 ms require that the blocklength satisfy< 7; x R = 6000. How-

Voice Lunar 250 ms ever, an 18 kbps link would also fall into the'60 kbps” cat-

Non-voice Any N/A egory, but in that case the blocklength constraint is the more

stringentk < T; x R = 1800. The two cases are suffi-
ciently different that different coding solutions would be rec-
ommended. To ensure that different data-rate-dependent link
drivers were captured, we partitioned the S-band data rates
These blocklength and bandwidth restrictions suggest an ininto ranges: 18 — 100 kbps, 100 — 300 kbps, 300 — 4800 kbps,
tial selection process that eliminates codes from consideratioand 4.8 — 6 Mbps.

Selection Procedure
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Initial Code Selections ing on missions. The next highest rank was given to codes
Following the first six steps above resulted in the first—stag%][ﬁgffg dté)suse the code, and the lowest rank was given to al

select of codes shown in Appendix B, in Table 6, Table 7, Ta-zl Spectral utilization

ble 8, and '_I'able 9. These are th? codes among those th".’lt meﬁ}e ranking of spectral utilization was based on the entry in
the bandwidth and latency requirements that have the h|gheﬁ%e table corresponding to “bandwidth used,” which itself is

power efficiency and acceptable complexity and maturity. a function of the given data rate and modulation spectral ef-

ficiency, and the rate of the code under consideration. There-

Yére, the ranking of the codes is a ranking of the code rates

from highest to lowest. Since the first stage select process has
) already yielded a set of candidate codes of approximately the

« Legacy codes: uncoded, (7,1/2) convolutional, and BCHyame code rate, there is no need to give additional weighting

(63,56) i ) to spectral utilization in the final FOM analysis.

o AR4JA & C; — nearly the entire family of CCSDS orange 3 pgower efficiency

book codes: (1024,1/2), (4096, 1/2, 2/3, 415), (16384, 1/2The ranking of power efficiency was based on the required

As can be seen, a relatively small set of code candidates co
ered all links:

213, 415),C; E, /Ny needed in order to achieve BER18~8. This is the
« Turbo — CCSDS blue book codes of longest and shortesiiror rate requirement of the Constellation missions, but is
lengths: (1784, 1/4, 1/6), (8920, 1/2, 1/3, 1/4) otherwise arbitrary. Except for codes with known error floors,
» Turbo Product codes — 2D and 3D versions: TPC(12871,20) st notably the turbo codes, the particular choice of error
TPC(16,11}, TPC(H64<H32xS32) rate requirement does not substantially affect the power ef-
« F-LDPC: (16k, 2/3), (16k, 8/9) ficiency ranking of the codes. This is because the codes sur-
viving the first stage selection process are of roughly the same
4. FIGURES OF MERIT ANALYSIS rate and length and are top-performing— thus, they have ap-

. . . proximately the same slope in the waterfall region.
For each link, we ranked the codes surviving the first stage, \jser purden

selection process by each of the ten FOMs. For each linkpyig js 4 measure of the cost to a mission of using a particular
the FOMs are weighted to arrive at a final FOM score. Acqqe -~ Codes of equivalent flight heritage whether extensive
couple of observations are in order regarding these weights,, | Jhavistent were assigned the same ranking.

First, because the initial selection procedure weeded out tho%e Infrastructure burden

codes that did not meet the bandwidth constraint, the remainy g jag already supported by the infrastructure (SN, GN, and
ing codes all meet the bandwidth constraint, and so there maygy \yere assigned higher ranking than those not supported
be limited value in preferring one code over another Wlthby the infrastructure. Among those not already supported,

respect to this FOM. This is true even when the bandwidthe relative ranking of codes reflects the anticipated cost to
constraint is very important or stringent. For example, if theimplement their support

bandwidth constraint forces the code rate to be 7/8 or higheg Alignment with international standards

then the vast majority of codes from the catalog are eIimi-COdeS in the CCSDS Blue Book were assigned the highest
nated from consideration in the initial selection process, buFanking CCSDS Orange Book codes were assigned the next
those that are remaining are not preferred over one another cHi‘ghest ranking. Codes that are IEEE, ITU, DVB or other
the bases of spectral efficiency because all remaining cod&§,gards for non-space applications were assigned the next
meet the constraint. Therefore, the weighting of spectral efhighest ranking. The last ranking was used for codes that are
ficiency (and latency) are quite low in the final FOM ranking not known to be part of any standard.
and analysis. 7. Robustness

) o ) With respect to coding, “robustness” captures (a) the ability
A second FOM consideration is that the links do not use they¢ y,q ¢ e to operate in the presence of carrier synchroniza-
same FOM We'gh“”gs_- Th|s IS a consequence of dI1Lferen{ion error, symbol timing error, and non-AWGN noise, (b) the
mission screnarios giving rise to different priorities. For ex-jjir to detect when a decoder is unable to decode correctly
ample, an uplink for an outer planets mission would weight ;5 ghnased to putting out a decoded stream without know-
the power efficiency FOM higher than a LEO mission, beé-j,\yhether it is in error), and (c) the lack of an error floor at
cause the outer planet mission may have a much harder stru ER < 10~%. As a general guide, codes surviving the first

gle to meet its data rate requirements without building Sig”if'stage selection and having similar code rate and length have

icantly enhanced ground infrastructure, compared to & LEQgen gpserved to have similar performance with respect to
mission. (a). Therefore, the ranking was based primarily on (b) and

C).
We now describe how the ranking was done for each of th%.)Latency

ten FOMs. As mentioned above, the first stage selection process has re-

sulted in codes that are approximately the same length, and

1. Supports legacy missions therefore, latency is given little additional weight in the fi-
The highest rank was assigned to codes that are currently fly-
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nal FOM analysis. For block codes, the ranking of latency istructure needed to support the most powerful, cost-effective,
based on the length of the block code. For the convolutionameans to meet NASA's communications needs in the coming
code, the ranking is based on the length of the traceback. decades. The final report of the study is also being reviewed
9. TRL by an international team, with the hope that we may have a
Codes with flight heritage are ranked the highest. Those witlunified approach to channel coding which will make future
space technology demonstrations are assigned the next higbellaborative missions cost efficient and interoperable.

est rank. Those with planned technology demonstrations are

next, followed by those without any plans for space flight, APPENDICES

and last, those without any known hardware implementation

in the laboratory. A. CATALOG OF CODES
10. Capacity

_ The catalog of codes considered by the CMLP study is shown
For the purposes of comparison, the study assumes use of tanie 5 |n addition to the columns shown, the study
an A_WG_N channel, which is a 9000_' approximation for COM-recorded the encoding latency, requidgg Ny with BPSK to
mhun|c§ thI’:cS fro'm sp?cr(]a - The ranklr)g of a;ggregate Capafc't%lchieve a given codeword error rate and undetected codeword
then, is a function of thet, /N required of the number of oo 1ate ‘standardization status, typical application, mission

smultgneous links that are supp_orted. Since the first StagI?eritage, encoder/decoder hardware status, space qualifica-
selection procedure has resulted in codes of roughly the same speed, and commercial or military use

code rate, the number of simultaneous links is the same for

each candidate code, and the ranking reduces to a duplication

of the power efficiency measure. As such, this FOM is given B. INITIAL CODE SELECTIONS

a low weight in the scoring system. The initial code selection process detailed in section 3 re-
sulted in selection of codes shown in Tables 6, 7, 8, and 9.

5. FINAL CODE SELECTIONS
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imental CCSDS Orange Book (AR4JA LDPC; LDPC),as [5] S. Benedetto, D. Divsalar, G. Montorsi, and F. Pollara,

indicated in the color-coding of the tables. “Soft-input soft-output modules for the construction and
distributed iterative decoding of code networkEjiro-
6. CONCLUSIONS pean Transactions on Telecommunicatidvigr. 1998.
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Table 3. Final code selections, near Earth.

Link Description Recommended Codes
Direction Band BW (MHz) | Data Rate (Mbps) Code ID Rate ILnn';l::n
<0.001 CC(7,1/2) Y% <1000
1024 to
0.001t0 3 AR4JA LDPC Y 16384
Forward S-band 6 1024 t
orwar (o]
(Uplink) 3t04.8 AR4JALDPC | 2/3,4/5 | eagy
>48 C2LDPC 0.87 7136
1024 to
X-band 50 <25 AR4JA LDPC A 16384
<0.001 CC(7,1/2) Y <1000
] 1024 to
o A 0.001to 3 AR4JA LDPC Ya 16384
-ban:
1024 to
3t04.8 AR4JALDPC | 2/3,4/5 | eaoy
>4.8 C2LDPC 0.87 7136
S-band 1024 to
Return (launch) 20 16 to 22 AR4JA LDPC % 16384
(Downlink)
1/6, 1/4,
<50 Turbo 113,152 | 8920
X-band %0 AR4JA&C2 | 05to | 1024t
.0 1o (o]
5010 150 LDPC 0.87 | 16384
1/6, 1/4,
<300 Turbo 113 153 | 8920
Ka-band 650 AR4JA & C2 1024
(o]
300 to 650 LDPG 11210 87| ooy
Table 4. Final code selections, deep space.
Link Description Recommended Codes
Direction Band BW (MHz) | Data Rate (Mbps) | Code ID Rate ILnn';‘::l
< 0.001 CC(7,1/2) Ve <1000
1/2, 2/3, 1024 to
0.001 to 40 AR4JALDPC| %= 16384
*-band %0 1/6,1/4, | 17841
,1/4, 0
Forward 0.001to 15 Turbo 113 8920
(Uplink)
> 40 C2LDPC 0.87 7136
1024 to
AR4JA LDPC A 16384
Ka-band 500 Al Tutbo 1/6,1/4, | 1784 to
1/3 8920
1/6, 1/4,
o . <50 Turbo 113, 12 8920
-pan
soto150 | NS ost0087) 1020
Return
Downlink
(Downlink) <300 Turbo 11//%' 11//42' 8920
Ka-band 500 !
AR4JA & C2 1024 to
300 to 500 LDPC 1/2 to .87 16384
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Table 5. Catalog of codes

Code ID r k n Required E}, /N, (dB) with BPSK for BER =
1072]107*[ 1076 ] 1078 ] 107% [ 10710

1 | Uncoded 1.000 1 1| 4.32| 8.40| 10.53| 11.97| 12.55| 13.06
2 | CC(3,1/2) 0.499| 1022| 2048| 2.22| 4.89| 6.84| 8.04| 856| 9.10
3| CC(5,1/2) 0.498| 1020| 2048| 2.03| 4.18| 5.68| 6.95| 7.46| 7.92
4 | CC(7,1/2), delay=5 bits, Q=inf | 0.500 Inf Inf | 3.40
5 | CC(7,1/2), delay=10 bits, Q=inf| 0.500 Inf Inf | 2.77
6 | CC(7,1/2), delay=15 bits, Q=inf| 0.500 Inf Inf | 2.39
7 | CC(7,1/2), delay=30 bits, Q=inf| 0.500 Inf Inf | 1.88| 3.51
8 | CC(7,1/2), delay=60 bits, Q=inf| 0.499| 1784| 3574| 1.70| 3.40| 4.78
9 | CC(7,1/2), delay=60 bits, Q=inf| 0.500| 3568 | 7142| 1.70| 3.40| 4.78
10 | CC(7,1/2), delay=60 bits, Q=inf| 0.500| 8920 | 17846| 1.70| 3.40| 4.78
11 | CC(7,1/2), delay=60 bits, Q=inf| 0.500| 16384 | 32774| 1.70| 3.40| 4.78
12 | CC(7,1/2), delay=60 bits, Q=inf| 0.500 Inf Inf | 1.70| 3.40| 4.78
13 | CC(7,1/2), delay=inf, hard dec. | 0.500 Inf Inf | 3.67
14 | CC(7,1/2), delay=inf, Q=3 0.500 Inf Inf | 2.13| 3.80| 5.04| 6.02| 6.43| 6.81
15 | CC(7,1/2), delay=inf, Q=8 0.500 Inf Inf | 1.91| 3.56
16 | CC(7,1/2), delay=inf, Q=inf 0.500 Inf Inf | 1.70| 3.42
17 | CC(7,2/3), delay=60 bits, Q=inf| 0.667 | 8920 | 13380| 2.41| 3.90| 5.24
18 | CC(7,2/3), delay=120 bits, Q=inf 0.664 | 1024 | 1542 | 2.36| 3.93| 5.23| 6.31| 6.79| 7.23
19 | CC(7,3/4), delay=60 bits, Q=inf| 0.750| 8920 | 11894| 2.93| 4.47| 5.77
20 | CC(7,3/4), delay=120 bits, Q=inf 0.747| 1024 | 1371| 2.84| 4.42| 578| 691| 7.40| 7.84
21 | CC(7,5/6), delay=60 bits, Q=inf| 0.833| 8920 | 10704| 3.65| 5.17| 6.44
22 | CC(7,5/6), delay=120 bits, Q=inf 0.829 | 1024 | 1235| 3.43| 4.98| 6.32| 7.47| 7.96| 8.40
23 | CC(7,7/8), delay=60 bits, Q=inf| 0.875| 8920 | 10195| 4.20| 5.83| 7.25
24 | CC(7,7/8), delay=120 bits, Q=inf 0.871| 1024 | 1176| 3.90| 5.36| 6.68| 7.90| 8.44| 8.93
25 | CC(9,1/2), delay=45?, Q=inf 0.500 63 126 | 156| 291| 4.12| 5.12| 557| 5.99
26 | CC(9,1/2) 0.496| 1016| 2048| 1.56| 2.91| 4.12| 5.12| 557| 5.99
27 | CC(9,1/2) 0.499| 4088 | 8192| 1.56| 2.91| 4.12| 5.12| 557| 5.99
28 | CC(15,1/4) 0.247| 1010| 4096| 0.36| 1.48| 2.55 3.38| 3.80| 4.20
29 | CC(15,1/6) 0.164| 1010| 6144| 0.16| 1.34| 2.42 3.23| 3.64| 4.03
30 | RS(255,223) 0.875| 1784| 2040| 4.78| 590| 6.38| 6.74| 6.90| 7.05
31 | RS(255,239) 0.937| 1912| 2040| 4.60| 6.46| 7.08| 7.56| 7.76| 7.96
32 | RS(252,220) 0.873| 1760| 2016| 4.79| 591| 6.39| 6.75| 6.91| 7.06
33 | RS(255,223)+(7,1/2), I=1 0.437| 1784| 4080| 1.97| 2.56| 2.94
34 | RS(255,223)+(7,1/2), 1=2 0.437| 3568 | 8160 2.34
35 | RS(255,223)+(7,1/2), I=3 0.437| 5352 | 12240| 1.89| 2.27
36 | RS(255,223)+(7,1/2), 1=4 0.437| 7136| 16320| 1.89| 2.24
37 | RS(255,223)+(7,1/2), I=5 0.437| 8920| 20400| 1.88| 2.23
38 | RS(255,223)+(7,1/2), 1I=8 0.437| 14272| 32640| 1.88| 2.19| 2.40
39 | RS(255,223)+(7,1/2), 1I=16 0.437 | 28544 | 65280| 1.89| 2.20| 2.39
40 | RS(255,239)+(7,1/2), I=1 0.469| 1912| 4080| 1.84| 2.72
41 | RS(255,239)+(7,1/2), I=2 0.469| 3824| 8160| 1.82| 2.47
42 | RS(255,239)+(7,1/2), 1=3 0.469| 5736| 12240| 1.82| 2.37
43 | RS(255,239)+(7,1/2), 1=4 0.469| 7648| 16320| 1.83| 2.33
44 | RS(255,239)+(7,1/2), I=5 0.469| 9560 | 20400| 1.85| 2.32
45 | RS(255,239)+(7,1/2), 1=8 0.469 | 15296 | 32640| 1.83| 2.30| 2.58
46 | RS(255,239)+(7,1/2), I=16 0.469 | 30592 | 65280| 1.84| 2.30| 2.59
47 | RS(255,223)+(7,1/2), I=5 0.469| 4780| 10200| 1.88| 2.23
48 | RS(255,223)+(7,2/3), I=5 0.625| 6373| 10200| 2.62| 2.92
49 | RS(255,223)+(7,3/4), I=5 0.703| 7170| 10200| 3.15| 3.47| 3.68
50 | RS(255,223)+(7,5/6), I=5 0.781| 7966 | 10200| 3.87| 4.22
51 | RS(255,223)+(7,7/8), I=5 0.820| 8365| 10200| 4.39| 4.77
52 | RS(255,239)+(7,1/2), I=5 0.469| 4780| 10200| 1.85| 2.32
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Table 5. Catalog of codes (continued)

Code ID r k n Required E}, /Ny (dB) with BPSK for BER =
10°2]107*[10°¢ ] 1078 [ 1077 [ 1071°
53 | RS(255,239)+(7,2/3), I=5 0.625| 6373| 10200| 2.54| 2.97| 3.25
54 | RS(255,239)+(7,3/4), I=5 0.703| 7170| 10200| 3.06 | 3.52| 3.79
55 | RS(255,239)+(7,5/6), I=5 0.781| 7966 | 10200| 3.79| 4.27| 4.56
56 | RS(255,239)+(7,7/8), I=5 0.820| 8365| 10200| 4.33| 4.83| 5.15
57 | Turbo(1784,1/6) 0.166| 1784 | 10728| -0.18| 0.14| 0.34| 0.57
58 | Turbo(1784,1/4) 0.249| 1784 | 7152 0.42| 0.67
59 | Turbo(1784,1/3) 0.333| 1784| 5364| 0.31| 0.66| 0.88
60 | Turbo(1784,1/2) 0.499| 1784| 3576| 0.92| 1.29| 1.54| 1.92
61 | Turbo(3568,1/6) 0.166| 3568 | 21432 -0.04| 0.14
62 | Turbo(3568,1/4) 0.250| 3568 | 14288 0.23
63 | Turbo(3568,1/3) 0.333| 3568 | 10716| 0.22| 0.47| 0.62
64 | Turbo(3568,1/2) 0.499| 3568| 7144| 0.83| 1.10| 1.27
65 | Turbo(7136,1/6) 0.167| 7136| 42840| -0.34 | -0.17 | -0.01
66 | Turbo(7136,1/4) 0.250| 7136| 28560| -0.08 | 0.11| 0.26
67 | Turbo(7136,1/3) 0.333| 7136| 21420| 0.16| 0.33| 0.45
68 | Turbo(7136,1/2) 0.500| 7136| 14280| 0.78| 0.97| 1.11
69 | Turbo(8920,1/6) 0.167| 8920 | 53544| -0.35| -0.20 | -0.10| -0.02
70 | Turbo(8920,1/4) 0.250| 8920 | 35696| -0.07 | 0.09| 0.19| 0.27| 0.42
71 | Turbo(8920,1/3) 0.333| 8920 | 26772| 0.14| 0.31| 0.42| 0.58
72 | Turbo(8920,1/2) 0.500| 8920 | 17848| 0.77| 0.94| 1.06| 1.30
73 | Turbo(16384,1/6) 0.167 | 16384 | 98328
74 | Turbo(16384,1/4) 0.250 | 16384 | 65552
75 | Turbo(16384,1/3) 0.333| 16384 | 49164
76 | Turbo(16384,1/2) 0.500 | 16384 | 32776
77 | BCH-SEC(63,56) 0.889 56 63| 4.12| 7.07| 875| 9.99| 10.47| 10.95
78 | BCH-TED(63,56) 0.889 56 63| 4.82| 890 11.04| 12.46| 13.06| 13.55
79 | AR4JA(64,1/2) 0.500 64 128
80 | AR4JA(1024,1/2) 0.500| 1024 | 2048| 1.14| 1.57| 1.89| 2.17| 229| 241
81 | AR4JA(1024,2/3) 0.667| 1024 | 1536| 1.89| 2.39| 2.75| 3.04| 3.15
82 | AR4JA(1024,4/5) 0.800| 1024| 1280| 2.77| 3.36| 3.76| 4.14
83 | AR4JA(4096,1/2) 0.500| 4096| 8192| 0.93| 1.12| 1.26| 1.39
84 | AR4JA(4096,2/3) 0.667| 4096 | 6144| 1.67| 1.90| 2.07| 2.20
85 | AR4JA(4096,4/5) 0.800| 4096 | 5120| 2.55| 2.84| 3.04| 3.21
86 | AR4JA(16384,1/2) 0.500| 16384 | 32768| 0.75| 0.87| 0.96| 1.03
87 | AR4JA(16384,2/3) 0.667 | 16384 | 24576| 1.54| 1.68| 1.78
88 | AR4JA(16384,4/5) 0.800| 16384 | 20480 | 2.47| 2.64| 2.74
89 | (5, 50 iterations 0.875| 7136| 8160 4.19
90 | TPC(128,1209) 0.879| 14400| 16384| 3.30| 3.59| 3.72| 3.90
91 | TPC(64,575 0.793| 3249| 4096| 2.50| 2.92| 3.17| 3.62
92 | TPC(53,46%(51,44) 0.749| 2024 | 2703| 2.30| 2.75| 3.10| 3.65
93 | TPC(39,32) 0.673| 1024| 1521| 2.00| 2.55| 3.30| 3.90
94 | TPC(32,26) 0.660 676 | 1024| 1.80| 2.50| 3.15| 3.85
95 | TPC(19,13) 0.468 169 361| 1.65| 2.85| 4.10| 5.00
96 | TPC(32,26%(32,26)x(4,3) 0.495| 2028 | 4096| 1.50| 1.90| 2.40| 3.10
97 | TPC(32,26%(32,26)x(16,11) | 0.454 | 7436| 16384| 1.30| 1.46| 158 | 1.72
98 | TPC(16,11x(16,11)x(16,11) | 0.325| 1331| 4096| 0.90| 1.21| 1.50| 1.80
99 | TPC(S16<H64%) 0.744 | 48735| 65536| 2.30| 2.50| 2.55| 2.60
100 | TPC(H64xH32xS32) 0.701 | 45942 | 65536| 2.05| 2.20| 2.33| 2.50
101 | TPC(H64xH32?) 0.588 | 38532 | 65536| 1.80| 1.84| 1.88| 2.04
102 | TPC(H16xH64%) 0.545| 35739 | 65536| 1.78| 1.82| 1.86| 2.02
103 | TPC(S4<H16xH32?)
104 | TPC(H16)
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Table 5. Catalog of codes (continued)

Code ID r k n Required E}, /Ny (dB) with BPSK for BER =

10°2]107*] 107 [ 1078 [ 1077 [ 10710

105 | TPC(S16<H32?) 0.619| 10140| 16384 | 1.60| 1.80 2.06 2.42

106 | BCH-LDPC(16200,1/4) | 0.190| 3072| 16200 < 1.00

107 | BCH-LDPC(16200,1/3) | 0.323| 5232| 16200 < 0.84

108 | BCH-LDPC(16200,2/5) | 0.390| 6312 | 16200 < 0.98

109 | BCH-LDPC(16200,1/2) | 0.434| 7032 | 16200 < 1.30

110 | BCH-LDPC(16200,3/5) | 0.590| 9552 | 16200 < 2.14

111 | BCH-LDPC(16200,2/3) | 0.656 | 10632 | 16200 < 2.14

112 | BCH-LDPC(16200,3/4) | 0.723 | 11712 | 16200 < 2.56

113 | BCH-LDPC(16200,4/5) | 0.767 | 12432 | 16200 < 2.92

114 | BCH-LDPC(16200,5/6) | 0.812 | 13152 | 16200 < 3.24

115 | BCH-LDPC(16200,8/9) | 0.879 | 14232 | 16200 < 3.98

116 | BCH-LDPC(64800,1/4) | 0.247 | 16008 | 64800 < 0.75

117 | BCH-LDPC(64800,1/3) | 0.191 | 12408 | 64800 < 0.59

118 | BCH-LDPC(64800,2/5) | 0.397 | 25728 | 64800 <0.73

119 | BCH-LDPC(64800,1/2) | 0.497 | 32208 | 64800 < 1.05

120 | BCH-LDPC(64800,3/5) | 0.597 | 38688 | 64800 < 1.48

121 | BCH-LDPC(64800,2/3) | 0.664 | 43040| 64800 < 1.89

122 | BCH-LDPC(64800,3/4) | 0.732 | 47408 | 64800 < 2.31

123 | BCH-LDPC(64800,4/5) | 0.797 | 51648 | 64800 < 2.67

124 | BCH-LDPC(64800,5/6) | 0.831| 53840| 64800 < 2.99

125 | BCH-LDPC(64800,8/9) | 0.887 | 57472 | 64800 < 3.73

126 | BCH-LDPC(64800,9/10) 0.898 | 58192 | 64800 < 3.89

127 | Flarion- low threshold 0.500| 4096| 8192 | 0.72 | 0.95 1.11 | >1.43

128 | Flarion- low floor 0.500| 4096| 8192| 0.90 | 1.13 1.29 144 | 151 | 159

129 0.750 432 576

130 0.750| 1008 | 1344

131 0.750| 1728 | 2304

132 0.500

133 0.667

134 0.833

135 | (3,4,7)LPDC(64) 0.500 64 128

136 | (3,4,7)LPDC(128) 0.500 128 256

137 | (3,4,7)LPDC(256) 0.500 256 512

138

139 | F-LDPC (4096, ) 0.500| 4096| 8192| 1.25| 1.58 1.78 1.95

140 | F-LDPC (4096, 2/3) 0.667| 4096| 6144| 190 | 2.28 2.48 2.62

141 | F-LDPC (4096, 4/5) 0.800| 4096| 5120| 2.75| 3.13 3.36 3.52

142 | F-LDPC (4096, 8/9) 0.889| 4096| 4608| 3.50| 4.03 4.30 4.68

143 | F-LDPC (4096, 16/17) | 0.941| 4096| 4352| 4.10| 4.98 5.32 5.90

144 | F-LDPC (8192,) 0.500| 8192 | 16384 | 1.22| 1.50 1.65 1.75

145 | F-LDPC (8192, 2/3) 0.667| 8192| 12288| 1.90| 2.18 2.34 2.48

146 | F-LDPC (8192, 4/5) 0.800| 8192 10240| 2.70| 3.05 3.18 3.30

147 | F-LDPC (8192, 8/9) 0.889| 8192| 9216| 3.50| 3.90 4.10 4.25

148 | F-LDPC (8192, 16/17) | 0.941| 8192| 8704 | 4.20| 4.90 5.13 5.50

149 | F-LDPC(16k,) 0.500| 16384 | 32768 | 1.10| 1.25 1.32 140| 1.44| 1.48

150 | F-LDPC(16k, 2/3) 0.667 | 16384 | 24576| 1.80| 1.94 2.02 211| 2.15| 2.18

151 | F-LDPC(16k, 4/5) 0.800| 16384 | 20480| 2.65| 2.83 2.93 3.03

152 | F-LDPC(16k, 8/9) 0.889| 16384 | 18432| 3.50| 3.73 3.83 3.97

153 | F-LDPC(16k, 16/17) 0.941| 16384 | 17408| 4.20| 4.68 4.82 5.00

154 | (3,1/2)+acc.

155 | CRC-32

156 | CRC-96

13




07 9z8y 0 9eLL [ S/8°0 suonelsy 05 ‘20 00000052 | ¥¥8°0 | 80zer Gze | 05z
Zre 912 0 [orioL[6190 (2vzeHx918)0dL . . 0sz | szl
g8l 0°/8¥ 0 | v8e9l [ 2990 (£/2°v8E9LIVrPaY 000005zl | 6v90 | 89WTE 0sz | szl
€0l L'vee 0 #8€91 | 0050 (2/1 ‘8291 )VrvdY . . . (o= (go=u) szl | s
— ueqg-e
850 zi8b 0 | oces |ece0 (€/1°0g68)0GINL USUEER | B0 | GewEb L0 00S | =) g) ueissnes |ySNG pepooaid g | oz | PUBeM
! G06€ Z ¥8.l | 6¥20 (¥/1'¥8L1)oqunL Gl !
6e') 816l 2 9607 | 0050 (2/1°960V)V vy 00000} G610 v'16 6. !
120 8'68¢€ 6 0268 | 0520 (/1 °‘0z68)0ainL GL L
e G'es 0 |ovioL[6190 (2vzeHx918)0dL . . 00L | 0S
g8l L'6v 0 | v8e9l [ 2990 (£/Z°v8E9LIVrPaY e | @ i 00L | 0S
crl 1'€€ 0 9607 | 005°0 ploysay} mo| -uope|4 (560 0S vz
€0'L 1'€e [ ¥8€91 | 0050 (271 v8e91LVrraY 00000%Z | 1EE0 9591 20 = qTL8) NS NVO-9L 0S [Z4
850 L'6¥ 0 0268 | €£€°0 (e/1'0z68)0qnL 0S vz wney
610 L'y 0 9elL [ 2910 (9/1°9g12)oqunL . . vz | 8l
200 Ly 0 0268 | 2910 (9/1‘0z68)0gun L T | GEbU Ha 03 ve 8l
6L°0 8Ly | 9eLL | 2910 (9/1'9g12)oquny . . . (ge0 ’ 8l 9
z00- 8y L, | ozes | 2910 (9/10z68)0%NL 000009 | 610 | 96 % =q g odys | M1Sd® 8| 9 | suegy
! zie vl ¥8.L | 6¥2°0 (/1 '¥821)oqunL (60= (G0 =) 9 |s2L0
6e'L 96l Z¢ | 960% | 0050 (2/1°9607)Vrydy 008ZL 9510 6L, 120 — - o 9 |szl0
s 4 19) uelssnes |YSIND pepooald
120 zle 0L | 0268 [ 0520 (¥/1°‘0z68)0ainL 9 |szl0
009 LS 09 09 | 0050 | £=O ‘sna 09=Aeep (z/1°2)20 821°0 | L1000
666 ze 95 95 | 6880 (95°€9)03s-HOg 00} 0120 ¥8C 821°0 | 1000
00zl 8z [ L |oo0} papooun 8210 | 1000
N 913} U
9 00 09 | 09 |0050 | £=0 'Siq 09=AeRp Z/L'000 |00 v poIIMIN | NAAISAINOD 17 65:0 000
666 00 95 95 |6880 (95°'€9)03S-HOg 00} 9000 200 1000 | 1000
ZL 00 [ L |oo0) papodun 1000 | 1000
07 G105 0 9elL [ S/80 suoness 0g 20 00000052 | 280 9'8ev 00§ | 0SzZ
06°€ 9'8el 0 | v8e9l [ 0050 (2/1v8e91L)VrraY 0000052 | 6E¥°0 €612 0s¢ | GL
610 0'56¢ L 9elL [ 2910 (9/1°9g 1 2)0qunL 005 Gl I | pueg-ey
200 66 6 0268 | 2910 (9/1°0z68)0ainL 00000} ZEL0 6169 [ !
€0') 9LEl 9l | ¥8€9L | 0050 (2/1'78€91)VrvdY 6. }
107 z0S 0 9eLL | S/8°0 suonelsy 05 ‘20 000000% | 280 98'ey 0S oy
1z¢e 6y 0 9607 | 008°0 (S/7°960P)V IV
28T 6y 0 [ v8€9l [ 0080 (517 v8E9LIVr eV 00000€€ | 20L°0 60°GE or | €€
0SZ 105 L | zvesy | 1040 (2eSX2EHX9H)OdL 18pI0 o
Zre 8oy [ 0¥L0l | 61970 (2v2eH*918)0d L . . rLl o yponusyng | NdMSHOO
8L vey L | v8€9l | £99°0 (€/2°¥8EQLVI AV UERUED | G0 | ESUE " el
crl 182 0 9607 | 0050 ploysay} mo| -uole|4 05
€0'L 182 I ¥8€91 | 0050 (211 'v8E9LVrPHY 000002} 182°0 Yo'yl 9l 2zl psemiod
850 ¥42 [ 0268 | €€€°0 (g/1°0z68)0qNL
L 442 0 ¥8LL | 6¥2°0 (/1 ¥821)00in) pueg-x
[ Lz ! 9607 | 005°0 (2/1°960¥)VrydY 000008 112°0 €501 zl 8
120 ¥4 } 0268 | 0520 (¥/1‘0z68)0qInL
6L°0 L'zy 9s 9eLl [ 2910 (9/1'9g12)oqun) . . .
200 Vzy 0L | 0268 | 2910 (9/1°0z68)0GNL ooszh | owo | 20 8 |so
9 'S 09 09 | 00570 | £=O ‘sha 09=Aeldp (2/1°2)00
666 ze 95 95 |6880 (95°€9)03S-HOg 00} 0120 ¥8 821°0 | L000
zl 82 l L 000} papooun .
213)|JU
009 00 09 09 | 0050 | £=0 ‘sua 09=Aeep (z/1°2)20 |00 v passiun NASAINO
666 00 9s 96 |6880 (95'€9)03S-HOg 00l 9000 200 1000 | 1000
00zl 00 ! L | o000} papodun
XeN | UIN
K
8-31=y39 (1) ommcemﬁr popooun| _©M8 8P
ansIyoe  |(zyi) pasn| (oasw) | ybus) (1) sjes al uo paseq | ©PUNoq & “zyn) | 52 (zH/s/a) |(zUN) ma adAy al uoneINpow (sdan) pueg |uoposng
0} ON/J3 |Yipimpueg >o:w«ml_ )20|q | /pod apod uno Jamo| 4 as >ocw_o_tw a|qe|leAy ._au__u:m:_nm_._w : ajey ejeq : -
pannbay ndu) @punoq MEP3SN | e noadg
1addn y
uonenpow @)UOEeINPON

()S9POH papuawWWoddy abeys ysii4

papuswwoosal Buisn ‘sjuleljsuod yui

papusawiwossy

uonduosaq yui

"S$yul| 8oeds daap o} SUONJ8|8S 8P0I [eniu] 9 a|qeL

14



b z6e 4 8.l | 6%2°0 (#/1'¥821)09un ]
€0} G/l 9L [ 8¢9l [ 0050 (2/1'¥8€91)VrvHY 00000} | 8500 118 vLL 19pI0 49 yHomBPNg | Nd/MSAOO
120 1'Ge 6 0268 | 0520 (¥/1°0z68)00unL
L 9¥E 4 ¥8.L | 6¥2°0 A?:.vmtwoeﬁ o5t (520 (50 =) o r pueax
€0'L Tl 91 | ¥8€9L | 00S0 Z/1'¥8E9L)VIeY 000001 | 2S00 298 alL'L e ssn
120 G¥E 6 0268 | 0520 (¥/1°0z68)00unL 9 1g) uESSNED | NSWO pepodaid
107 09 ) 9el. [ G280 suonessyl 0g ‘20
16'€ 6S € ¥8€9L | 688°0 (6/8 ¥91)0da1-4 00008% | 2870 9z's 9 8y
06'€ 09 € 00¥¥) | 6280 2v(0Z1'821)0dL
1ze €g L 960% | 008°0 (S/+'9601)V eV
28¢C €g S ¥8€91 | 008°0 (G/7'¥8€91)VrvdY 00000€ | 20.°0 \Zy 8y €
0SZ 09 Sl | zwesy [ 1020 (zeSXZEHXY9H)DdL vLL J8pIo Y19 yHomising | INd/MSJODO
6E1 €g Ly 9607 | SO (2/1°9607)VrirdY . . .
el € 68 | 0268 (0050 (2/1'0z68)0qunL 0000v | 6eEVO | &9%¢ i premioy
112 Z0 1S ¥20L | 00S°0 2/ vZ0L)Vryay
08’1 €0 (2 reel [szeo| (Li‘oux(LioL)x(11'91)odL | 0081 G100 600 1'0 | 8100
150 G0 66 ¥8.1L [ 9910 (9/1¥821)ogqunL 9 pueq-g
L0V 6'S L 9€L. | G/80 suonela)l 06 ‘20
16'€ 8'G € ¥8€91 | 688°0 (6/8 ™M91)0da1-4 000087 | 2980 AN 9 8%
06'¢ 6S € 00v¥) | 6280 2v(0Z1'821)0dL
1z€ zs L 9607 | 008°0 (5/v"9601)V Y
28¢C ZS S ¥8€91 | 0080 (S/7'v8e91)VriraY 00000 | 0690 4% (620 (G0=u) 8y €
0SZ 66 Gl [ zwesSy | 1020 (zeSXZEHXY9H)Dd L 9Ll =G LE) UBISSNED) | SISINGD POpOsid
6E1 ZS Ly 960¥ | S0 (2/1°960V)VrrdY — I ’ s .
€l 4] 68 0268 | 0050 (2/1°0z68)0aunL
112 Z0 .G ¥20L | 0050 (/1 'veoL)vrydy
08l €0 v teel [ 6zeo | (Li'oL)x(Li'oL)x(1L1'91)odL 008} 7100 600 1’0 | 8100
150 S0 66 ¥8/1 [ 9910 (9/1¥821)0gIn
xey | uin
Kouaje|
g-a1=y39 (1) ©M8 %66
anaiyoe  |(zuw) pasn| (ossw) | yibusy |(1) spes al oosw 001 | ounog| “WREPOMM | (zysiq) |(zumw) ma (sdaw)
o} oN/q3 |uyipmmpueg|Aousie| yoolq | apoo 8poo uo paseq lamoj 4 (zuw) Kouaroiyye [a)qejieay adAy Jeyid/Buideys | i uoneinpow ajey ejeq pueg |uohoang
pasinbay nduy m%_c Q:%m M8P3SN | b i5adg

()S9POD papuswwoddy abeyg jsii4

uole|NpoW pPapusaWLIOdal
Buisn ‘sjuiesysuod yui

@»UOIIBINPOIAl PBPUSWILWIOIDY

uonduosaq yui

"SyUI| UOND3JIP pJemlio] ‘yues jeau Joj SUOID8[as apod [eniul /L ajgel

15



107 8'6 0 9el. [G/80 suonessyl 0§ ‘20 . . . (ge0

ol 98 0 ; ) papOOUN 000009} | 9580 96'8 152 Ob |- lope; 4o-1iol) DUNS MSd8 2z 9l

0¥ 09 L 9eL. [ G280 suonessy 0g ‘20

16'€ 6G € ¥8€91 | 688°0 (6/8 ™M91)0da1-4 00008% | 2870 9z's 9 4

06'¢ 09 € 00¥¥L | 6280 2v(0Z1'821)0dL

1z €g [ 960% | 008°0 (S/7'9601)VryaY

8¢ €S S ¥8€91 | 008°0 (S/7'¥8E91IVIr Y 00000€ | 20L°0 (Y44 8y €

052 09 Gl [zwesy | 1020 (zeSXZEHXY9H)Od L vl JapJo yi1g ydomislng | INd/MSJDO

6E1 €S Ly 960¥ | S0 (2/1°960¥)V Y . } .

el €S 68 0268 |00S0 (z/1'0z68)0aunL el R He 2 a

112 Z0 .G ¥20L | 00S°0 (/1 'veoL)vrydy

08l €0 (2 reel [ 6ze0 | (Li'oL)x(Li'oL)x(1L1'91)odL 0081 GL00 600 1’0 | 8100

150 S0 66 ¥8L1 | 9910 (9/1¥821)ogunL

1z LS B ¥8€91 | 2990 (e/z M91)odat-4

0ze LS ! 9607 | 2990 (£/2'9607)V Y 000087 | €€9°0 8¢ 9 8y

g8l LS € ¥8€91 | 2990 (£/2'¥8€91L)VIPHY

6E1 1’9 L 9607 | 005°0 (2/1°960V)VrrdyY

0g'l 1’9 € 0Z68 | 0050 (z/1°0z68)0InL 00000€ | 9050 ¥0'€ (60 8y ¢ | pueg-s | wmey

€0'} 1’9 S | ¥8€9l | 0050 (2/1'v8E9LVryaY 8G°} 9 |- Jopes gorol) Dy [HSHOS) %SO

6el 8'€ v 960% | 0050 (2/1'9607)VrrdY 0000L | 9160 - 5 6

850 LS 68 0268 | ££€°0 (€/1°0z68)0aunL

112 10 .G ¥20L | 00S°0 (/1 'veoL)vrydy

08l Z0 2 teel [6ze0 | (Li'oL)x(Li'oL)x(11'91)odL 0081 1100 900 1’0 | 8100

150 v'0 66 ¥8/1L | 9910 (9/1¥821)ogunL

L0 6S b 9el. [ G280 suonessyl 0§ ‘20

16'€ 8'G € ¥8€9L | 688°0 (6/8 91)0da1-4 00008% | 2980 PANC 9 8y

06'€ 6G € 00¥¥L | 6280 2v(0Z1'821)0dL

1ze zS L 9607 | 008°0 (S/+'9601)V eV

282 ZS S ¥8€91 | 008°0 (57" ¥8€91)VrvdY 00000€ | 0690 14%4 (sz0 (50 =4 8y €

0S2 6'S Gl | 2vesy | 10L°0 (2eSXZEHXYIH)OdL 9Ll —q1g) UBISSNES | MSWS Popoosid

6elL zs Ly 9607 | SO (2/1°9600)VrraY 00000 | Lev0 662 ’ e L'o

el zs 68 0268|0050 (z/1°0z68)0aun1L

/112 Z0 1S ¥20L | 00S°0 (2/L'v20L)Vrydy

08’} €0 23 reel [Gzeo | (LL'oL)x(Li'oL)x(L1'91)odL 008l 7100 600 10 | 8100

/G0 G0 66 ¥8.1 [ 9910 (9/1¥821)0gin |

xely | uiN

sor=uza) N cosu [l o ool wpopooun |cMa%sE) (sdan)
analyoe |(z asn| (oosw ybua) |(4) ajeu uno . ‘(zH/s, 2| S
0} o—ﬂnm Eﬂ_v_s%:mm_ Kouaje rv__co_a_ muoao w%nho Mo ﬂﬂﬂmn _W_VMBO_“H AN;_M.,_wV >o:_“\_u\_“m w_”_“_b___%»m_ adAL sepiy/Buideys | @l uoneinpop muwmn”w_\a‘mn_ pueg [uonoalia
palinbay induj m%u dn “ MEPSN [0 noadg

()S9P0H papusWWOoIdYy abeys jsii4

uole|npow PapuaWIodal
Buisn ‘sjulesysuod yui

(@yUOII_[NPOI\ PAPUSWIWOIDY

uonduoasaq yul

"S)UI| pueg-S ‘UoNJBJIP UINIBJ ‘YT Jesu o) SUOIDS|9S 3P0J [eniu| ‘g a|gel

16



L0 9929 o | 9+ 580 SUORBISN 05 29 00000059 | 0160 | zzies | 09 - tm._ms ous |(S4OS) S0 0001 | 059
0¥ 0259 L 9eLL [ G280 suonesall 0§ ‘20 000001 | 2280 | 8108 [ 19pI0 4,9 ydomiapng | Nd/MSJOO
g8l . ¥8€9L | £99°0 (€/2'P8€91L VIV . . . 059 (5o pueg-ey
1219 9L 00000l | €€9°0 | 6ELLY 851 = 1008} JO-1I01) OUYS (ISdOS) ¥SdOO| (oo )
L0 . 9L | 6.8°0 suonela}l 05 ‘20 . . . (sz0 (50=u)
8'0v9 L 00000l | 298°0 | V€095 9Ll =G 1g) UBISSNED | SSIND Pepodsid
107 Seel 0 9eLL [ G180 suoyess) 0g ‘20 (6e0
16'¢ €lel 0 ¥8€91 | 688°0 (6/8 %91)0dd1-4 8LL°0 €L°9L1 LGC = 10J0B} JO-||01) OHYS
06'€ 8'Z€l 0 00v¥) | 6280 2v(0Z1'821)0dL 000000vZ JSd8 00e | ovz
107 Lyl 0 9eLL [ G280 suopessyl 0g ‘20 S0
L6'€ vevl 0 ¥8€91 | 688°0 (6/8 191)0dd1-d yy8°0 | 859t LeC = 10J0B} JO-||0J) OHYS
06'€ 0'vyl 0 00v¥L | 6280 2v(0z1'821)0dL
0SZ v'Sel 0 Zy6SY | 1020 (z2eSXZEHXYIH)DdL
1z vyl 0 ¥8€9L | 2990 (e/2 191)0daT4 0000000} | €€9°0 v6'v6 0SL | 00L
G8'L v'erl 0 ¥8€91 | 2990 (€/2'78E91)VriryY (50 A v
g8l 676 0 ¥8€91 | 2990 (£/2'78€91)VrvY . . 85'L 0 MSOS) ¥SADO
2 . = 10J0B} JJO-||0J) DY uinje
€0} 99zl 0 ¥8€91 | 005°0 (2/1'¥891)VrvHY 000000 | ccv'0 6ce9 $HOI0) xS oob | 08 s
€0'L €€9 9L | ¥8¢9l [ 00S°0 (2/1'v891)VrydyY . .
120 99zl 6 0Z68 | 0SZ°0 (/1°0268)09InL 00000} | 120 s9le 0s g
107 G051 0 9eL. [ G280 suonessyl 0g ‘20 oS} pueg-x
16'€ 0¥l 0 ¥8€91 | 688°0 (6/8 91)0daT-4 0000000} | 22870 | 8SLEL 0SL | 00L
06'€ L6yl 0 00v¥L | 6280 2v(021°821)0dL
e LIyl 0 0vL0L [ 6190 (2vzeH*915)0dL . . 4N J1apio 49 ydomiapng | Nd/MSADO
g8l 9'lel 0 ¥8€91 | 2990 (e/2'v8€91L)VIPHY 0000005 | 5850 cLis 0oL | 08
€0'L L/8 9L | ¥8€9l [ 0050 (2/1'¥8€91)VrvHY . .
850 9lel 6 0z68 | ££€°0 (g/1°0z68)0aunL 00000 | 2620 9sey 0s g
107 6Ll 0 9eLL [ G180 suonessyl 0§ ‘20
16'€ GGhl 0 ¥8€91 | 688°0 (6/8 91)0da T4 0000000} | 2980 | LE6ZL 0SL | 00L
06'¢ L lv) 0 00¥¥L | 6280 2v(0Z1'821)0dL (520 (50 =)
e €6El 0 0vL0L [ 6190 (2vzeH*915)0d L . . 9Ll -1 9) ueissne 500081
GHll 6zl 0 T A 0000005 | S/5°0 1298 g7 1Q) ueissneg | JSWO Papooald | Q0L | 0S
€0'L z98 9L | ¥8€9l [ 0050 (2/1'v8€91)VrPHY . .
850 v'62l 6 0268 | ££€°0 (€/1‘0268)0gin.L 00000} | 2820 Lev 0s r
xe | uin
Kouaye
Fanonios. [izan) posn] sosu) | et [ soeuon) wpepooun | o0 ) [(zum) (sdaw)
anaiyoe [(zyw) pasn| (oasw) | yibus) |(1) ayes al @punogq| “, (zHrs/a) |(zuw) ma sdai
o} oN/q3 |uipmmpueg|Aouaje| yo0iq | apod apoo uo ﬂﬂﬂmg J19moj| 1 Ans_b_mv Kouaioiyya |ajgejieay adAy se)i3/Buideys | @l uoneinpo ajey ejeq pueg [uonoalig
pasinbay nduy AH%E: M__ MEP2SN | 150dg

()S9POD papuawwoddy abejg sii4

uone|NPOW PapUAWLIOIA
Buisn ‘sjulesysuod yui

(@»UOIIBINPOIAl PBPUBWILIOIDY

uonduosaq yui

"SyUI| pueg-eY pue pueg-X ‘UoNIaJIp UIN}aJ ‘Yued Jeau J0) SUOIISI3S apood [eniu] ‘6 a|gel

17



J. Wesdock, and C. Patel, “Formulation of modula-
tion recommendations for future nasa space communi-
cations,” inlEEE Aerospace ConferencBig Sky, Mon-
tana, Mar. 2008.

has been with the Jet Propulsion Laboratory, Caltech, where
he is now supervisor of the Information Processing Group.

programs. Les was JPL's Chief Technologist for the 2002
fiscal year and developed JPL's strategy for technology de-
velopment. Along the way Dr. Deutsch has published over 60 V2
papers in the fields of communications, microelectronics, and
spacecraft systems.

error correcting codes and data compression.

Dennis Leeearned his B.S. from Case

. Western Reserve University in 1997 and

" his M.S. from Rensselaer Polytechnic

~ Institute in 1998, both in Electrical Engi-
neering. Since 1999, he has been a mem-
ber of technical staff in the Digital Sig-
nal Processing Research group at the Jet
Ay Propulsion Laboratory. Currently, his re-
search interests include bandwidth efficient modulations and
high rate signal processing.

BIOGRAPHY

Jon Hamkins received the B.S. de-
gree in electrical engineering from the
California Institute of Technology (Cal- &
tech), Pasadena, in 1990 and the M.S.
and Ph.D. degrees in electrical and com-
puter engineering from the University of
lllinois at Urbana-Champaign in 1993
and 1996, respectively. Since then, he

Frank Stocklin joined NASA in 1967
as a test engineer for all Goddard Space
Flight Center (GSFC) remote ground
stations. He assumed responsibility for
all link and geometric analysis for mis-
sions using the NASA Ground Net-
work (GN) and Space Network (SN).
o He served as project engineer for the
Gamma Ray Remote TDRSS System installed at the Can-
berra Deep Space Network tracking station. He served as
project engineer for the McMurdo TDRSS Relay System in
Leslie Deutschis the Chief Technol- Antartica (2 sites) and also for the TDRSS National Science
ogist and manager of the Architecture Foundation Sou_th Pole station. Cur_rer?tly he ia responsible for
and Strategic Planning Office for the all RF/Geometric analyses for all missions using the GN/SN.

Interplanetary Networks Directorate at

JPL. A mathematics graduate of Cal-
tech, Dr. Deutsch has held various posi-

L tions during his 27 years at JPL includ-

ing management of several technology

John Wesdockis a Program Manager
at ITT Corporation, Advanced Engineer-
ing and Sciences division. Since join-
ing ITT in 1990, John has provided ex-

tensive systems engineering support to
the NASA/GSFC Space Network and
Ground Network and their various cus-
N tomers. John currently oversees ITT’s
NASA Programs mathematical modeling and simulation
group. John received his B.S.E.E. from the University of
Pittsburgh in 1990 and his M.S.E.E. from George Washington
University in 1994.

Dariush Divsalar received the Ph.D.

dgree in electrical engineering from the
University of California, Los Angeles in
1978. Since then, he has been with the
Jet Propulsion Laboratory, California In-
stitute of Technology, Pasadena, where

Chitra Patel is an RF Systems Engi-
neer at ITT Industries Advanced Engi-
neering and Sciences division. Since

joining ITT in 1999, Chitra has primar-

ily provided systems engineering sup-

he is a Principal Scientist. port to the NASA/GSFC TDRSS pro-

gram, most notably in the area of band-
width efficient modulation and coding.
Chitra received her B.S.E.E. from the Sardar Vallabhbhai Re-
Sam Dolinar received the S.B. degree gional Engineering College in 1993 and her M.S.E.E. from

in Physics, and S.M., E.E., and Ph.D. George Washington University in 1999.
degrees in Electrical Engineering, from

the Massachusetts Institute of Technol-
ogy (MIT) inthe 1970s. After four years

* at MIT Lincoln Laboratory, he has been

at the Jet Propulsion Laboratory since
1980. His primary research interests are

18





