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1 EXECUTIVE SUMMARY 
 
This project was initiated in October of 2005 in response to a request from the Federal Energy 
Regulatory Commission (FERC) to conduct a technical assessment of the effect of fuel 
variability on end-use equipment.  The initial request was focused on questions regarding natural 
gas interchangeability; however, in subsequent discussions, the issue of liquid hydrocarbon drop-
out (i.e., hydrocarbon dewpoint from minimally processed gas) was also raised. 
 
The Department of Energy’s National Energy Technology Laboratory (NETL) developed a 
research plan to address the topics of interest, and presented this plan to both DOE and FERC, as 
well as stakeholders like the NGSA, AGA, SoCal Air Emissions Advisory Committee, etc.  The 
plan covered the following topics: 
 

• Database & Gap Analysis – Develop a database of publicly available information on 
gas fuel composition and effects on end-use equipment and determine where additional 
testing is needed. 

 
• Pipeline Mixing – Evaluate steady-state and transient mixing behavior where differing 

gas composition is blended into the pipeline to answer questions about how mixing in the 
pipeline affects a change in delivered gas composition. 

 
• Reciprocating Engines – Review the effect of gas composition on reciprocating engines 

used for stationary power generation.  A decision was made in February 2006 not to 
conduct testing on reciprocating engines because a relatively short test program would 
not add significantly to the existing literature. 

 
• Stationary Gas Turbines – Document the literature on fuel effects in stationary gas 

turbines, and conduct experiments to address uncertainties on how fuel composition 
affects low-emission turbines. 

 
• Sensors for Gas Composition – Review available sensor technology to allow rapid gas 

composition measurement to assess equipment control options to accommodate changing 
gas composition.  This work parallels research at NETL sponsored by the Fossil Energy 
Advanced Research Program. 

 
• Hydrocarbon Dewpoint – Questions about gas quality (hydrocarbon dewpoint) were 

added to this study in May 2006.  A project was initiated to determine if recent advances 
in computational simulation could be used to improve dewpoint prediction. 

 
Appliances were not a part of the study as there are multiple public studies that have looked at 
the impact of fuel variability on appliances.  NETL did review available data on appliances 
reported by earlier investigators and simply documents these earlier studies in the database.  
Those studies show that properly tuned and maintained appliances can handle a broad range of 
fuel variability without any material impact. 
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Industrial burners were not a part of the study because these are currently being studied in a 
project supported by the California Energy Commission.  NETL staff are participating in the 
CEC study as members of the advisory board. 
 
The goal of this investigation was to report to FERC technical information on the topics listed 
above.  This work was not planned or intended to provide a new approach to specifying 
acceptable gas composition standards. 
 
In February, 2005, two comprehensive industry white papers on the LNG interchangeability and 
hydrocarbon dewpoints were issued by the NGC+.  Consensus have been reached in the industry 
with regards to the use of a Wobbe Index based “interchangeability box” and Interim Guidelines 
to ensure interchangeability, and the use of control measures (e.g., cricondentherm or C6+ GPM) 
to address liquid drop out.  Thus, there is an additional goal for this investigation to use the 
collected technical information in order to make an independent assessment of the findings of the 
NGC+ to see whether or not there are any realistic material concerns related to the NGC+ 
recommendations. 
 
A draft of the final report was provided for technical review to 15 individual reviewers as well as 
reviews from AGA and NGSA.  The final version of the report has been updated in response to 
reviewer comments. 
 
The final report provides technical information related to fuel flexibility and on the basis of that 
information an assessment is made of any concerns related to realistic natural gas fuel flexibility 
within the NGC+ interchangeability box.  This information and the assessment can be used to 
inform future decisions.  Results from studies directed at the topics above are summarized below.  
Additional details can be found in the sections following this introduction. 
 
Database & Gap Analysis – A database was developed that is searchable for gas property data, 
fuel composition effects, and some information about equipment populations.  Significant data 
was located on some aspects of gas composition and equipment performance.  The final database 
contains more than 50,000 individual entry lines.  Generally, the database can be used to 
compare gas compositions in various locations and at different time span.  Moreover the general 
information on equipment and its testing is adequate.  However, in spite of the quantity of some 
available data, it was also recognized that limited public information was available on the effect 
of fuel composition on some larger equipment, especially stationary gas turbines.  As another 
example, detailed data on heavy hydrocarbons needed for dewpoint prediction was also not 
widely available as part of the composition specification.  Unless some consistent formats are 
mandated to be used for reporting gas quality in the industry in the future so that one can then 
make some correlations with gas quality data and end-use equipment performance, the current 
database will only provide limited use. 
 
Pipeline Mixing – A combination of numerical models and mathematical analysis was used to 
assess two scenarios where different composition gases mix at a pipeline junction.  For example, 
if LNG is added to a main pipeline, how long will it take to mix to some average composition 
with the main gas?  First, it was shown that steady injection of a gas into a flowing main would 
mix to an average composition in a relatively short distance; typically within 100 pipe diameters.  
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Second, it was shown that during transient injection, (e.g., when a branch supply is activated) the 
interface between the new and old average composition would flow well-defined in the pipeline 
for very large distances (> 100 km).  Thus, gases with different composition appear to move as 
“packets” though the pipeline.  Abrupt changes in gas composition will be delivered through the 
pipeline with only modest attenuation.  Reviewer comments on this work noted that the write-up 
was too brief, and suggested other approaches to calculation.  The text has been revised to 
address these comments, but the general conclusions remain unchanged. 
 
Reciprocating Engines – Fuel composition range is an established specification for gaseous 
fueled reciprocating engines.  The gas composition can affect the engine emissions, power 
output, and knock/misfire behavior.  Traditionally, varying composition range in natural gas fuel 
is handled during the engine specification through performance guarantees for a specific fuel 
range.  The extent of the effect versus fuel composition depends on the type of engine (lean or 
stoichiometric) and type of control system employed.  If the fuel exceeds the limits of the 
specification range then emissions and/or power and efficiency performance can be 
compromised.  Thus, for changes in fuel composition, legacy systems without controls are most 
affected, but new OEM stationary engines with controls can accommodate wider fuel 
compositional changes.  Most modern engines have A/F ratio control systems and knock sensors 
that can reduce or eliminate the impact of even larger variations in Wobbe Index and Methane 
Number. 
 
Gas Turbines – Legacy gas turbines, using diffusion flame combustors, are known to be 
relatively insensitive to fuel composition.  Correlations from turbine vendors can be used to 
predict how changes in fuel composition may affect engine emissions, but there are few other 
expected impacts.  Modern low-NOx turbine combustors, based on premix technology, have been 
introduced over the past 15 years.  There are relatively few turbine studies on changing gas 
composition publicly available.  Also, the physics and chemistry of premix combustion, with fuel 
variability, has not been widely published.  For this reason, a review of literature on this 
technology was prepared and a series of tests were carried out to record the effect of fuel 
composition on premix turbine combustion.  Tests covered the range from lab burners 
(15,000 BTUH), to full gas turbine injectors (5x106 BTUH). 
 
From a theoretical and fundamental basis, premix combustors will be affected by fuel 
composition.  However, the data presented here show that the effect of fuel composition is small 
unless the fuel composition change is very large (e.g., larger than expected for realistic natural 
gas blends).  Both experimental and modeling results show that significant differences in the 
stability boundary and pressure amplitude are observed when there is an extreme switch in fuel 
composition, from natural gas to pure propane, or when propane is diluted with nitrogen to 
obtain the same Wobbe Index as the baseline natural gas, but for realistic natural gas 
composition ranges this is not a significant concern. 
 
Compared to the draft version of this report, a key addition was the incorporation of improved 
emission sampling tests.  These additional tests are included in the report, and affirm with greater 
confidence the draft information showing that that modest fuel composition changes do not 
significantly affect NOx emissions.  A review of the publicly available literature suggests that 
NOx emissions will increase, if the concentration of higher hydrocarbon species (C2’s and 
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higher) in the fuel increases.  However, the data presented here do not show this result.  Instead, 
the NOx emissions are a stronger function of the flame temperature.  We note that engine control 
systems that produce constant flame temperatures should therefore maintain good emissions 
performance with modest changes in fuel composition. 
 
Sensors for Gas Composition – A review of gas composition sensor technology was prepared.  
The purpose was to define the existing capability, and define sensor and control developments 
that may allow turbine and reciprocating engine operation on wide fuel blends.  Discussions with 
both gas turbine and reciprocating engine OEMs suggested that a rapidly responding, low cost 
gas composition analyzer may allow real-time engine adjustments to accommodate changing fuel 
blends.  The review suggests several emerging approaches like catalytic sensor arrays, and novel 
“micro” Fourier transform IR (FTIR) techniques may be justified for development.  This work 
complements activities at NETL to develop sensor and control technology for coal syngas.  The 
actual sensor development is now occurring at NETL with funding from the Fossil Energy 
Advanced Research Program. 
 
Hydrocarbon Dewpoint – This portion of the work was added late in the plan to address 
growing interest in improved prediction of hydrocarbon dewpoint.  Concerns about hydrocarbon 
dewpoint are related to gas quality from minimally processed natural gas, not LNG.  As of this 
writing, the study conducted with West Virginia University has identified 16 publicly available 
data sets showing how the dewpoint changes with relatively small additions of minor species, 
beyond C6.  Work in progress is assessing how well the advanced simulations can be used to 
predict the change in dewpoint curves versus higher hydrocarbons. 
 
1.1 Pipeline Mixing 
 
A combination of numerical models and mathematical analysis was used to assess two scenarios 
where different composition gases mix at a pipeline junction.  For example, if LNG is added to a 
main pipeline, how long will it take to mix to some average composition with the main gas?  
First, it was shown that steady injection of a gas into a flowing main would mix to an average 
composition in a relatively short distance; typically within 100 pipe diameters.  Second, it was 
shown that during transient injection, (e.g., when a branch supply is activated) the interface 
between the new and old average composition would flow well-defined in the pipeline for very 
large distances (> 100 km).  Thus, gases with different composition appear to move as “packets” 
though the pipeline.  Abrupt changes in gas composition will be delivered through the pipeline 
with only modest attenuation. 
 
A methodology has been demonstrated to estimate the downstream evolution of a compositional 
discontinuity in a pipe.  Two situations were considered:  steady state mixing, and transient 
mixing. 
 
For steady mixing, the results show that gases mixed where a junction joins a main are mixed to 
an average composition in distances less than 100 meters for the cases studied here.  In other 
words, steady- state gas blending is completed in a relatively short distance. 
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For transient mixing, the situation is different.  Transient mixing refers to the situation where a 
different composition gas supply is abruptly “switched-on” at a pipe junction.  While steady state 
conditions are rapidly established near the pipe junction, the interface between the old and new 
gas composition moves along the pipeline.  Several methods were discussed to calculate or the 
dispersion of this interface.  Estimation of the dispersion coefficient along with an analytical 
solution provide quick estimates of the time interval over which the composition will change at 
large distances away from the discontinuity.  The results indicate that there is minimal mixing 
between the upstream and downstream gases, a behavior which mimics field evidence 
documented in a recent report [Apsen Environmental Group 2006].  Application of the solution 
procedure to a nominal operating condition (mass flow:  21.55 kg/s, pipe diameter: 0.762m pipe, 
operating pressure:  55 atm) indicates that if the supply is switched over a time period of less 
than two minutes, then the composition change 100 km downstream will occur over 
approximately two minutes.  This analysis can used to provide estimates of how gas composition 
changes are transmitted along the pipeline.  Reviewers suggested that more detailed calculations 
would be needed to provide specific solutions.  The final document presents more details and 
rationale for using a combination of analytic and computational methods to develop the estimates 
of transient pipeline mixing.  More exact analysis would require some combination of 
multidimensional CFD and pipeline network calculations of the specific scenario. 
 
1.2 Reciprocating Engines 
 
Fuel composition range is an established specification for gaseous fueled reciprocating engines.  
The gas composition can affect the engine emissions, power output, and knock/misfire behavior.  
Thus, traditionally, varying range in natural gas fuel is handled during the engine specification 
process through performance guarantees for a specific fuel range.  The extent of the effect versus 
fuel composition depends on the type of engine (lean or stoichiometric) and type of control 
system employed.  If the fuel exceeds the limits of the specification range then emissions and/or 
power and efficiency performance is compromised.  Because of the importance of engine 
controls, legacy systems without controls are most affected by changing fuel composition.  New 
OEM stationary engines with controls can accommodate wider fuel compositional changes. 
 
The physical and chemical processes influenced by changing gas composition have been studied 
by various research groups.  Generally, these studies show that engine behavior can be 
adequately characterized by two measures:  the Wobbe Index and the Methane Number.  Both 
Wobbe Index and Methane Number are dependent upon gas composition.  Methane Number is 
used as indicator of knock resistance.  The Wobbe Index is a measure of the fuel 
interchangeability with respect to its energy content and metered air to fuel ratio (A/F ratio).  In 
engine applications, changes in the Wobbe Index are proportional to changes in stoichiometric 
A/F ratios.  Low engine emissions are achieved by controlling A/F ratio through two designs: 
 

• Lean burn engines reduce peak combustion temperatures. 
• Stoichiometric engines reduce emission by using three-way catalysts. 

 
The actual response of a given engine design will depend on the engine and control system. 
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Increased heating value tends to raise the Wobbe Index while increased specific gravity tends to 
lower the Wobbe Index.  LNG will usually have higher heating value and specific gravity than 
domestic natural gas.  However, LNGs anticipated to arrive at the US will have Wobbe Index not 
to exceed 1400 Btu/scf after blending with nitrogen or after NGL is being extracted in 
accordance with the NGC+ Interim Guidelines. 
 
Most modern engines have A/F ratio control systems and knock sensors that can reduce or 
eliminate the impact of even larger variations in Wobbe Index and Methane Number.  Therefore, 
the key findings from this literature review are: 
 

• Engines with closed loop A/F ratio control can accommodate most LNGs without 
significant impact on emissions. 

• Engines with open loop A/F ratio control will experience small changes in CO, NOx and 
NMHC emissions due to changes in A/F ratio (typically < 3%). 

• Most engines are certified to operate with natural gas having a Methane Number of 80 or 
higher.  These engines are typically designed with safety margins and can likely 
accommodate most of the LNGs arriving the US, when 

o Engines with knock sensors will adjust engine timing, if required, to maximize 
efficiency while eliminating engine knock, 

o Even engines without knock sensors would likely accommodate most of the 
LNGs; however, simple in-field timing adjustment may be needed to avoid 
potential engine knock, 

o These timing changes may reduce fuel efficiency at most by 1-3% for an engine 
operating with retarded spark timing, 

• Rapid on-line natural gas compositions sensors would be useful for control adjustments. 
 
1.3 Stationary Gas Turbines 
 
Modern, low-emission gas turbines are precisely tuned to maintain cool flame conditions that 
avoid the formation of NOx pollutants.  This precision comes with a cost.  For example, these 
flames are susceptible to flashback, blow-off, and dynamic instabilities.  The dynamic 
instabilities can be a serious problem, leading to pressure driven vibrations that can damage 
engines in a short time, or require adjustments that compromise the emissions performance of the 
engine.  It is not widely appreciated how sensitive some turbine combustors are to changing 
operating conditions.  In some engines, ambient temperature changes can lead to damaging 
oscillations unless the control system can take over and re-tune the engine.  Retuning means 
changing the flow splits among the various fuel stages, and in some cases, adjusting the 
compressor inlet guide vanes, or bleeding air from the compressor to control primary zone 
temperature.  The combination of these tuning adjustments is used to meet the competing 
demands of stable operation, and emissions performance.  In some cases, these tuning 
adjustments are performed by engine operators in a trial and error manner until acceptable engine 
performance is achieved.  To date, there is not a comprehensive theory of how combustion 
dynamics respond to changes in ambient conditions, and to a lesser degree an understanding of 
how engine dynamics are linked to fuel type.  This explains why there has been controversy over 
the standards for new natural gas supplies in engines that have already been tuned to operate on a 
particular gas composition. 
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In this section, fuel interchangeability effects on gas turbine combustor performance have been 
described in considerable detail.  The results presented in this section have focused on the 
underlying fundamentals of gas turbine combustion.  As a result, the conclusions represent 
generalizations that have some scientific foundation, but may not necessarily cover every engine 
specific condition.  Actual performance on operating engines could vary depending on individual 
design factors such as dynamic stability margin, flashback margins, control system design, etc.  
The following points are important outcomes of this work: 
 

• Since the mid-1990’s, lean premixed gas turbine combustor designs have become 
increasingly popular.  It is believed that fuel interchangeability issues will be most 
prevalent in these combustion approaches.  Since lean premixed approaches are relatively 
new to the industry, and very little information is available in the public literature, this 
effort has been focused toward premixed systems. 

 
• If there is adequate flashback margin designed into the combustion system, it is believed 

that flashback issues can be avoided for realistic changes in fuel composition.  Evidence 
suggests that although the laminar flame speeds for higher hydrocarbon species are 
higher than domestic natural gas, other work has shown that the turbulent flame speeds 
actually decrease with the addition of heavier hydrocarbon species.  It is more likely that 
flashback events could be triggered by combustion instabilities which are discussed in 
more detail below. 

 
• Others studies have operated a premixed combustors on relatively high heating value 

fuels without any autoignition problems , however, there is relatively little fundamental 
data on auto-ignition delay times for hydrocarbon fuels at conditions of interest to all gas 
turbines.  Thus, it is recommended that operational data and OEM experience be 
gathered. 

 
• Modeling results show that fuel jet penetration into a cross-flow is inversely proportional 

to the Wobbe Index of the fuel.  However, for “realistic” range of fuel compositions and 
typical premixer residence times, variations of fluid dynamic mixing as result of fuel 
variability is not expected to have a significant effect on NOx production. 

 
• Combustion instabilities are a significant concern for lean premixed systems, and a 

significant level of effort has been directed toward this issue.  The stability boundary and 
the observed pressure amplitude are not significantly affected by “realistic” variations in 
the fuel composition.  This statement is based on data collected from a lab-scale ring-
stabilized burner, a one-atmosphere swirl-stabilized combustor, and a pressurized swirl-
stabilized single-nozzle test rig.  As was pointed out by a reviewer, for engines operating 
right at the stability limit, this may indeed change the operating margin, but the effect 
observed here is small. 

 
• Dynamic system modeling results suggest a small shift in the phase and gain of the open-

loop response are observed when using fuels comparable to those expected in typical 
CNG and LNG blends.  For systems operating well inside their stability window this 
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would suggest that changes in fuel composition may not pose a serious concern.  
However, systems that are marginally stable may experience difficulties in maintaining 
stability similar to those occurring as a result of typical variances in operating conditions 
(e.g., changing inlet air temperature). 

 
• Both experimental and modeling results show that significant differences in the stability 

boundary and pressure amplitude are observed for pure propane and propane diluted with 
nitrogen to obtain the same Wobbe Index as the baseline natural gas, but for realistic 
natural gas composition ranges this is not a real concern. 

 
A review of the publicly available literature suggests that NOx emissions will increase, if the 
concentration of higher hydrocarbon species (C2’s and higher) in the fuel increases.  For 
diffusion flame combustors, it is believed that the NOx increase will be proportional to the 
natural logarithm of the flame temperature relative to some reference (i.e., methane) flame 
temperature.  For 100% premixed systems, it is believed that the NOx emissions increase is some 
function of the higher hydrocarbon species.  However, results from NETL’s high pressure test 
facility show no significant changes in NOx emissions as a function of adding as much as 5% 
propane to the baseline natural gas (i.e., a nominal Wobbe increase from 1380 to 1425 BTU/scf).  
It is noted that the data presented here are reported at constant flame temperature.  Thus, when 
the control system can meter the fuel to produce constant flame temperature, modest changes in 
gas composition are less important than the flame temperature itself in determining the NOx 
emissions.  Details of the specific engine control system should be considered when assessing 
how fuel composition affects measured emissions, or even dynamics from a given engine. 
 
1.4 Sensors for Gas Composition 
 
The conversion of energy via industrial gas turbines requires control systems which optimize 
efficiency, minimize pollutants, and protect hardware.  With these criteria in mind, the objectives 
of this white paper are to review the state-of-the-art gas composition sensors and to suggest 
potential sensor solutions to adequately determine gas composition for industrial gas turbine 
applications. 
 
A summary of capabilities of the sensor technologies discussed is shown in the Table below. 
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Table 1-1:  Summary of Detection Technologies. 
It is noteworthy that the costs estimates for several technologies largely represent 

engineering development and not production costs. 
(Used With Permission) 

Sensor 
Estimated 
Unit Cost 

($k) 
Size Species 

Gas Composition 
Update Rate 

(Data Sets/Second) 
GC/Mass 
Spectrometer > 10 Benchtop Detector Dependent < 0.1 

Scanning Magnetic 
Sector Mass 
Spectrometer 

40 -100 60” H x 30” x 
30” (Typical) 

H2, He, CH4, H2O, N2, CO, 
C2H6, O2, H2S, Ar, CO2, 

C3H8, SO2, COS, CS2, and 
hydrocarbons > C4 

< 0.1 

Scanning Quadrupole 
Mass Spectrometer 10 - 100 Benchtop Same as above > 1 

Time-of-Flight Mass 
Spectrometer > 10 Benchtop Same as above > 10 

Detector Array 
Magnetic Sector 
Mass Spectrometer 

> 10 Benchtop Same as above 1000 

Dispersive IR < 10 Benchtop to 
Compact Requires IR absorption < 1, SNR dependent 

FTIR > 10 Benchtop Requires IR absorption > 10 

Raman > 10 Benchtop Requires IR absorption ~ 1 

Conductometric 
Sensors < 5 Compact Chemical alterability 

dependent ~ 1 

Mass-Sensitive 
Sensors < 5 Compact All ~ 1 

Calorimetric of 
Specific Heat 
Determination 

< 10 Compact All ~ 1 

Solid-State Sensors < 5 Compact Oxidizable materials ~ 1 

 
For gas turbine control, the emphasis is placed on composition measurements within 1 second 
and with a 1% volume fraction accuracy.  This table represents only an estimate of the sensor 
technology attributes for the application, and since some of these technologies could be designed 
more specifically for the application these estimates could change.  For example, cost is highly 
dependent upon product volume as well as upon the configuration for the application.  In high 
volume, one might anticipate integrated sensor technology such as MEMS-based or Solid State 
devices to be very inexpensive.  High production volume accelerometers, as employed for 
automobile airbag systems, cost only a few dollars.  While the manufacturing cost for such a 
device or other solid state devices could be quiet low, one would expect the system cost to be 
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dominated by system engineering issues and service.  Likewise, for example, Raman 
spectroscopy is usually applied to solids, but due to the anticipated high gas pressure and 
concentrations it may very well be suitable for this application as a benchtop tool.  As such, its 
cost and response time would very well be dominated by the laser system employed to achieve a 
satisfactory signal-to-noise ratio. 
 
Depending upon how the information for such a sensor system might be employed, a more or 
less complex computer analysis and control system may be needed.  Hence, once again the cost 
may be more accurately reflected by consideration of the system issues.  If one simply desired a 
fixed embedded control system based upon a few channels of sensor information, then one could 
expect the unit cost to be low.  However, if the device has to be so versatile as to be used on a 
large variety of customized turbines, then engineering costs will again dominate.  It may be more 
appropriate to focus on the attributes of size, detection accuracy, and response time. 
 
1.4.1 Gas Chromatography 
 
Gas Chromatography is considered accurate and reasonably reliable and can be constructed for 
the analysis of a large variety of materials.  However, it is usually slow, somewhat bulky, and the 
columns require considerable maintenance.  By itself, it is not considered practical for this 
continuous on-line application where rapid measurements are required. 
 
1.4.2 Mass Spectrometers 
 
Mass spectrometers can be used to measure principal components and many minor components 
with varying accuracy, depending on the mass spectrometer design and the complexity of the gas 
mix.  A stand-alone unit is usually rather large, and much of the cost is associated with the high 
engineering content.  Its system complexity allows it to be used to obtain more information than 
may be needed for the control system.  Most mass spectrometers have software that determines 
gas concentrations from peak intensities and allows the user to set up real-time calculations for 
the Wobbe Index, mass balances, and other items.  A spectrometer appropriate for fuel gases 
should be capable of observing masses 1 through at least 100, and preferably 200 if there are C8 
or heavier hydrocarbons present.  Expected components in fuel gas are H2, He, CH4, H2O, N2, 
CO, C2H6, O2, H2S, Ar, CO2, C3H8, SO2, COS, CS2, and hydrocarbons C4 and heavier, including 
straight-chain and branched hydrocarbons.  Alkenes, alkynes, cycloalkanes, and hydrocarbons 
with heteroatom substituents (N,O,S) are assumed to be negligible.  (The accuracy of this 
assumption is uncertain for coal-derived synfuels.) 
 
A mix in which all of the expected species are present produces a complex spectrum with 
overlapping fragmentation patterns that require deconvolution.  This necessitates the complexity 
of the computer software in most laboratory analysis applications, but a somewhat reduced 
amount of analysis should be allowed for the turbine control application.  Lighter hydrocarbons 
(CH4, C2H6, and C3H8) have only one isomer and one fragmentation pattern.  Heavier 
hydrocarbons have more than one isomer, each one having its own unique fragmentation pattern.  
Butane, pentane, and hexane, for example, have 2, 3, and 5 isomers respectively.  A mixture of 
the above components up to and including C6 (as may occur in coal-derived synfuels) requires 
sampling a minimum of 25 different mass numbers (one for each component) to deconvolute the 
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individual fragmentation patterns.  The sensitivity of calculated concentrations to slight 
variations in fragmentation patterns can produce significant errors, whether from calibration 
errors or from changes in gas composition during a sampling cycle.  Accurate analysis requires a 
mass spectrometer that is both fast and accurate.  Sampling 25 masses several times a second is 
beyond the reach of most commercially available scanning mass spectrometers but may be 
possible with TOF and detector array mass spectrometers. 
 
1.4.3 Optical Spectroscopy (Dispersive IR, FTIR, Raman) 
 
Benchtop dispersive IR optical spectroscopy, FTIR spectroscopy and Raman spectroscopy 
normally employ physical displacement of an optical element to perform the sensor channel 
(wavelength) scan.  In order to achieve high resolution scanning over a large bandwidth, a long 
optical path and a bright source are required.  Hence, they are rather bulky for the application 
and can be rather expensive.  Their response to particular species is totally dependent upon the 
vibrational absorption bands of the species.  Since the IR absorption bands are formed via the 
atomic bonding and because the bonding is similar for several natural gas species, they are not 
independent from each other.  However, the spectra are perturbed by the secondary atomic 
bonding and so has a considerable degree of uniqueness.  In this regard, after the spectra are 
taken, a mass-spectroscopy analogous software-based deconvolution is required.  However, 
unlike the mass spectroscopy there are some species which are transparent in the IR and so 
produce no optical signal.  Hence, all optical spectroscopy techniques are blind to some materials 
and the optical sensor channels must be supplemented with some complimentary sensor 
technology. 
 
With a finite number of natural gas species to be detected, it is quite feasible to measure via only 
a finite number of a pre-selected measurement channels (wavelengths).  Doing so could be 
accomplished with optical filters as the wavelength selection mechanism.  This would 
significantly reduce the physical size, cost and measurement time.  In the IR, black-body thermal 
detectors (thermal piles) have been traditionally utilized.  These can easily be constructed via 
MEMS technology and be fully integrated with signal-conditioning electronics.  More recently, 
MEMS technology, combined with new quantum well emitter/detector structures, is enabling the 
development of vertical-cavity surface-emitting laser (VCSEL) technology with a built-in 
voltage-tunable, wavelength-selectable etalon (Fabry-Perot interferometer) for precision 
wavelength selection.  This technology could also be applied to the IR for detectors.  Using 
MEMS technology, reflective parallel-plate etalons can be constructed with controllable spacing 
between the plates.  These can therefore be tuned to the desired wavelength.  This technology 
could enable individual, wavelength-specific, matched emitter-detector sensor pairs at the 
integrated circuit device size. 
 
1.4.4 Electronic and Physical (Solid-State, Mass, Calorimetric) 
 
While calorimetric sensor technology has been actively used for many years in flow controllers, 
it is an integrating technology with virtually no specificity.  It is reasonably inexpensive and can 
be utilized with other technology as a complementary channel.  Furthermore, calorimeters could 
be constructed via MEMS technology to further reduce size and cost.  Likewise, gravimetric, or 
mass sensing, technology via QMB and SAW devices are purchasable technology.  MEMS-
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based devices, which should be integratable into multi-channel systems, are still largely in the 
research phase but the technology appears to be viable.  All of these rely upon receptor chemistry 
coatings which are largely hydrocarbon-based.  As such, they are limited in their operating 
temperature range.  They may also be limited in the concentration range by the solubility of the 
receptor chemistry. 
 
Electronic conductometric- and solid-state devices, which are being actively studied, fall into 
two very broad classes, which can be further bifurcated.  Some are based upon organic receptor 
chemistries, which may have specificity via the chemical make up of the receptor.  They would 
suffer from the same limitations associated with the hydrocarbon-based gravimetric sensors; 
however, they can be extremely simple to construct, are potentially very small, and lend 
themselves well to the multi-channel electronic-nose concept.  As such, they are potentially 
inexpensive.  They are also, integratable with on-board signal-processing technology and other 
sensor techniques that are compatible with MEMS. 
 
A number of purely solid state technologies were discussed at length.  They can be constructed 
as either passive (variable resistance) or active (transistor with internal gain) devices.  They all 
appear to rely upon chemical reactions via surface catalytic activity to decompose the gas and 
inject carriers into the solid state materials.  The decomposition rate is dependent upon the 
analyte, the catalysis, and the temperature.  Hence, they too may lend themselves well to the 
electronic-nose concept.  Even if a single catalytic material was used for several sensors, the 
temperature might be swept to generate analysis channels.  If device response time is critical, an 
array of MEMS based devices might be constructed with individual heaters and temperature 
controllers.  The response time of an individual channel device is anticipated to be very fast and 
primarily limited by the surface diffusion time of the gas to be broken down.  Assuming the 
signal in such a sensor is limited by the analytic concentration or the response time, an active 
device, with gain, would be appropriate. 
 
1.5 Hydrocarbon Dewpoint 
 
A comprehensive literature assessment of hydrocarbon dew point and liquid dropout in natural 
gas has been conducted.  A wealth of literature exists for measurements of single dewpoints at a 
given temperature or pressure, but most do not evaluate the dewpoint curve.  To measure the 
Cricondentherm Hydrocarbon Dew Point (CHDP) requires measurement of many dewpoints.  As 
a result of an extensive review of informational postings, academic literature, and any other 
available public data, sixteen different natural gas mixtures for which there has been an 
experimental dewpoint curve determined have been found and examined.  Informational postings 
with compositional data for heavy hydrocarbons (C6+) were tracked in order to give validity to 
any potential natural gas mixture composition studied.  Often, informational postings include the 
CHDP; however, in all cases this value is predicted using an equation of state. 
 
A comprehensive literature assessment of the commonly used equations of state (e.g., Peng-
Robinson and Soave-Redlich-Kwong, etc.) used to describe pipeline quality natural gas was 
conducted.  To date seven common equations of state have been investigated to determine their 
predictive ability for the behavior of natural gas vapor-liquid equilibriums.  The investigated 
equations of state were Peng-Robinson (PR), Soave-Redlich-Kwong (SRK), Predictive Soave-
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Redlich-Kwong (PSRK), Statistical Associating Fluid Theory (SAFT), American Petroleum 
Institute (API)-SRK, Benedict-Webb-Ruben-Starling (BWRS), and Grayson Streed (GS).  These 
seven equations were chosen based on perceived accuracy for hydrocarbon mixtures. 
 
The included mixtures are representative of varying concentrations of higher hydrocarbons 
(C6+), and thus spans a wide range of CHDP’s (-60 to +10 °C, -76 to +50 °F).  The dependence 
of the experimental CHDP on the gas composition was determined.  As one might expect, higher 
hydrocarbons (C6+) affect the CHDP much more strongly than the lower hydrocarbons.  Given 
the variability in the 16 gas mixtures studied here, statistically significant (i.e., P-value < 0.05 
corresponding to a 95% confidence interval) values for ΔT(K)/Δmol% have been determined for 
many of the gas components. 
 
The seven equations of state were evaluated based on their ability to accurately predict 
hydrocarbon dropout conditions of the 16 experimental mixtures.  While the assessment of the 
ability of the various equations of state in predicting liquid dropout amounts would be useful, 
this study is limited to the prediction of the dewpoint curve.  However, these two predictive 
abilities are directly linked and the evaluation of the prediction of the dewpoint curve should 
provide insight into the liquid dropout amount predictive capabilities of the various equations of 
state.  Phase envelopes were calculated using each equation of state for every gas to determine 
how well the predicted values for hydrocarbon dewpoint match the reported experimental data.  
The Mean Absolute Deviation (MAD) was calculated by determining the difference in 
temperature at a given pressure, to quantify how well each of the equations predicted the vapor-
liquid equilibriums. 
 
All of the equations of states were tested for the first three gases; however, for gases 4-16 the 
BWRS equation of state was eliminated due to the poor prediction of the first three vapor-liquid 
equilibriums.  Generally, the SAFT, SRK, API-SRK, and the GS equations of state were all very 
comparable and usually agreed best with the experimental data.  Two molar ratios for C6 and 
larger hydrocarbons have been proposed by the Gas Processors Association (GPA 60/30/10) 
(C6/C7/C8) and the Natural Gas Council (NGC 47/36/17) to predict the behavior of different gas 
mixtures.  These ratios were applied to 5 natural gas mixtures of known C1-C8 composition and 
the seven equations of state were used to predict the vapor-liquid envelopes that include 
cricondentherm and cricondenbar points.  Using these data, an improved C6/C7/C8 ratio 
(68/28/4) was found to better fit the experimental data. 
 
For most of the mixtures measured, the GPA ratio overestimated the dew point temperatures, 
contradicting the results from George et al.  As one would expect, using the actual composition 
of the natural gas gives a better prediction of its phase envelope than using approximate ratios.  
The ratio with the best overall performance was the 68/28/4 ratio with an average absolute 
temperature deviation of 3.7 K using PR and 3.05 K using SRK.  The GPA ratio had an average 
absolute temperature deviation of 5.95 using PR and 2.98 K using the SRK, insignificantly better 
using the SRK EOS but significantly worse using PR.  The NGC ratio had the worst performance 
with an average absolute temperature deviation of 3.97 using Pr and 11.10 using SRK. 
 
Modifications to the existing database of interaction parameters have been examined, but 
changes proved to be ineffective in improving the predictive ability of the equations of state.  
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Currently, molecular dynamics simulations are being designed and developed that will assist in 
determining the interactions between heavy hydrocarbons and the light hydrocarbons that 
determine the hydrocarbon dewpoint curve for these mixtures.  The solvent effect of the methane 
phase on the confirmation of the large hydrocarbons will be determined, along with the change in 
free energy of the mixture due to introduction of large hydrocarbon molecules.  These free 
energy changes will assist in the improvements over the existing equations of state. 
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2 GAS AND EQUIPMENT DATABASE 
 
In response to recent issues regarding the interchangeability of liquefied natural gas with pipeline 
gas, the National Energy Technology Laboratory (NETL) began an effort to gather and generate 
data related to the effects of gas composition on those appliances and pieces of equipment which 
burn natural gas.  In order to ensure that all available data was collected, a database was created 
to store and analyze the data collected.  In this section, we describe the data that was gathered, as 
well as the implications for subsequent testing and analysis. 
 
2.1 Data Overview 
 
The database is approximately 56 MB in size, contains 25 separate data tables, 15 forms, 5 
modules and over 50,000 rows of data. 
 
Data of three main categories were collected for this effort: 

• Gas compositions, tariffs, and specifications 
• Natural gas-burning appliance and equipment information 
• Data from previous tests and operational results related to the performance of equipment 

with respect to natural gas composition 
 
Data on gas compositions are stored in the following tables: 

• GasComp&Spec – contains 239 total entries in the following data types: 
o 85 actual gas composition readings 
o 21 specifications from equipment or appliance manufacturers 
o 29 LNG composition data records 
o 113 pipeline operator tariffs 
o 11 proposed gas compositions 
o 29 test gas compositions 

 
• USGS_Database – contains over 13,000 entries of gas compositions from wells drilled in 

the U.S. 
 

• GasVariability – contains daily data from April to September 2006 detailing gas 
compositions for the following pipeline segments: 

o Cove Point Sendout 
o Dominion - Cove Point 
o Dominion - Transco 
o Dominion - DTI 
o Duke Energy - East Tennessee 
o Duke Energy - Egan 
o Duke Energy - Everett Marine - Algonquin 
o Duke Energy - Everett Marine - Maritimes and Northeast 
o Duke Energy - Texas Eastern Transmission 
o El Paso - ANR Pipelines 
o El Paso - ANR Storage 
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o El Paso - Blue Lake Storage 
o El Paso - SNG - Aiken 
o El Paso - SNG - Bass Junction 
o El Paso - SNG - Dalton 
o El Paso - SNG - Elba Island 
o El Paso - SNG - Macon 
o El Paso - SNG - Port Wentworth 
o El Paso - SNG - Wrens 
o Florida Gas Transmission - Desoto 
o Gulfstream - Station 200 
o Lake Charles 
o NW Pipeline - Spokane Lateral 
o NW Pipeline - Moab 
o SML - ELBA ISLAND SNG INTERCONNECT (GA) 
o Trans Western Pipeline - San Juan Needles 

 
• LakeCharlesHourly Data – contains hourly gas composition data for two time periods of 

LNG sendout from the Lake Charles LNG facility, 5/20-22/06 and 7/4-8/06 (this data 
table is not available in the public database) 

 
• ExtendedCompositions – contains gas compositions from various sources where 

hydrocarbon compositions of C5 and above were recorded. 
 

• USGS_ExtendedCompositions – contains gas compositions from USGS well records 
where hydrocarbon compositions of C5 and above were recorded. 

 
Data on appliances and equipment are stored in the following tables: 

• Equipment:  1391 total pieces of equipment 
• Appliances:  3205 total appliances 
• GasTurbines:  Listing of the manufacturer, model number, location, install date and other 

attributes of all known gas turbines in electric power plants in the U.S.  This table 
contains over 7,200 units (not available on the public database) 

 
Data on test results and performance are stored in the following tables: 

• Test results:  158 total from the Southern California Gas Company and GTI tests 
• GasTurbineEmissions:  Daily emissions data of NOx, Sox, and CO2 from gas turbine 

power plants in the vicinity of an LNG facility for the period of January to June, 2006 
 
Following are some of the major data sources used in the database: 

• Gas composition and specifications: 
o Tariffs:  Federal Energy Regulatory Commission website 
o Actual gas compositions:  Pipeline operators’ website Informational Postings 
o LNG compositions:  LNG terminal operators 
o Gas variability data:  pipeline operators’ Informational Postings on their websites, 

and data obtained from TMS’ consultant 
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o Test gas compositions:  Southern California Gas Company testing (2004) and GTI 
testing (2003) 

• Appliance and equipment data: original manufacturers and the Gas Appliance 
Manufacturer’s Association (GAMA) 

• Gas turbine data:  Platts PowerMap and PowerDat products 
• Emissions data:  EPA’s Continuous Emission Monitoring website 

 
The database is stored in a Microsoft Access format, and can be made available to interested 
parties.  As example, Figure 2-1 shows an example of one of the user interfaces. 
 

 
Figure 2-1:  Example of User Screen in Database. 

This particular interface allows the user to find all the test data 
that meets the requirements specified above the data rows. 

 
2.2 Implications from the Database 
 
The purpose of generating the database was to identify gaps in what was known about the effect 
of fuel composition on various equipment, and guide the investigation.  The database and survey 
of the literature shows that some early and recent studies of fuel effects on gas appliances are 
reported in the literature.  The effect of gas composition for reciprocating engines has also been 
studied for situations where gas engines are used with fuel variability.  In contrast, few published 
reports discuss the effect of gas composition on low-emission turbines.  Low-emission premixed 
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combustors are a relatively recent development (within the last 15 years) and have not been used 
extensively with wide fuel variability.  This is why NETL chose to focus experimental 
investigations on gas turbine combustion. 
 
In discussions between DOE Office of Fossil Energy and the Federal Energy Regulatory 
Commission, it was decided that this study would not consider the effect of fuel composition on 
appliances and industrial burners.  A separate investigation of industrial burners was recently 
commissioned by the California Energy Commission (CEC) and will investigate the effect of 
changing fuel type on the most common industrial burner applications in the state of California.  
NETL research staff are part of the advisory board for this CEC study, and will communicate 
findings to DOE as they are made available. 
 
Another issue that was identified in the development of the database was the rate of changing gas 
composition.  In particular, few studies have considered how completely a change in gas 
composition is transmitted along the supply pipeline.  This motivated the study presented in 
Section 3, and also the review of sensor technology in Section 6.  Where gas composition 
changes are expected, sensors may be integrated with control systems to accommodate rapid fuel 
variability. 
 
Finally, during the course of collecting information for the database, more questions about gas 
quality were raised.  Gas quality issues were included in this effort by investigating hydrocarbon 
dropout described in Section 7. 
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3 PIPELINE MIXING 
 
A combination of computational fluid dynamics (CFD) and a closed form semi-analytical model1 
was used to illustrate two scenarios where different gases with differing compositions mix at a 
pipeline junction.  For example, if LNG is added to a main pipeline, how long will it take to mix 
to some average composition with the main gas?  First, it was shown that steady injection of a 
gas into a flowing main would mix to an average composition in a relatively short distance; 
typically within 100 pipe diameters.  Second, it was shown that during transient injection, 
(e.g., when a branch supply is activated) the interface between the new and old average 
composition would flow well-defined in the pipeline for very large distances (> 100 km).  Thus, 
gases with different composition appear to move as “packets” though the pipeline.  Abrupt 
changes in gas composition will be delivered through the pipeline with only modest attenuation, 
assuming no additional flow disturbances occur along the length of the pipe.  This type of 
behavior is documented in a California Energy Commission Report.2  In the scenario described 
in the report, a monitoring station in Redding, CA measures an increase in the BTU content over 
a 5 hour period.  A monitoring station in Pittsburg, CA, 200 miles (320 km) downstream then 
measures a similar increase in BTU content (composition) 8 hours later. 
 
It should be emphasized that the results are intended to be illustrative generalizations.  More 
accurate results will necessarily be situation dependent and thus require specific application of 
theory, simulation and experiment to more definitively characterize the scenario. 
 
3.1 Part I:  Steady Evolution of Compositional Discontinuities at a Pipe Junction 
 
Several Computational Fluid Dynamics (CFD) simulations are performed to illustrate the flow 
and mixing in the vicinity of a pipe junction with two different compositions of gas feeding a 
single pipe.  For the pipe geometry shown in Figure 3-1, two test conditions are simulated using 
the Reynolds Averaged Navier-Stokes (RANS) approach.  The flow conditions and compositions 
of the two pipes are listed in Table 3-1 and Table 3-2.  Additionally, a Large-eddy simulation 
(LES) is performed of the first test condition.  The results are compared with the results of the 
less expensive RANS simulation to highlight additional flow structures not resolved by the 
RANS calculations.  The results from either solution methodology can be extrapolated to 
distances beyond the simulated domain using an exponential function. 
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Figure 3-1:  Schematic of Pipe Junction. 

 
Table 3-1:  Flow Rates. 

 Case 1 Case 2 

Primary (Main) (kg/s) 50.07 50.41 

Secondary (kg/s) 36.11 34.04 

Outlet (Total) (kg/s) 86.18 84.45 

 
Table 3-2:  Gas Composition. 

 Case 1 Case 1 Case 2 Case 2 

 Primary Secondary Primary Secondary 

CH4 0.92 0.86 0.91 0.96 

C2H6 0.03 0.08 0.04 0.03 

C3H8 0.006 0.04 0.01 0.005 

C4H10 0.003 0.015 0.006 0.001 

 
3.1.1 Pipe Junction Geometry 
 
The configuration and geometry of the pipe junction are shown in Figure 3-1.  The domain 
simulated is the vicinity of a “Y-junction” in a hypothetical pipeline.  The dimensions, flow 
rates, and compositions have been selected within the range typically found in the U.S. pipeline 
system, including both domestic and imported (LNG) natural gas compositions (see references of 



3-3 

Table 3-7).  The nominal operating pressure of the system was 54.4 atm for all simulations.  The 
primary pipe has a diameter of 30 inches (0.762m) with a operating velocity of (15 m/s), while 
the second pipe has a diameter of 20 inches (0.508m) and a velocity of (10 m/s).  The flow 
conditions in terms of mass flow rates are listed in Table 3-1.  The two cases studied differ in the 
compositions of gas through the two upstream legs of the pipe junction.  The gases are composed 
of differing amounts of methane (CH4), ethane (C2H6), propane (C3H8) and butane (C4H10).  The 
mass fractions are listed in Table 3-2. 
 
3.1.2 Reynolds Averaged Navier-Stokes Simulations 
 
Several RANS simulations were performed of the above described configuration.  Each result 
was generated from 3 simulations.  First, a simulation was performed for each of the upstream 
sections of the pipe legs to provide fully developed inlet profiles for a third simulation which 
began approximately 10m upstream of the intersection point and various distances downstream 
of the intersection.  The simulations were performed using the FLUENTTM CFD package.  The 
simulations were solved using the steady segregated solver with the standard k-ε model.3,4  All 
the turbulent scalar fluxes (energy, species, turbulent kinetic energy (k), turbulent dissipation rate 
(ε)) are modeled using the simple-gradient diffusion hypothesis (SGDH), though other closures 
have been proposed.5,6  The approach used is similar to studies of mixing in “T-junctions” by 
Tang et al.7 and Kok and van der Wal.8  Results using the “realizable” form of the k-ε model9 
provided qualitatively similar results as did results using a finer grid resolution.  The fine grid 
was obtained by refining the grid in the vicinity of the junction, resulting in 75% increase in cell 
count. 
 
For the analysis of the results it is convenient to normalize the methane mass fraction, Y  as 
 

1 2

Y YY
Y Y

⎛ ⎞−
= ⎜ ⎟−⎝ ⎠

%
 

 
where Y1 and Y2 are the methane mass fractions in the primary and secondary pipes, 

∫=
A

YdA
A

Y ρ
ρ
1~  is the mass averaged mass fraction and ∫=

A

dAρρ  is the cross-sectionally-

averaged density.  The normalized mass fraction is analyzed at five lines parallel to the axis of 
the primary pipe.  The locations are shown in Figure 3-2.  The normalized mass fraction is used 
as an indicator of the degree of radial mixing in the pipe. 
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Figure 3-2:  Axial Sampling Lines. 

 
The evolution of the normalized mass fraction at the sampling lines for the first test case is 
shown in Figure 3-3 (Figure 3-4 – logarithmic).  The evolution is quite similar for all the lines.  
By the end of the computational domain, 80m, the fluid in the pipe shows less than 1% of the 
peak un-mixedness for all lines.  Figure 3-5 (Figure 3-6 – logarithmic) shows the corresponding 
lines for the second case.  The exit un-mixedness for this case is also less than 1% of the peak.  
The evolution of the normalized mass fraction is quite similar for both cases, as can be seen more 
clearly in Figure 3-7 (Figure 3-8 – logarithmic).  A sign change in the value of the normalized 
mass fraction is the cause of the non-monotonic variation in any of the sampling lines shown in 
the figures. 
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Figure 3-3:  Streamwise Evolution of Normalized Methane (Case 1). 
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Test 1 - <Y> vs. axial distance
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Figure 3-4:  Streamwise Evolution of Normalized Methane 

(Case 1 - Log Scale). 
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Figure 3-5:  Streamwise Evolution of the Normalized Methane Mass fraction (Case 2). 
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Figure 3-6:  Streamwise Evolution of Normalized Methane Mass Fraction 

(Case 2 – Log Scale). 
 
 
 

<Y> vs. axial distance

0

0.1

0.2

0.3

0.4

0.5

0.6

0 10 20 30 40 50 60 70 80

Axial distance from the main pipe inflow

<Y
> Case 1

Case 2

 
Figure 3-7:  Comparison of Streamwise Evolution of the Normalized Methane Mass 

Fraction for Two Flow Conditions (Line 1). 
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<Y> vs. axial distance
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Figure 3-8:  Comparison of the Streamwise Evolution of the Normalized Methane Mass 

Fraction for Two Flow Conditions (Line 1 – Log Scale). 
 
The behavior of the profiles downstream of the junction suggests the following fit: 
 

0( ) ( ) exp ox xY x Y x
L
−⎛ ⎞< > =< > −⎜ ⎟

⎝ ⎠
 

 
Figure 3-9 (Figure 3-10 – logarithmic), shows the application of this formula to the numerical 
results.  The first, labeled “Near Field” is calculated by matching un-mixedness at the junction 
and then adjusting L to best match the downstream values.  The parameters for this fit are 
x0 = 0.58m and L = 9m.  For the second curve, labeled “Far Field”, the parameters, x0 = 32.1m 
and L = 18.5m were calculated to maximize the agreement the downstream behavior of the 
simulation at the expense of near field agreement. 
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Figure 3-9:  Normalized Mass Fraction Curve Fit. 
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Figure 3-10:  Normalized Mass Fraction Curve Fit (log). 
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3.1.3 Large Eddy Simulation 
 
A Large Eddy Simulation (LES) was performed to illustrate the mixing process at the pipe 
junction for length scales finer than what is computed with the RANS simulations.  LES should 
produce more accurate results since it resolves the large geometry/problem dependent fluid 
motions while applying the turbulence modeling procedure only to the small scale universal 
(geometry/problem independent) fluid motions.3,4  The simulation was performed at the first 
operating condition (Table 3-1, Table 3-2, and Figure 3-1).  The dynamic kinetic energy subgrid 
model10 in FLUENT was used to perform the simulations.  As with the RANS model, the simple 
gradient diffusion hypothesis is used to calculate the unresolved scalar fluxes.  A fine mesh with 
approximately 1.4 million cells was used.  The approximate distribution is illustrated in Figure 
3-11.  The mesh resolution is sufficient for LES in the junction region, but is likely too coarse in 
other regions.  This distribution both damps reflections from the computational boundaries and 
makes efficient use of fixed computer resources. 
 

 
Figure 3-11 – Continuous Mixing LES Strategy. 

 
The comparison of the streamwise evolution of the normalized methane mass fraction (Figure 
3-12) indicates that the LES predicts more efficient mixing of the two gas streams.  This can be 
explained by fact that the LES resolves in both time and space additional large scale vortices 
which enhance the mixing process.  The LES results shown have been extrapolated using an 
exponential function, similar to what is described in the previous paragraph for the RANS 
simulations. 
 

Under-resolved 

Resolved LES 
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Figure 3-12:  Normalized Methane Mass Fraction, LES verses RANS. 

 
Figure 3-13 shows a “snapshot” of the methane mass fraction at a cut-plane of the pipe.  The 
enhanced mixing provided by LES can be seen in Figure 3-13 by the pocket of relatively low 
methane mass fraction at the down-stream corner of the elbow and by the irregular interface 
along the centerline.  The RANS results shown in Figure 3-14, in contrast, show a relatively 
smooth interface between the gas supplies.  The mixing in the RANS simulation is only provided 
by unresolved fluid motions through the eddy-diffusivity.  Figure 3-15 and Figure 3-16 show the 
corresponding velocity vectors.  The recirculation region predicted by the LES downstream of 
the junction is quite evident in Figure 3-15.  For this study the RANS calculations provide 
computationally efficient method of estimating the amount of mixing, and relative to the LES 
provide a more conservative estimate of the rate of mixing.  For the scenarios simulated, either 
modeling technique predicts nearly complete mixing within 100 pipe diameters. 
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Figure 3-13:  Methane Mass Fraction (LES). 

 
 

 
Figure 3-14:  Methane Mass Fraction (RANS). 
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Figure 3-15:  Velocity Vectors in Junction Recirculation Region (LES). 

 
 

 
Figure 3-16:  Velocity Vectors (RANS). 
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Table 3-3:  Grid Resolution. 

Mixture Grid Δywall 
(Main) 

Y+ 
(Main)

Δywall 
(Secondary)

Y+ 
(Secondary) Number of Cells 

Case 1 A 0.0025 m 430 0.0025 m 480 400k 

Case 1 B 0.0015 m 260 0.0015 m 300 400k 

Case 2 A 0.0025 m 440 0.0025 m 500 400k 

 
Table 3-4:  Locations of Axial Sampling Lines. 

Line Y (in m) Z (in m) 

1 0 0 

2 0.15 0 

3 0 -0.15 

4 -0.15 0 

5 0 0.15 

 
Table 3-5:  Transient Mixing - Initial Conditions. 

Species Main Second 

CH4 0.90 0.95 

C2H6 0.03 0.025 

C3H8 0.02 0.015 

C4H10 0.01 0.005 

 
Table 3-6:  Transient Mixing - Inlet Conditions. 

Species Main Second 

CH4 0.92 0.86 

C2H6 0.03 0.08 

C3H8 0.006 0.04 

C4H10 0.003 0.015 

 
3.2 Part II:  Evolution of Streamwise Compositional Discontinuities in Gas Pipelines 
 
The initial development and evolution of an streamwise gas discontinuity is illustrated using a 
generalization of an analytical solution first proposed by Taylor1,11 and computational fluid 
dynamics (CFD) simulations. 
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The analytical solution for the propagation of a discontinuity in the axial composition is 
described in Section 3.2.1.  This section is followed by a description of the CFD model and 
verification of the analytical formula (Section 3.2.2).  In Section 3.2.3, the results of a “supply 
switching” event are presented as well as the procedure by which the parameters for the analytic 
solution are extracted from the CFD results.  The final section, Section 3.2.5, describes the 
application of the analytical model including sensitivity to input parameters. 
 
3.2.1 Semi-Analytical Solution 
 
The equation for the evolution of the cross-sectionally-averaged mean mass fraction Y of a 
chemical constituent in a duct can be written as 
 

 
where Deff is the effective diffusivity or dispersion coefficient.1,11  The effective diffusivity is in 
general a function of Reynolds number and also Schmidt number.  The equation can be 
simplified by measuring distance from the center of the discontinuity, xm, which moves at the 
speed of the bulk flow velocity, U.12 

 
The result is an equation, 
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which describes the thickening of the discontinuity during propagation.  In this formula, s = x -
 xm, is the distance from the center of the concentration transition zone.  By assuming the 
dispersion coefficient is independent of position an analytical solution for this equation1,11,13,14,15 
with an initially infinitely sharp discontinuity is: 
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where Yup is the mass fraction of constituent upstream of the discontinuity and Ydown is the mass 
fraction of constituent downstream of the discontinuity and Ym is the average, which is also the 
value at the discontinuity.  Figure 3-17 shows a plot of this function. 
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Figure 3-17:  Analytical Mixing Zone. 

U = 1 m/s, t = 100 s, Deff  = 0.1 m2/s, δ0 = 0 m 
 
The thickness of the average concentration transition zone, (Figure 3-17 shaded area), can 
estimated from the slope of the mass fraction at the center of the discontinuity (s = 0). 
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The thickness of the transition (mixing) zone can then be used to estimate the composition 
transient or the time internal at which the composition will change from the initial value to the 
new value. 
 

( )( ) tt
U
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An infinitely thin composition discontinuity would correspond to an instantaneous temporal 
change in composition, which is not realistic.  The equation can be modified as follows to 
account for a finite initial discontinuity, δ0 and corresponding supply switching time, τ0 = δ0/U. 
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This leads to the following expression for the thickness of the transition length. 
 

 
3.2.2 Computational Fluid Dynamics of the Development of an Axial Discontinuity 
 
CFD is used to provide an illustration of the initial development of an axial composition 
discontinuity, which is a highly-disorganized multidimensional flow. 
 
Figure 3-18 describes the simulation in which the gas composition changes abruptly due to a 
switch in supply from one leg to a second.  This is a simplification of the type of scenario which 
might occur when a pipeline “null point” moves across a T-junction.  For this case, there are two 
inlets with different compositions (Table 3-7).  Initially the flow in the pipe main pipe is supplied 
by the first inlet (Inlet 1).  Over a specified time interval (1 s), the mass flow rate of the first inlet 
decreases linearly, while the flow rate of the second inlet increases to keep the flow rate to main 
pipe constant (21.55 kg/s).  The diameter of all the pipe sections is 0.762m (30in) and the length 
of the outlet section is 50m. 
 

 
Figure 3-18:  Transient Mixing Schematic. 

 
The flow rates, composition (see Table 3-7) and operating pressure (55 atmospheres) were 
nominal values chosen from available data.  The bulk velocity in the main pipe was initially 
1.09 m/s, but increased to 1.3 m/s (2.9 mph).  The switching time of 1 s was selected as an 
exaggeration of what is likely to occur in the field.  The evolution of the initial discontinuity is 
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shown in Figure 3-19.  After about 25 seconds, the flow is fully developed and the parameters 
for semi-analytical solution could be extracted.  The standard k-ε model was used as with the 
previous simulations. 
 

Table 3-7:  Brief Survey of Natural Gas Compositions. 

 Mix 1 Mix 2 Union Gas16 Natural Gas Org17 GTI18 GTI18 
(LNG imported)

Methane 0.70 0.94 87.0-96.0 70-90 89.6-96.5 86-96 (C1) 

Ethane 0.12 0.03 1.8-5.1 0-20 1.5-4.8 3-10 (C2) 

Propane 0.08 0.01 0.1-1.5 0-20 0.2-1.2 0.5-5 (C3) 

Butane 0.07 0.005  0-20 0.1-0.6 
(and other C4) 

0.0-2 (CX) 

Nitrogen 0.03 0.015 1.3-5.6 0-5 1.0-4.3 (including CO2) < 0.5 

 
 

 
Figure 3-19:  Evolution of the Initial Discontinuity. 

 
 
 

T = 2.5 s T = 5.0 s 

T = 25.0s T = 10.0 s 
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3.2.3 Calculation of the Effective Diffusion (Dispersion) Coefficient 
 
Numerous formulas to calculate the dispersion coefficient for flow in pipes have been developed 
starting with the work of Taylor.11,1  Ekambara and Joshi19 have cataloged several of these 
formulas.  The formulas found in Taylor,11 Tichacheck, Barklew, and Baron,20 and Zitny and 
Thym21 are used to estimate the dispersion coefficients for the flow rate, the operating pressure 
and the two compositions (Table 3-7) used in this study.  The values are listed in Table 3-8.*  
The estimates calculated using Tichacheck et al.20 formulas use Reichardt’s generalized turbulent 
velocity profile and Prandtl’s universal friction law.22 
 
As alternative to the empirical formulas, the dispersion coefficients may be estimated from 
simulations or experiments using a time history of the cross-sectionally averaged concentration 
of one of the gas constituent at one or more axial locations.  The equations to perform this type 
of analysis can be found in Levenspiel23 and Folger.24  The application of this procedure to CFD 
simulations has been described by Ekambara and Joshi.25,19 
 

Table 3-8:  Calculated Dispersion Coefficients. 
 Dispersion Coefficient 

Mixture 1 (Re = 3.27 x 106) 
Dispersion Coefficient 

Mixture 2 (Re = 3.15 x 106) 

Taylor11 0.150 0.176 

Tichacek, Barkelew, Baron20 0.108 0.126 

Zitny, Thym21 0.172 0.203 

 
3.2.4 Analytical Solutions Results 
 
The analytical solution is applied using a supply switching time (initial composition transient), 
τ0, of 1.0 s, a mean velocity, U of 1.09 m/s and a dispersion coefficient, Deff of 0.115 m2/s.  The 
velocity is selected within the range of the velocities of the two mixtures (1.09 and 1.31 m/s).  
The dispersion coefficient is within the range of the two values in Table 3-8 obtained from the 
procedure developed by Tichacek et al.20  These input values were used to determine how fast 
the composition will change (compositional transient, τ) as the discontinuity reaches various 
positions along the pipe (Figure 3-19 and Table 3-9).  Even after 100 km, the composition will 
change in slightly less than five minutes, indicating that the two gas supplies remain relatively 
segregated at a significant distance.  It should also be noted that rate that the gas composition 
change at any particular “point” in the flow could be faster than the mean. 
 

                                                 
* The dispersion coefficients (effective diffusivities) shown in Table 3-8 and used for the calculations in 
Sections 3.2.4 and 3.2.5 are larger than the values in the draft reports.  This increase in the dispersion coefficient 
effects increase the layer thickness, but does not significantly alter the general conclusions. 
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Table 3-9:  Downstream Evolution of the "Compositional Transient, τ". 
Deff = 0.115 m2/s, U = 1.2 m/s, τ0 = 1 s 
Distance from 

“CFD Exit Plane” 
Composition 

Transient 

0 km 1.0 s 
1 km 28.9 s 

10 km 91.4 s 
100 km 289 s 

 
 

 
Figure 3-20:  Downstream Evolution of the "Compositional Transient, τ". 

 
3.2.5 Solution Sensitivity 
 
The sensitivity of the composition transient to the initial composition transient (or layer 
thickness) is shown in Figure 3-21 and Table 3-10.  The composition transient (layer thickness) 
at downstream locations becomes less sensitive to the initial condition as the mixing layer 
propagates.  At 100 km downstream of the supply change, the composition transient would be 
about five minutes for any initial supply switching time which was less than 100 s. 
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Table 3-10:  Composition Transient @ 100 km for different 
Supply Switching Times (Layer Thicknesses). 

Layer 
Thickness @ 0 km 

Supply Switching Time 
Composition 

Transient @ 0 km 

Composition 
Transient @ 100 km 

0.0 m 0.0 s 289.189 s 

1.15 m 1.0 s 289.191 s 

11.5 m 10 s 289.362 s 

115 m 100 s 306 s 

1150 m 1000 s 1041 s 

 
 

 
Figure 3-21: Variation of the Composition Transient 
for several different Supply Switching Times, τ0 (s). 

 
The composition transient at a downstream location is much more sensitive to the flow rate than 
the supply switching time (Figure 3-22 and Table 3-11).  It should be noted however, the results 
shown are for fixed axial dispersion coefficient and fixed supply switching time.  The analytical 
and experimental results in the literature indicate that for given a specific geometry (pipe 
diameter and pipe roughness in this case), the effective dispersion coefficient would increase 
with increasing flow rate (Reynolds number).11 
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Table 3-11:  Composition Transient @ 100 km for Different Bulk Velocities. 

Bulk Velocity Composition 
Transient @ 100 km 

0.5 m/s 1075 s 
1.15 m/s 289 s 

2 m/s 134 s 
5 m/s 34 s 
10 m/s 12 s 
20 m/s 4.4 s 

 
 

 
Figure 3-22:  Variation of the Composition Transient for Different Bulk Velocities, U (m/s). 
 
The results for different values of the dispersion coefficient with fixed velocity and fixed initial 
composition transient are shown in Figure 3-23 and Table 3-12.  As the dispersion coefficient is 
increased, the composition transient increases, due to a faster thickening of the mixing layer.  
Through two orders of magnitude of dispersion coefficient change, the composition transient 
changes less than a factor of ten.  It should be mentioned that the dispersion coefficient, or 
effective diffusivity, is not necessarily an independent parameter.  In addition to being strongly 
affected by the bulk flow rate (Reynolds number), the value is also affected by other parameters 
including the surface roughness and mass diffusivity (Schmidt number).11,12,20,21 
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Table 3-12:  Composition Transient @ 100 km for Different Dispersion Coefficients. 
Dispersion Coefficient 

(m2/s) 
Composition 

Transient @ 100 km 

0.0115 91.4 s 

0.0575 204 s 

0.115 289 s 

0.23 409 s 

1.15 914 s 

  

 

 
Figure 3-23:  Composition Transient for Dispersion Coefficients, D (m/s2) 

(Effective Diffusivity). 
 
3.3 Summary 
 
Computational fluid dynamics (CFD) simulations and calculations using an analytical formula11 
were used to illustrate continuous (steady) cross-sectional mixing and transient axial mixing of 
gases in pipe junctions. 
 
For continuous mixing, the results show that two gases streams are mixed to an average 
composition within 90 to 100 meters downstream of the junction for the specific cases simulated 
in this report.  In other words, steady-state gas blending is completed in a relatively short 
distance. 
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For transient mixing, the situation is different.  Transient mixing refers to the situation where a 
different composition gas supply is abruptly “switched-on” at a pipe junction.  While steady state 
conditions are rapidly established near the pipe junction, the interface between the old and new 
gas composition continues to propagate along the pipeline.  Several methods were discussed to 
calculate or the dispersion of this interface.  Estimation of the dispersion coefficient along with 
an analytical solution provide quick estimates of the time interval over which the composition 
will change at large distances away from the discontinuity.  The results indicate that there is 
minimal mixing between the upstream and downstream gases, a behavior which mimics field 
evidence documented in a recent report.2  Application of the solution procedure to a nominal 
operating condition (mass flow:  21.55 kg/s, pipe diameter:  0.762m pipe, operating pressure:  
55 atm) indicates that if the supply is switched over a time period of less than a two minutes, 
then the composition change 100 km downstream will occur over approximately five minutes.  
This analysis can used to provide estimates of how gas composition changes are transmitted 
along the pipeline.  More exact analysis would require some combination of multidimensional 
CFD and pipeline network calculations of the specific scenario. 
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4 NATURAL GAS ENGINES:  FUEL VARIABILITY EFFECTS 
 
4.1 Introduction 
 
Natural gas is basically a mixture of hydrocarbons in gaseous form, comprised predominantly of 
methane with other hydrocarbons, inerts and impurities as minor constituents.  The composition 
of natural gas depends primarily on the production field from which it is extracted and its storage 
history.  It is also dependent on processing for heating value control and hydrocarbon dewpoint 
reduction.  A significant body of information exists concerning geographical compositional 
variations.  Further, gases are mixed and distributed based on demand and availability creating 
significant temporal and geographic variations in natural gas.1  As heavier hydrocarbons (HC) 
are substituted for methane, inerts must also be added to maintain a near constant fuel heating 
value per unit volume, since the higher HC have higher volumetric heating values than methane.  
Historically, domestic natural gas supplies have limited variation in quality. 
 
However, decreasing domestic production and increasing use of natural gas means that LNG will 
provide an increasingly larger portion of future U.S. natural gas supplies.  But, imported LNG 
may face several challenges to its broad acceptance into a specific U.S. market area.  One of 
these challenges is the degree to which LNG in its gaseous form is interchangeable or compatible 
with existing utilization equipment.  LNG is simply a natural gas that has been treated to remove 
impurities, and then condensed into liquid form.  The economics of the LNG industry usually 
dictate that ethane, propane, and butanes are not removed to the levels commonly found in U.S. 
domestic pipeline gas.  At the same time, LNGs usually contain few inerts (carbon dioxide [CO2] 
or nitrogen [N2]) and practically no heavier hydrocarbons beyond pentanes which are commonly 
present in domestic natural gases.  The U.S. Federal Energy Regulatory Commission has taken 
the position that LNG is natural gas and has exercised its jurisdiction over LNG in the same way 
as it does over any natural gas.1 
 
In specific areas of the country, high levels of propane and/or air are sometimes used to meet 
peak demand loads of the local distribution company.  This is referred to as propane/air peak 
shaving.2  Due to these and other compositional influences, limited variations in composition 
must be accepted.  Three areas of engine operations; emissions, power characteristics and knock 
potential can be impacted by heavier HC or air which are present in distribution system gas when 
utilities peak shave.3  On the contrary, methane is more difficult to catalytically remove from 
engine exhaust than higher HCs. 
 
Liss and Thrasher have evaluated the natural gas composition changes in several areas of the 
country.  They indicate variations of ±14% in heating value and density, ±20% in Wobbe 
number, and ±25% in stoichiometric A/F ratio may occur in different regions across the United 
States.  On engines that are highly tuned for efficiency, these variations can impact engine 
performance and emissions.4 
 
There are many codes, standards and recommended practices for CNG but few that actually 
address fuel composition.  For a fairly comprehensive list of codes, standards and advisories 
applicable to natural gas vehicles and infrastructure, see the Clean Vehicle Education Foundation 
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website at www.cleanvehicle.org/technology/image/code.pdf.  Current fuel guidelines for natural 
gas vehicles (NGVs) include SAE J1616, CARB Alternative Fuels Regulations5 and brief 
guidelines for contaminants in NFPA 52.6  The provisions contained in J1616 are intended to 
protect the interior surfaces of the fuel container and other vehicle fuel system components such 
as fuel injector and exhaust catalyst elements from the onset of corrosion, poisoning, the 
deposition of liquids or large dust particles or the formation of water, ice particles, frost or 
hydrates.  The provisions contained in J1616 are not intended to address the composition of 
natural gas as delivered to a fueling station, but rather at the outlet of the fueling station as 
delivered to the containers on the vehicle.  Limits on gas quality currently not included in J1616 
may be added when data are available to substantiate them.  J1616 presents the more important 
physical and chemical characteristics that address these issues.  Because SAE Standard J161 is 
copyrighted, it is not reproduced here.  However, copies of this Standard (Document J1616, 
“Recommended Practice for Compressed Natural Gas Vehicle Fuel) may be purchased via 
SAE’s website (http://www.sae.org/technical/standards/J1616_199402). 
 
As a footnote, there is an SAE standard, J2699, which is work in progress as of August 2006.  It 
is intended to eventually provide definition and fuel specification for automotive quality LNG. 
 
NFPA 52, Section 4.5.2.1 adds a limit of 0.5% O2 and a water content less than 7.0 lb/MMscf 
(110 mg/M3) but otherwise addresses fueling and container specifications and procedures.  The 
CARB Alternative Fuels Regulations Article 3, Section 2292.5 is the California Standard for 
CNG composition for NGVs.  The specifications are provided in Table 4-1 below. 
 

Table 4-1:  CARB Specifications for Compressed Natural Gas for NGV Applications.5 
Specification Value Test Method 

Hydrocarbons (expressed as mole percent) 
Methane 88.0% (min.) ASTM D 1945-81 
Ethane 6.0% (max.) ASTM D 1945-81 
C3 and higher HC 3.0% (max.) ASTM D 1945-81 
C6 and higher HC 0.2% (max.) ASTM D 1945-81 

Other Species (expressed as mole percent unless otherwise indicated) 
Hydrogen 0.1% (max.) ASTM D 2650-88 
Carbon Monoxide 0.1% (max.) ASTM D 2650-88 
Oxygen 1.0% (max.) ASTM D 1945-81 
Inert gases   
Sum of CO2 and N2 1.5-4.5% (range) ASTM D 1945-81 
Water a  
Particulate matter b  
Odorant c  
Sulfur 16 ppm by vol. (max.) Title 17 CCR Section 94112 

 
a. The dewpoint at vehicle fuel storage container pressure shall be at least 10 °F below 

the 99.0% winter design temperature listed in Chapter 24, Table 1, Climatic 
Conditions for the United States, in the American Society of Heating, Refrigerating 
and Air Conditioning Engineer’s (ASHRAE) Handbook, 1989 fundamentals volume.  



4-3 

Testing for water vapor shall be in accordance with ASTM D 1142-90, utilizing the 
Bureau of Mine apparatus. 

b. The compressed natural gas shall not contain dust, sand, dirt, gums, oils, or other 
substances in an amount sufficient to be injurious to the fueling station equipment or 
the vehicle being fueled. 

c. The natural gas at ambient conditions must have a distinctive odor potent enough for 
its presence to be detected down to a concentration in air of not over 1/5 (one-fifth) of 
the lower limit of flammability. 

 
LNG is stored at very low temperatures (around -162 °C at atmospheric pressure).  Although 
LNG tanks are heavily insulated, heat leaks will cause some LNG to be “boil-off” during 
transport or storage.  The gasified LNG can be used to power propulsion engines.7  Because the 
lighter hydrocarbons (e.g., methane) evaporate first, the remaining LNG cargo is enriched in 
higher hydrocarbons.  This is called “weathering” of the stored LNG, and can lead to additional 
variability in fuel composition from LNG sources.8 
 
Typically, design engineers are asked to focus on designing the gas engine such that optimized 
efficiency, power, and emission behavior can be obtained.  It must further be ensured that even 
with changing gas properties the engine operates safely, preventing any damage to engine 
components due to increased knock, and that acceptable efficiency and power are obtained while 
complying with emission limits.  Therefore, only designing the engine for the highest possible 
heating value, lowest possible MN gas may not be a practical solution.  In these cases the control 
system must respond by interacting with engine timing, load, A/F ratio etc.  For example, speed 
reduction would have a detrimental effect on knock in a stoichiometric engine but little effect on 
NOx.9 
 
Traditionally, engine derating has been the means to handle fuel composition variations.  
However, the demand for higher engine efficiency and tighter emission regulations have forced 
engines to narrower knock and misfire margins and tighter engine control, therefore relegating 
engine derating to a last resort.  Modern engines use a variety of sensors and controls which tend 
to indirectly accommodate a reasonable degree of fuel quality variation.  Examples of current 
fuel recommendations for several fuel manufacturers may be found in the International 
Association for Natural Gas Vehicles Report, December 2002.10 
 
Several examples of the effect of fuel composition on engine performance are now discussed.  In 
a cogeneration application, engine data from a CAT-3516 was collected over 24-months.  The 
authors indicate that they needed to install equipment to measure fuel composition because it was 
important to engine operation.11  For two gases supplied for automotive use in New Zealand, the 
optimum full throttle A/F ratios and ignition timing settings were so dissimilar that it made it 
impossible to achieve the maximum power output on both gases with the same tuning and timing 
setting.  The Wobbe indices of the two natural gases were 1320 btu/ft3 and 1154 btu/ft3 with 6% 
and 14% inerts respectively.12  Note that the inerts on the second fuel were outside the range of 
interim guidelines put forth by the NGC+ working group in 2005.13  In spite of these examples, it 
is emphasized that gas engines can run on a wide range of gas compositions.  One case in point is 
a commercial low-Btu gas engine developed by Jenbacher.  This gas-fueled engine can operate 
on 16% hydrogen (H2), 0.5% CO, 3.5% CO2, and 80% N2 with a lower heating value (LHV) of 
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only 50 Btu/scf.  The energy value of this gas is only 5% that of natural gas.  Ten-bar brake mean 
effective pressure (BMEP), and 36% thermal efficiency at a raw value of 2 ppm NOx were 
reported.14 
 
Even though engines can run on a wide range of fuel compositions, a given engine with a given 
tuning is limited to a range of compositions determined by the engine’s misfire limit, knock 
limit, emission limits (usually imposed by air permitting) and the ability for the engine’s control 
system to control within those limits with respect to fuel variability.  Modern control systems 
have enabled engines to operate with wider changes in fuel composition.  The Cummins heavy-
duty B5.9 natural gas engine has been in production since 1994, and was the industries’ first 
engine with closed-loop A/F ratio control.  Cummins also developed (1999) a propane version of 
this engine called the B5.9LPG.  It utilizes lean combustion, closed-loop A/F ratio control, and 
electronic engine management technologies.  Although the engine is similar to natural gas 
version, extensive engine development was required to modify the engine for LPG operation.  
Engine performance was optimized for combustion, detonation, and lean misfire margins with 
LPG versus natural gas.  For example, the optimal compression ratio for LPG was 9.1:1 
compared to 10.5:1 for natural gas.  Development and validation for operation on LPG required 
more than 10,000 laboratory test hours.15 
 
There has been a trend in time from the early 80’s toward increased BMEP because it produces 
higher efficiency and ultimately reduces cost.16  On the most advanced engines, thermal 
efficiency is now as high as 45% at 20 bar BMEP For any engine size, 20 bar BMEP is hard to 
achieve in knock and misfire free operation.  Higher BMEP levels result in higher efficiency as 
parasitic losses are smaller in proportion to engine power.  Larger bore sizes are typically more 
efficient due to the reduction in surface to volume ratio and resulting heat loss through the 
cylinder, head and piston surfaces and less (relative) opportunity for crevice fuel quenching.  
Larger engines run slower than smaller bore engines with linear piston speed fairly constant 
across sizes.  Slower speed engines also benefit from reduced friction in rotating components.  
Electric efficiencies of natural gas engines range from 28% LHV for stoichiometric engines 
smaller than 100 kW to more than 40% LHV for larger lean-burn engines (> 2 MW).17 
 
Currently, the maintenance interval is dictated by the spark plug change interval.  Market forces 
call for increased engine efficiency while regulations call for lower emissions on the future spark 
ignited natural gas engines.  However, experiences indicate the use of traditional ignition 
systems on leaner A/F mixtures and higher charge densities requires stronger ignition spark 
which in turn reduces spark plug life.18  This is a concern as it may represent a barrier to the 
continued trend toward higher engine efficiency.19 
 
4.2 Engine Type 
 
Engines that operate with near stoichiometric mixtures are more prone to detonate than lean 
mixtures.  With the exception of some stand alone industrial applications, such as irrigation or 
gas compression where engines tend to be gasoline engine derived and unboosted, stoichiometric 
engines are typically designed with little knock margin to provide optimum performance.  
Fortunately, knock dependence on changes in fuel composition is secondary when considering 
the impact of fuel variability on emission in these engines.  When fuel composition changes, any 
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deviations away from stoichiometric conditions reduces knock propensity.  Changes away from 
stoichiometric affect exhaust oxygen (O2) composition and can affect downstream aftertreatment 
performance.2 
 
Lean-burn natural gas engines are designed to operate with lower peak combustion temperatures 
than stoichiometric engines due to the diluting effects of additional air.  This leads to lower heat 
loss and reduced NOx formation.  Lean-burn natural gas engines usually run sufficiently lean that 
variations in equivalence ratio (ER) can either result in engine misfire or increased NOx emis-
sions.  As a result, any variable which affects the metered ER to the engine will affect engine 
performance and emissions, whether it is stoichiometric or lean-burn combustion. 
 
Lean-burn engine technology typically uses turbo-charging to compress combustion air and/or 
fuel to maintain high specific power output.  However, lean-burn engines are more likely to 
experience pre-ignition or engine knock when higher-than-normal levels of propane and ethane 
components are present in the fuel.  Ignition timing can be used to control combustion to avoid 
engine knock.  Due to concerns regarding variations in fuel composition, some manufacturers 
have chosen to de-tune certain lean-burn engines by retarding spark ignition timing, resulting in 
some loss of performance and fuel efficiency.17 
 
An increase in ER in a turbocharged lean-burn engine has a twofold effect.  First, if fuel con-
trolled, it provides additional heat energy to the engine so power is increased for a constant boost 
level.  Secondly, the added heat energy increases the available exhaust energy which tends to 
increase boost pressure.  Provided the turbocharger system has sufficient control capability, 
boost pressure can be maintained.  In some instances the wastegate control may have insufficient 
flow capacity to bypass the excess exhaust energy resulting in an increase in boost above opera-
tional limits.  In this potentially unstable situation, the increased boost means additional mass air 
flow to the engine accompanied by still more fuel.  In many stationary applications the engine is 
equipped with a fuel governor which will reduce fueling to maintain set speed. 
 
A universal exhaust gas oxygen (UEGO) sensor is one way to improve engine performance with 
variable fuel composition.  For example, according to information contained in SAE Paper No. 
920593 (1992),2 the variation of hydrogen/carbon (H/C) ratio of common gas blends can be 
considerable (3.11 to 3.88).  However, at a fixed ER, this produces less than a 5% variation in 
the free exhaust oxygen.  Thus exhaust oxygen is a suitable parameter for feedback control, but 
NOx controls also need to be considered.2  Another type of feedback control uses the power 
generator signal to regulate air-fuel ratio as described in U.S. Patent Number 4,867,127, 
“Arrangement for Regulating the Combustion Air Proportions”.20 
 
For lean-burn engines, higher HC content (and, thus, lower MN) may cause the engine to reach 
the knock limit unless the control system adjusts engine operation.  For stoichiometric engines, 
higher HC may change the UHC emission, and exhaust oxygen.  In addition, because 
stoichiometric engines operate close to the knock margin, they also may be constrained to 
relatively high MN.  To avoid knocking, extreme ignition retarding may be used to compensate 
for low MNs, but this compromises efficiency.2,9 
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A commercial example of a natural gas lean-burn stationary engine technology is the Jenbacher 
J620 GS-E.  This lean burn engine was developed in 1998 with a maximum working pressure of 
180 bar.  On natural gas, the thermal efficiency is 43%.  When engine knock is detected, the 
control responds by first retarding timing, then increasing the air-fuel ratio (to reduce combustion 
temperature), and then finally reducing engine power.  The control system automatically tries to 
reestablish engine power output until knock reoccurs.  This control approach allows the engine to 
operate with a wide range of gas composition without knocking problems.  The engine’s 
knocking limit is beyond the typical operating range at a MN of 95.  However, with knock 
control, it may run as low as MN = 70.  With a reduced BMEP, it can operate using fuel gases 
with MN down to 30.21 
 
4.2.1 Stoichiometric/Exhaust Gas Recirculation 
 
The use of exhaust gas recirculation (EGR) has become a popular emission control technique 
specifically for reducing engine NOx levels.  By using EGR, the intake mixture contains 
significant quantities of diluents such as CO2, N2, and H2O.  NOx emissions are reduced by two 
factors:  reduced oxygen concentration in the charge, and reduced temperature via changes in 
heat capacity.22 
 
In work by Kim et al., 1996,23 under part load operations, the optimal EGR rates were 5-10% and 
excess air ratio of about 1.3-1.35.  The EGR reduced NOx emissions while the lean mixture 
condition had a minimal effect on engine efficiency and UHC emissions.23 
 
The effects of EGR on NOx emission at stoichiometric operation were investigated by Raine 
et al.24  These authors compared natural gas and gasoline fueling at constant engine torque, 
Engine speed (1500 rpm) and A/F ratio (stoichiometric) were held constant for all tests.  EGR 
was seen to reduce NOx emission in both natural gas and gasoline fueling, but increased the total 
hydrocarbon (THC) emission.24  The THC had a different composition for the two fuels.  For 
natural gas, methane forms approximately 80% of the THC emission and was approximately 
constant across the range of ERs tested.  For gasoline, methane forms 5% to 8% of the THC 
emission.  Although EGR produced a slight increase of THC, the increase was modest in 
comparison with the level of NOx reduction.24 
 
In stoichiometric NG engine work by Thiagarajan et al.25 brake power, fuel conversion 
efficiency and before catalyst emissions of CO, NOx, and HC were not affected by higher HC 
(propane) addition as long as stoichiometric combustion was maintained.  N2 dilution at 
stoichiometric conditions was shown to reduce NOx before the exhaust catalyst. 
 
Stoichiometric engines in light-duty vehicles may use EGR and three-way catalysts (TWC) to 
control emissions.  The combination of exhaust oxygen sensors, and adaptive electronic fuel 
controls can allow these engines to operate with a relatively wide range of gas compositions 
while maintaining oxygen levels, and without experiencing damaging engine knock.17 
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4.2.2 Automotive Applications 
 
Nationally, as estimated from the U.S. DOE-EIA, there are an estimated 133,000 NGVs of which 
approximately 68.6% are light-duty vehicles.26  Natural gas use in vehicles increased from 
2.9 billion ft3 in 1996 to 8.3 billion ft3 in 2000.27  Gasoline engine are usually retrofitted to NGV 
use but produce about 10-15% less power compared to operation on gasoline.  Emissions from 
these retrofitted engine are different than when using gasoline: reduced CO by ~80%, reduced 
HC by 50%, and increased NOx by 33%.28  Because of adaptive control algorithms, fuel 
composition variation has not been an important concern for vehicle driveability.26  In a recent 
GRI study, they conclude that there is essentially no concern over knock problems occurring in 
light-duty (gross vehicle weight rating [GVWR] < 6,000 lbs) NGVs.  Because the engines are 
retrofit from gasoline counterparts, the compression ratios and BMEP ratings of light-duty NGVs 
are similar to those of gasoline engines  For this reason, there is little concern these vehicles will 
have problems with engine knock even at MNs as low as 65.26 
 
NGV performance was investigated by Lee and Kim.29  In their study, gas HC compositions 
varied from 100% methane to 75/22/2.5 methane/ethane/propane.  MONs varied from 110-138 
while LHV varied by approximately 17.5%.  Note that based on CARB MN calculation5 this 
MON range would have a MN range of 59.5-105.  These variations are very significant, 
especially when compared to realistic natural gas compositions compliant with NGC+ interim 
quidelines.13  Fuel economy, drivability, and exhaust emission were all evaluated in the study 
that included two recreational vehicles and one passenger car.  A negligible effect on vehicle 
drivability (starting, stalling, hesitation, and audible knock) was reported, even with the large 
variation in fuel composition.29 
 
In another vehicle study, Elder et al.30 tested two New Zealand CNG gases and two LPG gases 
using a 1981 Mitsubishi 2000 GSL engine.  The engine was retrofit to gaseous fuel operation 
using a Renzo Landi CNG conversion system.  The CNG gases varied little in their HC content.  
Their inert content varied from 2.5% to 12.1% CO2 while N2 remained relatively constant.  In 
one gas, the additional CO2 produced a methane range from 81.3% to 73.4%.  The authors 
reported no perceptible changes in drivability when operating on the two CNG gases.  When 
tuned for each gas, the differences in fuel consumption were minor.  Differences were larger 
comparing the gases with wider composition changes.  When tuning was performed on a single 
gas, and then shifted to the other gas, emissions performance or fuel economy could be 
compromised.30 
 
A survey of CNG compositions available near Houston, Texas was performed.31  The data 
showed that the properties of local CNG was very similar to a previous national survey.32  The 
following properties were considered:  heating value, the energy density per cycle, the Wobbe 
number, and the fuel methane-to-hydrocarbon ratio.  Drivability was not compromised by the 
difference in fuel composition.  The fuel CH4/HC ratio did influence tailpipe emissions.  No 
seasonal trends, no city to city trends, and no trends within a given city were found for the 
Wobbe number history considered.31 
 
Based on a review of the coefficient of variation (COV) (the standard deviation normalized by 
the mean) for various fuel properties,31 it was noted that except for the CH4/HC ratio, the COV is 
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typically small (< 5%), which shows that many fuel properties do not vary greatly, even when 
the fractions of the higher HC and inerts vary substantially. 
 
While many fuel properties do not change substantially, the study indicates that an important 
property in terms of emissions is the methane to HC percentage of the CNG.  All tests were 
performed using the Federal Test Procedure (FTP) driving cycle which described in the Code of 
Federal Regulations, Title 40, Parts 86 and 600.  The effects of CNG composition on fuel 
economy and drivability were not significant concerns, although it was possible to correlate 
drivability with the inert fraction of the CNG, the LHV (per unit mass) and the stoichiometric 
A/F ratio.  NOx, CO, or the Emissions Index did not correlate well with the fuel composition.  
Based on equilibrium calculations for the initial mass that burns, the stoichiometric, adiabatic 
flame temperature (without EGR dilution) varied by 20 K for the CNGs considered.31 
 
Merétei et al. tested an engine to meet European emission limits forecast for the year 2005.  The 
tests also needed to meet performance, drivability, and reliability goals.  They concluded that 
EURO 4 (2005) specifications could be met with CNG fuel in a lean-burn, aftercooled, 
turbocharged engine using an oxidation catalyst (OC).33 
 
In a study with the West Virginia University mobile emission laboratory, four actual operating 
tractor trailers were tested on natural gas and diesel fuel.  Two tractors were converted to natural 
gas operation.  The other two trucks were operated on diesel for comparison.  The natural gas 
fuel composition was constant, so the comparison was made between a fixed NG supply and 
diesel fuel.  Fuel consumption for the two fuels was 5.17 mpeg (miles per equivalent gallon) for 
NG, versus 6.73 mpg for diesel.  Thus, the natural gas fueled vehicles have significantly worse 
fuel economy.  However, NOx was reduced by 24% and 45% for the Urban Dynamometer 
Driving Schedule.  Particulate matter (PM) was reduced by more than 90% for some 
conditions.27  Note that mpeg is used to compare fuel economy on an energy equivalent basis. 
 
In the mid 1990s researchers at the University of Texas and the Southwest Research Institute 
investigated CNG and LPG vehicle performance.  Eighty-six different vehicles including heavy 
light-duty pick up trucks were a part of this study.  The vehicles were converted to bi-fueled 
operation using CNG and LPG retrofit systems that are sold as aftermarket products.  All 
retrofits used closed-loop control.  In many cases, the retrofit engines produced greater emissions 
with CNG/LPG versus the baseline gasoline with most engines having greater NOx output.  The 
authors determined that some retrofit engines were operating too lean, or the control system 
responded too slowly.  The data indicate that successful kits must produce at least a 
stoichiometric mixture, and establish other criterion for successful conversion to alternative 
fuels.34 
 
4.2.3 Direct Gas Injection/Pilot Ignition 
 
The dual-fuel, compression ignition (CI) engine has been employed in a number of applications 
utilizing various gaseous and pilot fuels.  Duel-fuel operation can produce lower NOx and PM 
emissions when compared to conventional liquid fueled engines.  Natural gas is suitable for high 
compression ratio (CR) engines because it has a high octane number (ON) and ignition can be 
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achieved with the diesel pilot.  Reduction of both NOx and PM is possible because dual fueling 
avoids the inherent NOx/PM tradeoff that exists in single-fuel diesel engines.35 
 
Pilot injection of diesel fuel can provide an ignition source for natural gas engines.  Because 
diesel fuel has a lower ignition temperature than natural gas, it can provide an ignition event 
timed by the diesel injection.  Unlike a spark plug, diesel injection produces multiple ignition 
sites, with a relatively large flame kernels compared to a spark plug.  This can provide good 
ignition, but the mixing must be designed to avoid excessive stratification of the diesel jet to 
achieve expected timing.36 
 
Most dual-fuel engines retain the ability to operate on 100% diesel fuel.  However, in dual-fuel 
mode, the diesel fuel is required only as an ignition source, requiring very small levels of pilot 
injection.  The minimum diesel pilot level is often established by the turn-down ratio of the fuel- 
injection system.  To achieve adequate spray penetration and atomization, older duel-fuel diesel 
fuel injection systems require a minimum of 5-10% of the maximum full-load fuel flow.  A 
smaller fuel injection system can be used if it is also not required to operate on 100% diesel fuel.  
In this case, the minimum pilot fuel can be reduced to less than 1% of the total fuel energy.  It is 
desirable to reduce the pilot because NOx levels increase with pilot fuel level.36,37  However, 
reduced pilot also increases cyclic variability, providing a second limit on the pilot quantity.38 
 
Cyclic variations of in-cylinder flow contribute to cyclic ignition and combustion variations.  
Flow variations affect conditions in the diesel pilot-air mixture preceding ignition, and these in 
turn affect the surrounding natural-gas air mixture.  These variations ultimately appear as 
variability in the cylinder pressure history.37 
 
The diesel-air mixture does not ignite immediately if in-cylinder temperatures are not high 
enough to ensure fast diesel evaporation.  A prolonged ignition delay (observed at advanced 
timing conditions) allows more time for diesel evaporation, better dispersion of the fuel in the 
cylinder, and greater diesel-air mixing prior to ignition.38 
 
Zeng et al.39 studied the effects of variable diesel injection timing using constant duration fuel 
injection.  With advanced fuel injection timing, the volumetric efficiency decreased and the 
overall ER increased.  The fuel injection timing had a large influence on the engine performance, 
combustion and emissions.  Engine performance was most affected by late injection because of 
insufficient time for fuel-air mixing and lower temperatures and produced high emission levels.39 
 
In another duel-fuel study, Kusaka40 observed high THC emission and low thermal efficiency at 
low loads, but showed that intake air heating combined with EGR improved the part-load 
performance.  NOx levels were lower in dual fuel mode because it is possible to operate at leaner 
conditions.  However, the injection timing must be optimized to achieve high efficiency and low 
CO and THC emissions. 
 
Duel fuel studies with three gaseous fuels (methane, CNG, and LPG) are reported by Selim 
et al.41  Diesel fuel was used as the pilot.  LPG was reported as propane with some butane.  
When the engine used LPG as the main fuel, it started to knock at a much lower torque than with 
either CNG or methane: 8 N-m (Newton-meter) torque for LPG compared to 16 N-m for CNG.  
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Fuel variation can affect the ignition delay of the diesel pilot in part due to the change in 
compression temperature for the different main fuels.  Because the specific heat of the different 
main fuel blends is different for LPG versus CNG, the temperature of the compressed mixture is 
also different.41  Combustion noise variations were detectable but not significant from an opera-
tional perspective.41 
 
Diesel fuel is not always used as the pilot fuel.  Nwafor42 investigated bio fuels (rape methyl 
ester and neat rapeseed oil) as pilot fuels.  The test results indicate that engine performance on 
these alternative pilot fuels was satisfactory and compared favorably with the baseline test result 
on diesel fuel pilot. 
 
4.2.4 Spark-Ignited Prechamber 
 
Little information regarding fuel variability effects in spark-ignited prechamber engines is 
available.  Here, we provide some basic background information about prechamber natural gas 
engines. 
 
A common solution to stringent emission regulations has been lean-burn combustion.  With very 
lean A/F ratios, both CO and THC emissions become unacceptably high with open chamber 
spark ignition due to misfires and combustion instabilities.  Open chamber pilot ignition is lim-
ited by pilot quantity and mixedness.  In order to combat this, a precombustion chamber (PCC) 
ignition system is often used to stabilize combustion at very lean A/F ratios.  PCC ignition with 
natural gas is another common method for extending the lean limit and reducing combustion 
variability in large bore (36-56 cm) natural gas engines. 
 
A PCC ignition system is a small chamber usually 1-2% of the clearance volume, in which a 
near-stoichiometric mixture of fuel and air are ignited by a standard spark plug.  The igniting 
mixture is thrust into the main chamber, where lean conditions exist.  This burning jet in effect 
provides an ignition source to the main chamber through a single-elongated source or multiple 
elongated sources.  The resulting natural gas flame front generally has a shorter distance to travel 
to complete combustion, which shortens the combustion duration.  Some PCCs get their mixture 
from passage of gases from the main chamber through its holes during the intake and 
compression stroke.  In comparison with direct spark ignition, prechamber ignition intensifies 
and accelerates the combustion process, because ignition sources are distributed in the main 
chamber via the hot prechamber jet.  The flame from surface area is significantly increased by 
the prechamber jet entering the main chamber.43 
 
There are several advantages to this type of ignition system.  Since the ignition source volume 
(i.e., the hot burning jets exiting the PCC) in the main chamber is larger, ignition is less affected 
by uneven fuel/air ratio, or flow variability.  This reduces cycle to cycle combustion variation.  
Compared to a spark ignition, PCCs can ignite a leaner overall mixture which extends the lean 
limit of combustion and lowers NOx while maintaining low cyclic variability.  A disadvantage is 
that a significant amount of CO is formed in the PCC relative to what is formed in the main 
chamber.  In one study, the PPC CO ranged from 42% to 54% of engine out CO emission 
depending on operating conditions.  NOx is also formed in the PCC, with about 22% of the total 
NOx coming from the prechamber when operating at the lean limit.44 
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In some cases an auto-ignition process in the prechamber may be used.  In this case, in order for 
natural gas ignition to take place effectively, high compression ratio, preheated inlet air and a 
thermally insulated prechamber are used.45 
 
4.2.5 HCCI 
 
Homogenous Charge Compression Ignition (HCCI) engines have been under intensive investiga-
tion for the over 25 years.  This is a technology that is only now emerging in niche applications 
but may someday have wide applications including the natural gas market.  To date, however, 
there are no known NG fueled HCCI engines in commercial operation.  Other names have been 
applied to this concept such as detonation ignition, explosive ignition, etc.  Whatever term is 
used, it describes a combustion process in which a well-mixed (homogenous) charge of fuel and 
air is brought to ignition by compression in a traditional reciprocating engine.  It, therefore, 
combines features of traditional spark-ignited engines (initial homogeneous charge) and diesel 
engines (CI).  HCCI combines the high efficiency of the diesel cycle (due to high compression 
ratios, low combustion temperatures and potential for unthrottled operation) with very low NOx 
(< 10 ppm) (due to very lean homogeneous combustion) and essentially zero particulate 
emissions.  Combustion is kinetically controlled, rather than mixing controlled, as in 
conventional engines.  This produces very high heat release rates, and allows ignition to occur 
closer to top dead center (TDC).  For this reason, the engine cycle more closely approximates 
and ideal Otto cycle, and has a greater potential for higher efficiency.  There are two major 
drawbacks that have limited the use of HCCI.  First, it is difficult to control ignition, and second, 
the engines have limited load/speed capability.46 
 
As HCCI combustion is kinetically controlled, fuel composition variability is expected play a 
role in combustion timing.  Åberg et al.47 considered the effect of fuel structure on HCCI 
combustion.  They blended varying amounts of ethane, propane and both iso and n-butane into 
methane at varying A/F ratios, boosts and EGR rates.  The inlet air temperature required to 
properly phase the HCCI combustion was then measured for the different components in the 
fuel.47 
 
They47 concluded that: 
 

• The change in the fuel MN is directly related to the change in required inlet temperature.  
The butanes have the largest impact on the inlet temperature, followed by propane and 
ethane. 

• It was also noted that the inlet temperature affects the fuel/air mixture density.  At lower 
inlet temperatures, the denser gas allows more mass to be induced into the cylinder, 
increasing the indicated mean effective pressure (IMEP). 

• A lower inlet temperature also affects the overall cycle temperature, and this in turn 
affects the exhaust emissions.47 

 
A modeling study by Flowers et al.48 suggested that HCCI combustion may require active 
control to compensate for changing fuel composition.  Because ignition is controlled by the 
chemistry, it is reasonable to expect that the HCCI process would be affected by fuel 
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composition.46  Changes in natural gas composition may shift the peak heat release timing by as 
much as 10 CA degrees. 
 
In another modeling effort, Soylu et al.49 examined combustion characteristics, combustion 
phasing strategies and efficiency potential of a natural gas HCCI engine.  Active fuel 
composition control, with blends of natural gas and propane, was discussed as a possible method 
to control combustion phase,49 showing the importance of fuel composition on HCCI ignition. 
 
Hiltner et al. modeled two-component fuels and as in the Flowers work showed higher HCs tends 
to lower the required intake temperature for peak thermal efficiency.  This work showed as much 
as a 40 K change for a 15% vol. addition of Butane.  Thus, it is likely that HCCI engines will 
require explicit development efforts for a given gas composition.  This could be problematic for 
LNG fuel fluctuations as engines will likely be designed to a very precise fuel specification.50 
 
Ohyana51 investigated control of an engine which uses HCCI combustion at light load and con-
ventional spark ignition at high load.  The combination of an intake model, combustion model 
and engine thermodynamic model was investigated to accurately estimate intake air mass, burn 
rate, and auto-ignition delay.  The combination of spark ignition and HCCI ignition is an option 
to enable wider operating range of HCCI engines, and may afford some flexibility for fuel 
composition since the ignition timing (at least for the spark ignited operation) can be controlled. 
 
4.3 Aftertreatment 
 
The type and level of pollutant treatment from gas engine exhaust (after-treatment) depends on 
many factors.  However, the engine stoichiometry primarily determines the aftertreatment 
approach.  There are two main catalytic exhaust aftertreatment approaches in current use.  
Stoichiometric engines use a three-way catalyst (TWC) to control exhaust emissions.  Lean burn 
engines control NOx via low combustion temperatures, and use an oxidation catalyst (OC) to 
reduce unburned products in the exhaust.43 
 
Three-way catalytic reduction was developed by the automotive industry.52  The TWC can 
remove CO, NOx, and HCs in stoichiometric engines.  Stoichiometric engines employing TWCs 
are commonly selected for use where emissions requirements are very strict.  Lean-burn engine 
technology can produce higher efficiency, but cannot achieve emissions as low as the 
stoichiometric engine with TWC.  Catalytic NOx reduction is not very effective in the lean-burn 
engine because the high exhaust oxygen level competes to oxidize the HC present in the exhaust, 
preventing HC from participating in effective NOx reduction.53  More details on TWC are given 
in Section 4.3.1. 
 
For lean-burn engines, the use of HC as reducing agents for NOx was first reported in the 
1970s.54,55  Without a selective catalyst, these earlier catalysts oxidized HC and therefore 
required the use of excessive of HC to remove the oxygen.  Iwamoto et al.56 discovered that a 
copper based catalyst (Cu-ZSM-5) could produce NO decomposition under lean conditions.  
Relatively high efficiencies have been reported with NOx reduction in the presence of excess 
oxygen with non-methane HC, e.g., propane, propene, and ethylene.  Methane is the least 
reactive alkane and with exhaust gas temperatures ranging from 350 to 500 °C, NOx and CH4 
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reduction is usually low.53  Unfortunately, methane is also the largest fraction of the exhaust 
HCs. 
 
Recently, rising fuel costs have increased the desirability of lean-burn natural gas engines 
because of their efficiency advantage over stoichiometric engines.  As a result, catalytic methods 
to reduce NOx have gained a great deal of interest.  Selective catalytic reduction (SCR) of NOx 
with ammonia (NH3) is now widely used.57,58  High conversion of NOx (> 95%) can be achieved 
at relatively low temperatures, but ammonia must be added.  Small applications or vehicles 
would benefit from an alternative NOx reduction technology that does not require adding 
ammonia.  SCR of NOx with available exhaust HC would be more desirable than SCR with NH3, 
but the required activity and selectivity of a CH4-SCR of catalyst is a major technical 
challenge.59 
 
From a different environmental viewpoint, the large methane fraction of the HC exhaust emis-
sions from NGVs is a concern because methane is a more powerful greenhouse gas than CO2.  
Methane is the most difficult HC to oxidize catalytically, but palladium (Pd) catalysts are most 
active for methane oxidation.  With a TWC, slightly rich air fuel control is needed for effective 
NOx conversion.60 
 
Variation of HC in the fuel can also affect the species composition and reactivity of the HC 
emissions in the exhaust.  Non-methane organic gases (NMOG) such as aldehydes, ketones, 
alcohols, and other pollutants are considered precursors to ozone formation and are regulated 
pollutants. 
 
4.3.1 Three-Way Catalysis 
 
Stoichiometric engines rely predominantly on three-way catalytic aftertreatment for emissions 
control.  Very precise mixture control is required to achieve simultaneous control of CO, HC, 
and NOx emissions.  It is generally understood and has been shown that the stoichiometric 
operating window for natural gas TWCs is narrower than for gasoline catalysts and at a slightly 
richer set point.10,61,62  Natural gases with higher hydrocarbons content would provide a slightly 
wider TWC window of operation. 
 
Subramanian et al.63 showed that CO, NO, and CH4 conversions exceeded 80% over a Pd-based 
catalyst when ER is between 1.0 and 1.2.  This suggests that the engine has to be operated 
slightly rich of stoichiometry to remove all three constituents.  The high CH4 conversion under 
slightly reducing conditions appears to be the results of a higher catalytic activity for the CH4-O2 
reaction, combined with the CH4-NO reaction that removes CH4.63 
 
Experience with a conventional TWC (Pt/Rh = 5/1) designed for gasoline engine operation 
showed that THC conversion efficiency with natural gas fuel operation was much lower than 
with gasoline fuel operation.  Methane, the predominant HC in typical natural gas emissions, 
could not easily be oxidized.  When a (Pd/Rh = 25/1) TWC designed for natural gas was used, 
the THC conversion efficiency significantly improved.60  These reductions are highlighted in 
Figure 4-1 for THC, NMHC, CO and NOx.  In the figure, UCC is the gasoline catalyst and CCC 
is the natural gas catalyst.  CCC + UCC is the series combination of the two catalytic converters. 
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Thiagarajan et al. found that on a gasoline engine converted to operate on both gasoline and 
natural gas, CO levels were lower for natural gas than for gasoline due to the more homogeneous 
mixtures with natural gas.  After catalyst NOx emissions were higher for natural gas than for 
gasoline because the lower engine out CO levels that occurred in natural gas operation reduced 
the NOx conversion efficiency.  The engine out THC levels were similar for natural gas and 
gasoline.  However, because the THC emission from NG is mostly methane, the post-catalyst 
emissions were higher for natural gas.  Methane was difficult to oxidize in the catalytic 
converter, which was designed for gasoline operation.24 
 

 
Figure 4-1:  Comparison of NGV Emission Levels With 
Catalytic Converters (FTP-75 Mode, Fresh Catalyst).60 

(Used With Permission) 
 
Varde64 found that at stoichiometric conditions in a NG engine, NOx could not be reduced in a 
TWC to the levels found in gasoline fueled engines.  As in the work by Thiagaranjan et al., these 
were automotive engines converted to natural gas operation using conventional gasoline catalytic 
converters.  Reduced NOx conversion was believed to be due to lower levels of CO emitted by 
natural gas fueled engines at stoichiometric condition relative to a gasoline fueled engine at the 
same ER.  This was confirmed by injecting small amounts of CO upstream of the converter.  The 
OC was Pt based with a noble metal loading of about 1.41 gm/cm3 while the TWC was Pt/Rh 
based with the same noble metal loading of 1.41 gm/cm3.  The TWC also promoted a reduction 
reaction involving CO and NO according to 
 

22222 NCOCONO +→+  (4-1) 
 
The OC promotes oxidation reactions of the type: 
 

OHCOOHC 222 +→+  (4-2) 
 

22 22 COOCO →+  (4-3) 
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2224 22 NCOOCH +→+  (4-4) 

 
The two-way oxidation catalyst removed CO and HC from the engine exhaust.  Since the 
presence of oxygen is necessary for the reactions to occur, it was necessary to supply secondary 
air to the catalyst depending on the A/F ratio supplied to the engine. 
 
Because a sufficient concentration of CO is needed to yield high catalyst conversion efficiency 
for NOx, it is necessary to control A/F ratios to yield appropriate exhaust gas composition. THC 
conversion efficiency for the natural gas fuel was about half of what was found for the gasoline 
fuel.  Most of the reduction in HC conversion comes from the low oxidation of exhaust methane, 
and also because for NG engines, the exhaust temperature is lower compared to gasoline 
engines.64 
 
In later work, Varde (2003)65 investigated lean-burn natural gas engines for light-duty auto-
motive applications.  A three-way catalytic converter was applied to the engine while operating 
in the lean-burn mode.  The conversion efficiency of CO was 90-99% at all conditions.  In 
general, conversion of CO at stoichiometric or lean conditions is not difficult if the catalyst 
temperature is adequate.  NOx conversion was high near stoichiometric A/F ratio but decreased 
for lean mixtures.  As already noted, reduction of NOx in the exhaust of a lean-burn gas engine is 
not very effective due to the high oxygen concentration. 
 
4.3.2 Selective Catalytic Reduction 
 
Selective catalytic reduction (SCR) can be used to reduce the exhaust NOx from lean-burn 
engines.  The technique injects ammonia or urea (which converts to ammonia) into the exhaust 
stream prior to a catalyst.  The catalyst and ammonia reduce the NOx to nitrogen and water.  The 
process temperature must be maintained (typically) between 450 and 850 °F, depending on the 
type of catalyst.  SCR operation outside the planned operating temperature range, or with 
degraded catalysts, can lead to unreacted ammonia passing through the SCR device, and this is 
known as ammonia slip.  SCR is most suitable for lean-burn engines operated at constant loads, 
and can achieve NOx conversion efficiencies as high as 90%.  Where operating conditions are 
widely variable, the SCR system and injected ammonia may not precisely match required 
demand, leading to period of excess or inadequate NOx reduction.66  Variations in fuel 
composition can affect exhaust temperatures due to changes in ER and hence engine timing or 
combustion duration.  Engine out emissions may change somewhat but should have little effect 
on SCR performance. 
 
4.3.3 NOx Traps for Lean-Burn Engines 
 
Lean NOx trap (LNT) is an aftertreatment device used to reduce NOx emissions for a lean-burn 
engine.  NOx is stored in the LNT during the lean operation of an engine.  When the A/F ratio 
becomes rich, the stored NOx is released and catalytically reduced by the reductants such as CO, 
H2, and HC.  This capture and release mechanism is shown schematically in “A 
Phenomenological Control Oriented Lean NOx Trap Model,” SAE Paper No. 2003-01-1164.67 
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Optimal modulation of lean and rich periods is required for high removal efficiency.  The fuel 
must be low in sulfur, as the trap material can be damaged by sulfur.  This is usually not an issue 
for natural gas, which has low sulfur levels.  A control strategy must be used to determine when 
to switch between the lean and rich operating periods.  During the lean period, NOx is oxidized 
to NO2 and then adsorbed on storage sites as barium nitrate.  These reactions are given in 
Equations 4-5 and 4-6 below.  Maximum storage capacity occurs at approximately 350 °C. 
 

222
1 NOONO →+  (4-5) 

 
22322

1
23 )(2 CONOBaONOBaCO +→++  (4-6) 

 
After the efficiency falls off, the trap must be regenerated (purged) during the rich period.  The 
nitrate, Ba(NO3)2, becomes thermodynamically unstable under stoichiometric or rich exhaust 
conditions.  This releases NO2 and becomes BaO (Equation 4-7).  BaO then reacts with CO2 to 
regenerate to BaCO3 (Equation 4-8). 
 

22
1

223 2)( ONOBaONOBa ++↔  (4-7) 
 

32 BaCOCOBaO →+  (4-8) 
 
An important variable for the LNT control is the rich-period A/F ratio.  Kim et al.67 also 
theoretically investigated the effect of regeneration strategy on NOx emissions and fuel 
consumption.  Due to the sensitivity of regeneration A/F ratio, careful control is needed.  Thus, 
changes to fuel composition that change stoichiometry may need careful adjustment for proper 
LNT operation.67 
 
4.3.4 Oxidation Catalysts 
 
The oxidation catalyst (OC) is effective for the control of CO, NMHC, volatile organic 
compounds (VOC), formaldehyde (CH2O), and EPA classified Hazardous Air Pollutants from 
natural gas and LPG lean-burn engines.  These catalysts are least effective for oxidizing methane 
compared to NMHCs. 
 
McCormick et al.68 studied the deterioration of oxidation catalysts performance for different 
exhaust HCs.  A lean-burn CNG-fueled engine (Cummins B59G) was used in the study.  A series 
of transient and steady state tests were used to age the catalysts.  The catalysts were platinum/Pd 
on alumina and Pd on alumina.  Carbon monoxide and ethylene conversions were nearly 100% at 
all conditions and did not decrease over time.  However, methane conversion rates declined by 
more that 60% over the 10-hour experiment.  Ethane and propane oxidation rates declined by 
roughly 40% and 20%, respectively.  No decrease in activity was observed for heavier HCs, but 
the concentration of higher HCs is very low in NG engine exhaust.68 
 
The mechanistic details of catalytic oxidation of methane in the exhaust are not completely 
understood.  It has been proposed that the reaction proceeds through dissociative adsorption of 
methane to form methyl and methylene radicals.  These adsorbed species can react directly with 
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adsorbed oxygen to form CO2 and H2O.  Adsorbed species can also produce adsorbed 
formaldehyde, which dissociates to CO and H2 which are further oxidized.68  Researchers at the 
Danish Gas Technology Center tested lean burn engines and accumulated approximately two 
years of operation in field conditions with two catalyst types.  Formaldehyde reduction ranged 
from 85% (aged) to 95% and from 40% (aged) to 60% with each catalyst.69 
 
Strots et al. (1998)70 investigated a novel catalytic converter technology, employing periodic 
reversal of gas flow through the OC monolith.  This approach stores heat inside the catalyst 
support, and therefore can oxidize combustible components of the exhaust with even an ambient 
temperature inlet.  Complete destruction of exhaust methane, is reported in simulation studies.70 
 
In another investigation of converter technology, Creamer et al. (1993),71 evaluated an oxidizing 
catalytic converter in the exhaust train of a 3.73-kW natural gas engine.  A mathematic model 
was also used to study the effect of key variables on conversion.  Methane conversion had the 
lowest of all HCs at 76%.  Ethane was second lowest at 91.7%.  All other HCs appear to be 
readily converted at the conditions tested.  Tests showed that THC conversion increases as the 
spark is retarded because late ignition timing resulted in a higher converter inlet temperature.71  
In another study by the Danish Technology Center, poor methane oxidation was achieved with a 
full scale lean-burn engine fitted with an oxidation catalyst (2%-15%).72 
 
4.4 Natural Gas/Engine Combustion and Fuel Properties 
 
Effects of gas composition variations are due to the differences in the thermo-physical properties 
attributed to each gas component and their relative concentration in natural gas.  Table 4-7 at the 
end of this section, gives some thermo-physical properties of select alkanes as well as two 
common diluents, N2, and CO2.  LNG is expected to contain greater amounts of ethane, propane, 
and butanes than existing pipeline gas.  Other components such as inerts also play a role in 
determining natural gas properties.  Composition variations affect fluid dynamics, 
thermodynamics, combustion kinetics, etc. in ways that are predictable provided fuel 
compositions are known.  This section briefly looks at flame speed, pollutant chemistry, engine 
knock, kinetics, thermodynamics and mixing in gas engine systems. 
 
4.4.1 Autoignition 
 
Autoignition occurs when pressure/temperature conditions lead to self-ignition of a fuel/air 
mixture, without any direct ignition source.  Autoignition can occur in premixed systems, and 
also in systems where fuel and air streams are injected separately.  By definition, the overall (or 
global) reaction is exothermic, but some key elementary and/or intermediate reactions can be 
endothermic. 
 
In the past, researchers have conducted a number of experimental and numerical studies to 
understand ignition behavior in premixed methane/ethane or methane/propane mixtures; how-
ever many of these studies have been conducted at conditions that are not representative of 
engine conditions, (i.e., at atmospheric pressure or very high pressure).73  A recent study by 
Turbiez showed that the combustion of natural gas can be appropriately represented by the 
combustion of methane/ ethane/propane mixtures.74  This was also reported in jet stirred reactor 
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conditions, although at a lower temperature and higher pressure than the Turbiez study.75  These 
findings allow for less chemically complex mixtures to act as surrogates in natural gas 
autoignition research. 
 
Fraser et al. (1991)76 measured the ignition delay (autoignition) time of methane and natural gas 
under simulated non-premixed diesel engine conditions in a constant volume combustion vessel.  
Measured ignition delay times for natural gas were very sensitive to temperature, but insensitive 
to gas pressure from 5 to 55 atm.  They further observed that as the concentration of ethane 
increased, the ignition delay time decreased.76 
 
Naber et al. (1994)77 measured the ignition delay of pure methane and two blends of natural gas.  
This work was also performed in a constant volume combustion vessel under non-premixed 
diesel conditions.  Similar to Fraser et al., higher concentrations of ethane and propane reduced 
the ignition delay time.  At temperatures less than 1200 K, the ignition delay of natural gas had a 
first-order pressure dependence.77 
 
Huang and Busch78 measured the ignition delay of methane/air mixtures including small amounts 
of ethane and/or propane, at temperatures from 900 to 1400 K and pressures from 16 to 40 bar.78  
Below 1100 K, both propane and ethane had a similar promotion effect on autoignition.  Similar 
conditions exist in an engine near TDC.  Based on a detailed kinetic model, it was shown that at 
relatively low temperatures, the reactions between ethane/propane and methylperoxy (CH3O2) 
produce more OH radicals, promoting the initiation phase of the ignition.  Based on the kinetic 
study the dominant ignition promoting mechanism for ethane/propane with changes with 
temperature.  The CH3O2 and methylhydroperoxide chemistry are responsible for the promoting 
effect of ethane/propane at low temperatures (T < 1100 K).78 
 
Fiveland et al. studied a lean premixed methane base fuel in an engine with either ethane, 
propane or butane as second fuel component.  Typical fuel composition ranges were 85-97% 
methane, 2-10% ethane, 1-4% propane, and 0-2% butane.  Sensitivity of minimum ignition 
temperature with fuel composition were measured and calculated, showing comparable 
temperature sensitivity between ethane and propane.79 
 
Aesoy, et al.80 conducted combustion bomb and engine testing to investigate the effect of higher 
alkane addition to methane.  The studies were conducted in a diesel engine using glow-plug 
(assisted) ignition.  Small changes in gas composition were shown to have significant impacts on 
ignition delay and also changed the required glow-plug surface temperature needed for ignition.  
Constant volume (bomb) ignition studies showed that propane had a greater promoting effect on 
methane ignition, Methane with 8% propane had a similar behavior as 20% ethane, reducing 
ignition temperature by 120 K. 
 
Ignition property rating of fuels are normally estimated by standardized experimental methods, 
or by using simple correlations to physical known properties.  Remarkably, for liquid HC fuels, 
the exact composition is usually not known because liquid fuels include many complex 
hydrocarbons that survive the refining process.  By contrast, natural gas composition is relatively 
simple, and can be determined accurately.  Thus, there is a good opportunity to predict 
fundamental ignition properties from the gas composition.80  However, it should be recognized 



4-19 

that actual autoignition behavior depends also on details of fluid mixing and local temperature 
conditions in engines. 
 
4.4.2 Flame Speed 
 
The laminar flame speed of natural gas mixtures is slightly lower than that of most other HCs 
due to the low reactivity of the main constituent (methane).  Flame speed will not be greatly 
affected by varying fuel hydrocarbon concentrations because the flame speeds are not greatly 
different for most alkane components (see Table 4-7).  The effect of low flame speed is most 
important at lean conditions.  For lean conditions, the charge turbulence and density may need to 
be increased to produce a faster burn rate.81  A fast burn rate is important for several reasons: 
 

• It enables a leaner mixture with comparable combustion time. 
• For stoichiometric engines, where knock might be expected, a fast-burn combustion 

system decreases the chance for knock.  This is because the flame front propagates 
through the end-gas before self ignition occurs. 

• Faster burning lowers cyclic variability and increases efficiency. 
 
Combustion chamber design is one of the key factors affecting the performance of a spark igni-
tion engine.  Multiple design considerations are involved, but a key parameter is the level of 
turbulence in the chamber just prior to ignition and during the combustion.  The turbulence is 
controlled by the swirl level generated during the intake process, and by the “squish” as the 
piston approaches TDC.  Higher turbulence levels improve mixing and usually increase burning 
rates, leading to greater efficiency and reduced emissions.  For lean burn engines that minimize 
emissions and maximize efficiency, the combustion chamber design should be planned to 
achieve the highest possible combustion rate for all operating conditions.82 
 
By modifying the chamber shape, compression ratio, and enhancing turbulence, a fast burning 
chamber for lean natural gas combustion was developed by Witze et al.83  Brake thermal 
efficiency in excess of 40% was achieved, with better torque than when operating on gasoline.  
The chamber design used “tumble” (indicating the direction of swirling flow) to increase 
turbulence.  The tumble vortex stores energy until late in the compression stroke.  When the 
vortex breaks up, the turbulence result in fast burn rates.83 
 
The squish motion generated during the compression stroke can be used to increase turbulence 
and produce other benefits.  Squish forces the charge toward the center of the combustion 
chamber which decrease the distance the flame needs to travel to burn more of the fuel.  The 
squish motion also breaks up swirling flow into small scale turbulence.  The small-scale 
turbulence is generated when it can help the early phases of combustion.  A disadvantage, 
however, is that the bulk motion associated with squish flow may also impinge directly on the 
spark plug, slowing the initial flame kernel growth and increasing ignition delay.  However, in 
general, increased turbulence is an advantage.81 
 
Evans et al. showed via covariance and mass fraction burned analysis that squish is most effec-
tive in the latter half of combustion.  Their experimental studies showed that a small outlet 
passage directed into the central bowl in the piston crown generates high levels of turbulence.  
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The additional turbulence level provided significant levels of mass fraction burned rate 
reduction.  This allowed a retarded timing adjustment (to get to maximum torque timing) to 
further improve NOx reductions by 20%.82 
 
In another work by Evans, combustion chamber geometry affected optimum spark advance, 
specific fuel consumption and specific emission levels via the burning rate in the combustion 
chamber.  The burn rate is controlled by the intensity and scale of the mixture turbulence just 
prior to ignition and during the early combustion process.  A comparison of two versions of the 
squish-jet combustion chamber and a conventional chamber design in a Cummins L10 engine, 
with and without enhanced swirl motion, showed the squish-jet configuration to be more 
effective in increasing thermal efficiency than the use of high swirl levels.84 
 
A fast burn rate allows the use of a higher compression ratio by helping to avoid knock.  This can 
reduce fuel consumption and increased power output.85  For example, if the combustion duration 
were increased from 30 to 45 °CA, the efficiency of the cycle would be the same if the heat 
rejected fell from 26 to 21% of the fuel calorific value.86  Fuel variability will impact burn 
duration when diluents are present as this is similar to “leaning” the fuel air mixture.87 
 
Matthews et al.31 conclude that differences in CNG composition over the ranges studied in the 
state of Texas do not have a significant effect on the flame propagation rate in that they did not 
significantly affect the combustion process.  Test fuels ranged in Wobbe number from 1294 
btu/ft3 to 1381 btu/ft3.  All fuels were within NGC+ interim guidelines in both inerts and butane 
composition [33, 156].  It was concluded that engine control systems differences (e.g., spark 
timing and EGR schedules) plus catalyst differences dominate tailpipe NOx emissions over the 
range of fuel composition studied.31 
 
4.4.3 Pollutant Chemistry 
 
The primary criteria pollutants from natural gas-fired reciprocating engines are NOx, CO, VOC, 
and PM.  The formation of NOx is exponentially related to combustion temperature in the engine 
cylinder.  Incomplete combustion produces CO and VOC species principally.  PM emissions 
include trace amounts of metals, from engine wear and lube oil, non-combustible inorganic 
material, and condensable, semi-volatile organics which result from volatized lubricating oil, 
engine wear, or from products of incomplete combustion.  Sulfur oxides are very low since 
sulfur compounds are removed from natural gas at processing plants.  Only trace amounts of 
sulfur remain although small quantities of sulfur continuing odorants are added to natural gas at 
city gates prior to distribution for the purpose of leak detection.  Sulfur is considered a poison for 
many exhaust catalysts. 
 
4.4.3.1 Hydrocarbons 
 
HC pollutants in any reciprocating engine are dependent on the fuel chemistry as most of the HC 
pollutants represent unburned fuel.  Fuel chemistry represents a constraint to the initial birthing 
path of reactions leading to final quenched or equilibrium products.  In natural gas engines the 
primary HC pollutants will be methane.  Methane is, by far, the most stable alkane molecule.  It 
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is because of its stability that it is a concern as a greenhouse gas.  On the positive side, its 
stability minimizes it as a precursor to ozone formation. 
 
Included in the pollutants commonly classified as VOC are multiple hydrocarbons that 
photoreact in the atmosphere.  VOC emissions occur as the result of incomplete fuel combustion.  
With natural gas, some organics are carryover, unreacted, trace constituents of the gas.  Other 
organics may be the result of pyrolysis of the heavier HC constituents.  Multiple factors can lead 
to partially burned HC and in turn VOC emissions.  These factors include poor fuel air mixing, 
incorrect fuel air ratio for the operating conditions, and reaction quenching at walls or in 
crevices.66 
 
During fuel lean operation, two primary sources of HC emissions have been identified:  storage 
of fuel in crevice volumes and dissolving of fuel in oil films.  Both mechanisms contribute to HC 
emissions by shielding fuel from the passage of the flame in the combustion chamber resulting in 
unburned fuel in the engine out exhaust.  In-cylinder sampling measurements have demonstrated 
that incomplete combustion in the bulk gas does not contribute to HC emissions at fuel lean 
conditions except at high dilution levels near the misfire limit.  For HC less than C6, the effect of 
an oil film is expected to be minimal since the solubility of these fuels in oils is small.  Thus for 
natural gas fuels, storage in crevice volumes is the major source of HC emissions.88,86 
 
Much of the observed experimental difference in total HC emissions for the C1-C5 fuels results 
from significant differences in fuel structure.  Differing amounts of total carbon in the intake 
charge at a given equivalence ratio as a result of the different H/C ratios of the fuels and the 
extent of consumption of fuel that occurs upon its outflow from crevice volumes because of their 
different reactivity, diffusion rate, and flame temperature will affect total HC emissions.  Under 
lean conditions, the remainder of the HC emission from alkane fuels consists primarily of olefins 
formed by breaking alkyl radical C-C bonds in higher molecular weight fuels.  H2 atom removal 
from alkyl radicals are also a likely source of olefins.  This is especially the case for light HC 
fuels (e.g., C3H6 from C3H8 and C2H4 from C2H6).88 
 
In the work by Kaiser et al.,88 seven neat fuels (methane, ethane, n-butane, isopentane, isooctane, 
and toluene) were tested in a single-cylinder research engine at four operational conditions.  
They found that methane has roughly 50% larger HC emissions than ethane which is followed by 
monotonically increasing HC emissions as the carbon number of the fuels increase.  Methane 
THC emissions were larger than ethane but less than C3 and above fuels.  They also found the 
amount of CO and CO2 in the exhaust is also directly related to the amount of carbon in the 
intake fuel.88  As of now in the United States methane emissions from NG fueled engines are not 
regulated.  There is need for concern since the higher hydrocarbon content of the NG there is 
greater likelihood of increased regulated non-methane hydrocarbon (NMHC) emissions.  Though 
oxidation catalysts do well with higher hydrocarbons, methane reduction by catalytic methods 
has proven difficult.88 
 
In NG combustion, the total hydrocarbon unburned fuel fraction of the engine out exhaust is 
largely methane.  This can be explained by considering the differences in high-temperature 
oxidation pathways and kinetics of the relevant paraffinic fuels.  Like other paraffins, methane 
undergoes dehydrogenation as a first step.  However, unlike the primary radical product of other 
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paraffin dehydrogenations, the methyl radical (CH3) is relatively hard to oxidize.  Consequently, 
when a methyl radical is consumed, either by oxidation or CH3-CH3 recombination, the 
remaining sequential reactions oxidize the methyl products to CO and H2O rapidly.  Thus, the 
methane methyl reaction sequence limits the total reaction rate.  The other paraffin oxidation 
paths do not contain dominant rate limiting reactions.  This results in more even distributions of 
fuel and oxidation intermediate species.73 
 
Generally, it is observed that THC emissions decrease with increasing engine speed.  Changes in 
engine speed affect the amount of HC escaping the primary combustion process through crevice 
storage, and the extent of oxidation in the post combustion environment.  This general trend 
suggests that the controlling process is the increased rate of oxidation associated with the higher 
temperatures. 
 
Increasing exhaust temperatures as a result of spark timing, leads to a faster oxidation rate of the 
UHC in the post combustion environment.  Hence, the potency of the crevice mechanism and the 
increased rate of post combustion oxidation could contribute to the observed reduction in THC 
volume fraction with retarded spark timing.89 
 
HC emissions are minimized by compact combustion chambers in which the crevice volumes are 
minimized.  In such an engine, HC levels should become significant only as the misfire limit is 
approached, as a consequence of inlet charge dilution by via excess air or EGR.85 
 
4.4.3.1.1 Aldehydes 
 
Formaldehyde is emitted from a number of natural and anthropogenic sources.  It is an inter-
mediate oxidation product resulting from the combustion of HC fuels.  Emissions of 
formaldehyde from combustion processes are an environmental and health concern.  
Formaldehyde is carcinogenic, odiferous, and remains in the atmosphere sufficiently long 
enough to actively participates in tropospheric chemical reactions ultimately contributing to 
photochemical smog.90 
 
Formaldehyde is a very reactive organic chemical with a high propensity to form ozone by 
photochemical oxidation.  The widely accepted method to classify and compare the effect on 
ozone formation of an engine exhaust component is the maximum incremental reactivity 
developed by Carter and Lowi.91  Aldehydes have very high maximum incremental reactivity 
values compared to other NMOGs.  Aldehydes can directly impact human health by causing 
nausea; headaches; coughing; and irritation of eyes, nose, and throat.92 
 
While bulk in cylinder conditions ensure rapid oxidation of formaldehyde, substantial amounts 
of formaldehyde may be formed in the outflow gases of relatively cold, protected regions of the 
engine such as crevice volume and quench zones during blow-down and later stages of the 
scavenging  process in the engine.90  Sources of formaldehyde include:92 
 

• Unburned fuel-air mixture trapped in the piston top land and ring crevices. 
• Absorption and adsorption of fuel by lubricating oil films and/or deposits in the 

combustion chamber followed by desorption of the fuel later in the cycle. 
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• Quenching of the advancing flamefront at cold wall surfaces in the combustion chamber. 
• Gas-phase quenching when the engine is operating at the extremes of ER and spark 

timing. 
 
Alzueta et al. conducted a computational study of chemical reactions in the exhaust system of 
natural gas engines.  The study emphasizes the formation and destruction of formaldehyde.  The 
results indicate a complex interaction between UHC formaldehyde and NOx.  At temperatures 
above 850 K, partial oxidation of UHC may occur resulting in net formation or destruction of 
formaldehyde depending on the UHC/formaldehyde ratio and the reaction conditions.90 
 
There does not appear to be a complete combustion regime for which formaldehyde is favored 
thermodynamically in the amounts observed in the exhausts of operating gas engines.  
Equilibrium conditions predict less than 1 ppb.  Thus observed formaldehyde exhaust emissions 
must come about as the result of chemical kinetic and fluid dynamic mechanisms which do not 
allow for complete oxidation.  Relatively small amounts of C2 and higher HC can have a strong 
impact on the low-temperature kinetic regime where formaldehyde formation is favorable.  
Unfortunately, all these mechanisms are complex.  A reduced kinetic mechanism suitable for 
rapid prediction of formaldehyde formation is not currently available.93  Shielded and protected 
crevices are a likely place of very significant levels of THC and formaldehyde formation.  
Mitchell and Olsen developed a schematic of likely paths for engine out formaldehyde.93 
 
The data suggests that formaldehyde formation is closely tied to the shape of the bulk in cylinder 
gas temperature profile during the expansion stroke.  Of particular significance and importance is 
the time that the combustion products spend in the net formaldehyde formation temperature 
window and the average slope of bulk temperature versus CA curve during expansion.  
Formaldehyde emissions are directly related to the time spent in the formation temperature 
window and inversely related to the absolute value of the average slope of the bulk temperature 
profile.94 
 
With respect to formaldehyde emissions versus humidity ratio, humidity ratio is a mass based 
ratio of water vapor to dry air in the ingested air.  The effects of humidity on formaldehyde 
emissions are significant.  An increase in intake air humidity ratio increases formaldehyde 
emissions at all levels of boost pressure.  One potential explanation of the influence of humidity 
is based on formaldehyde chemical kinetics.  In the presence of UHC and oxygen there is a 
temperature window where a net positive formation rate of formaldehyde exists.  That 
temperature window is approximately 700 to 1300 K.  At temperatures greater that 1300 K 
formaldehyde is quickly destroyed.  Below temperature of 700 K the formation reactions are 
quenched.  The combustion products pass through this temperature window during the expansion 
stroke.  For higher specific heat mixtures (as would be the case with a moist verses dry mixture) 
the gas temperature might spend more time in this temperature window during expansion thus 
resulting in higher HC concentrations.94 
 
Aldehyde formation will be affected by fuel composition in several ways including changes in 
flame speed.  Changes in flame speed will in turn affect and flame quenching distance.  This 
affects the primary source of aldehydes which is crevice quenching.  The degree of this effect 
has not been studied. 
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4.4.3.1.2 Poly-Aromatic Hydrocarbons 
 
Poly-aromatic hydrocarbons (PAHs) are large agreements of benzene rings formed during the 
incomplete combustion organic substances.  PAHs have been linked with cancer occurrences in 
both experimental animals and humans subject to exposure.  The consequence of gaseous fuel 
variability on PAH emissions has been the subject of little investigation. 
 
Gambino et al. looked at carbonyl and PAH compounds emitted from a heavy-duty CNG fueled 
engine.  Compared to a tested conventional diesel engine, total PAH emissions were about a 
thousand times lower than those emitted from the diesel.  Formaldehyde emissions from the 
CNG engine were about 10 times that of the diesel engine.  Other carbonyl compound emissions 
of were considered comparable between the CNG and diesel fueled engines.95 
 
Kado et al.96 conducted chemical and biological (Ames) analysis to characterize the toxic air 
pollutants emitted from both CNG and low-sulfur diesel fueled heavy-duty transit buses.  Tests 
were conducted on a chassis dynamometer over three transient driving cycles and a steady-state 
cruise condition.  The engines used in the vehicles were Detroit Diesel series 50 engines.  The 
CNG engine was a model year 2000 50G build.  The diesel engines were model year 1998 build.  
The CNG bus had no after treatment.  The diesel bus was first tested equipped with an oxidation 
catalyst (OC) aftertreatment system and then with a catalyzed diesel particulate filter (DPF).  
Emissions were analyzed for PM, VOC, PAHs, and mutagenic activity.  Of the three vehicle 
configurations tested in this study, the lean-burn CNG-fueled bus had the highest emissions of 
1,3-butadiene, benzene, and carbonyls (e.g., formaldehyde).  The 1998 model year diesel bus 
equipped with an OC and fueled with low-sulfur diesel had the highest emission rates of PM and 
PAHs.  The highest specific mutagenic activities (revertants/μg PM) were from the CNG bus 
over the New York Bus driving cycle.  The 1998 model year diesel bus with DPF had the lowest 
VOCs, PAH and mutagenic activity.  The emissions of toxic compounds from an in use CNG 
transit bus without an OC and from a vehicle fueled with low-sulfur diesel fuel equipped with 
DPF were lower than from the low-sulfur diesel fueled vehicle equipped with an OC.  All 
vehicle configurations had generally lower emission of toxics than an uncontrolled diesel 
engine.96  Fuel complexity in diesel engines has been linked to exhaust PAH speciation as well 
as overall reactivity and genotoxicity of the PM.97 
 
In recent work, emissions from a spark ignited CNG fueled heavy-duty urban bus engine with a 
TWC were chemically analyzed and tested for genotoxicity.  The results were compared to those 
obtained in a previous study on an equivalent diesel engine, fueled with regular diesel fuel and a 
blend of the same with 20% biodiesel (B20).  The experimental procedures used in both cases 
were identical.  The experimental design focused on carcinogenic compounds and genotoxic 
activity of the exhaust.  The obtained results indicate that the SI CNG engine emissions, with 
respect to the diesel engine fueled with diesel fuel were nearly 50 times lower for carcinogenic 
PAHs, 20 times lower for formaldehyde and 30 times lower for PM.  A 20-30 fold reduction of 
genotoxic activity was projected from the Salmonella typhimurium/mammalian microsome 
assay.98 
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4.4.3.1.3 Non-Methane Organic Gases 
 
As the result of their contributions to ozone formation NMOG are an EPA regulated pollutant.  
In a recent automotive study using the FTP-75 transient mode, the light-end HCs (C2-C5) 
accounted for vast majority (91%) of the total NMOG emissions.  Formaldehyde was responsible 
for 82% of the aldehydes and carbonyl compounds measured.60 
 
As ethylene has a large reactivity, any significant exhaust volume fraction tends to supply the 
most ozone forming potential in natural gas engine exhausts.99,100  Typically the ethylene compo-
sition is sufficiently high enough that it is the dominate ozone precursor in NG engine exhaust.  
Kaiser et al. measured exhaust hydrocarbon mole fractions at four engine conditions using pure 
methane, pure ethane, pure propane, pure butane, and pure pentane.  In each case, ethylene 
remained the dominate NMOG species.  In many cases using C2 or higher fuel ethylene was the 
dominant overall exhaust species save that of unburned fuel itself. 
 
Data from Nine et al.101 showed that THC production and specific HC species vary with the load 
and A/F ratio.  Ethene exhaust levels indicated formation during the combustion process.  One 
way to characterize the ethene production is to examine the ethene to methane ratio in the 
exhaust.  According to a University of Dayton report, at temperatures in excess of 850 °C, 
thermal decomposition of methane produces significant amounts of ethene and propene 
byproducts.  Yields approaching 10% for ethene and 1% for propene are reported.  Ethene was 
destroyed at 1050 °C and propene at 1000 °C.  This potentially explains the lower ratios of 
ethene to methane seen at high load operation.101  Note that current emission standards use a 
weighted organic emission scale which considers the reactivity of individual HC species.  
Methane is by far the least reactive species and thus has been omitted form the scale.  Only 
NMOG are limited under reactivity-based standards.  The EPA and the European Union regulate 
NMOG. 
 
The effects of engine operating conditions on the engine out HC emissions species from a 2-liter 
natural gas fueled spark ignition were examined by Paulsen et al.  Methane was the dominate 
THC, as one might expect as it is the main component of natural gas.  The NMHC consisted 
primarily of ethene, ethane, and acetylene.  Ethene accounted for 80% NMHC reactivity.  Over 
the speed range tested 95 to 98% of the THC reactivity is contributed to NMHC and ethene 
accounts for 83 to 90% of that reactivity.89 
 
4.4.3.2 NOx 
 
NOx is formed through three fundamentally different mechanisms.  Thermal NOx is produced in 
high temperature combustion regions where atmospheric nitrogen, injected during the intake 
stoke, reacts with oxygen.  Prompt NOx, the second mechanism, occurs via rapid reaction 
between N2 molecules and HC radicals in the propagating flame-front.  Fuel NOx is the third 
mechanism.  It occurs when fuel-bound nitrogen compounds react with oxygen during 
combustion.  Natural gas has negligible fuel-bound N2 (although some molecular N2 is present), 
thus fuel-NOx is not significant in natural gas engines.  Prompt NOx may be significant where 
HC radical concentrations are high.  This can occur in rich-burn engines, but is typically not as 
prominent as thermal NOx.  Thus, thermal NOx (also known as Zeldovich NOx) is the major 
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mechanism for gas-fired engines.  The rate of thermal NOx formation is a strong function of the 
combustion temperature.  Maximum thermal NOx production occurs at conditions where 
combustion temperatures are greatest, i.e., near stoichiometric fuel/air ratio conditions.66  It 
should also be noted that if the gas composition changes, the formation of NOx is only affected if 
the peak temperature also changes.17  Also consider that combustion phasing greatly affects peak 
temperature. 
 
Uncontrolled NOx emissions levels from NG fueled engines are generally significantly lower 
than diesel cycle engines.  In test on the West Virginia University mobile emissions laboratory, 
vehicles were powered by 8.3-liter Cummins natural gas engines employing feedback control 
and by conventional 8.3-liter diesel engines.  The vehicles were subjected to the Central Business 
District speed versus time cycle described by SAE J1367.  NOx emissions levels, by mass, were 
12% lower for the 11 natural gas buses tested than for the three diesel control vehicles tested.102  
Although overall stoichiometry in diesel engines may imply leaner conditions relative to the 
spark ignited NG engines, the diesel combustion process is diffusion controlled and occurs at 
stoichiometric conditions.  Thus even at reduced injection levels, unlike NG spark-ignited, 
throttled engines, diesels produce relatively high NOx even at part load conditions.  Kaiser et al.88 
investigated engine NOx emissions from an engine fueled by pure C1 – C5 hydrocarbons.  They 
discovered a weak increasing trend in NOx emissions levels with increasing carbon number.  
They contributed this to a slight increase in adiabatic flame temperature and to slightly higher 
nitrogen partial pressure in the exhaust.  This trend is not prominent and is often overshadowed 
by other engine operational effects and interactions.  In their tests, timing and engine speed 
showed no effect on this trend further indicating a fuel effect. 
 
4.4.3.3 Carbon Monoxide 
 
CO is produced by localized combustion air scarcity and by flame quenching in the combustion 
chamber of the engine.  It is minimally impacted by changes in fuel gas composition if the A/F 
ratio is held constant.17  CO and THC emissions are each products of incomplete combustion of 
the fuel.  Exhaust CO results from insufficient residence time at high temperature disallowing the 
completion of the final HC oxidation step.  In reciprocating engines, CO emissions can be an 
indicator of early quenching of combustion gases on relatively cold cylinder walls or valves.  It 
should be noted that the oxidation of CO to CO2 is a slow reaction compared to most HC 
oxidation reactions.66 
 
Rothlisberger and Favrat43 studied the influence of specific engine geometric and design 
parameters to determine their propensity to reduce relatively high CO emissions levels.  The 
parameters investigated were volumetric compression ratio, duration of the intake and exhaust 
valve overlap and the location of the first piston compression ring.  The CR was reduced from 12 
to 9.  The decrease of cylinder pressure resulted in a slowing down of the combustion process 
which, in turn, decreased fuel conversion efficiency.  Lower cylinder pressure reduces the 
amount of unburned mixture stored in the combustion chamber crevices at the end of the primary 
combustion process.  Consequently the quantity of CO emissions generated through HC partial 
oxidation during the secondary combustion process is also reduced.  The slower combustion 
process results in an increase of the average temperature during expansion stroke.  This higher 
temperature promotes a more complete oxidation of the UHC emerging from the crevices.  In 
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comparison with the baseline piston, these effects result in a simultaneous reduction of CO and 
THC emissions.43  Thiagarajan et al. notes that cold start enrichment is a major source of CO 
emissions in gasoline fueled engines.  Cold start enrichment is not required for NGVs.25 
 
CO emissions were shown by Kaiser et al.88 to be linearly dependent on an engine’s total carbon 
intake.  As higher hydrocarbons are introduced into the NG, slightly higher CO emissions may 
be expected under identical operating conditions. 
 
4.4.3.4 Particulate Matter 
 
Noncombustible trace constituents in the fuel and lubricating oil can produce PM emission in 
natural gas engines.  These emissions are generally very low, producing fine filterable and 
condensable PM.  Poor air-to-fuel mixing or maintenance problems may increase PM emission,66 
but little information has been published reporting the effect of NG fuel variability on PM 
emissions.  Typically, engine PM emission testing is performed in concert with EPA methods as 
outlined in the Code of Federal Regulations 40, Part 86, Subpart N. 
 
In a study conducted in Los Angeles, California PM emissions were consistently 2 orders of 
magnitude lower for the CNG vehicles and for the diesel fueled buses employing particulate 
traps than the baseline diesel buses.  The test buses, late 2001 models with similar engine 
designs, were from in-service fleet mix.103 
 
Ristovski et al.104 conducted measurements to determine particle and gas emissions from two 
large bore CNG spark ignition engines.  Particle size distributions ranging from 0.01–30 micron 
and gas compositions were measured for five distinct power settings between 35 – 100% of full 
power.  Particle emissions in the size range between 0.5 and 30 microns measured by the 
aerodynamic particle sizer.  Emissions in this range were negligible.  Thus, they were not 
considered in the analysis.  Both engines produced significant amounts of particles in the size 
range between 0.015 and 0.7 micron.  A scanning mobility particle sizer was used to make the 
measurement.  Maximum number concentrations of approximately 1 x 107 particle cm-3 were 
very similar for the engines.  The count mean diameters were in the range between 0.020 and 
0.060 micron.  The observed levels of PM emission are similar in number to emissions from 
heavy-duty diesel engines. 
 
4.4.4 Knock/Detonation 
 
Knock in spark ignited reciprocating engines is the result of autoignition of the end-gases in the 
combustion chamber.86  The autoignition results from the untimely development of chemical 
reactions in the fuel/air charge during the compression stroke prior to the arrival of the 
progressing flame front.  The ranges of pressure and temperature experienced can be broad and 
as such the extent and variety of chemical reactions can also be extensive.  Knock can occur so 
rapidly and with sufficient violence that the operator or engine controller cannot compensate fast 
enough to avoid engine damage.  Damage from knock is directly related to the rapid energy 
release in the combustion chamber due to uncontrolled autoignition.  The damage is not due to 
extreme temperatures or pressures.  The pressures and temperatures developed in the 
autoignition process are elevated but are not overly acute.  The rapid energy release of the 
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autoignition leads to pressure waves that reflect within the chamber.  The high frequency 
pressure oscillations lead to very high convective heat transfer coefficients near the surfaces of 
the combustion chamber.  This in turn leads to scouring and eventual melting of the solid 
surfaces.  Elucidating the knocking phenomena in an actual engine is no easy task due to the 
speed, accessibility and cycle to cycle unsteadiness of the combustion and fluid dynamic 
processes. 
 
Callahan et al.105 took a fuel survey and designed a test program that allowed the development of 
predictive equations necessary to write a computer program that would allow accurate 
assessment of the knock characteristics of a typical natural gas fuel air composition.  Tests were 
conducted on a single-cylinder, variable compression ratio research engine at a constant 
stoichiometric ER, engine speed, boost pressure, spark timing and an intake temperature.  The 
experimental test matrix of natural gases was designed to represent typical field gases.  These 
gases were rated for knock resistance using previously developed MN procedures.  A quadratic 
response surface relating the MN of the gases to the gas composition was developed.  The effects 
of individual gas components such as inerts, isomers, and heavier alkanes were also investigated.  
Using the developed tools and knowledge, a procedure was developed to predict the knock 
tendency of a gas based on composition.  As this procedure does not correspond directly to the 
MN procedure, the estimated knock tendency of the fuel is referred to as the Waukesha knock 
index (WKI).  In attempt to quantify the required amount of engine derating the WKI was used 
as a substitute for motor octane number (MON).  The WKI provided a more linear derate curve 
that was less sensitive to small changes in gas composition.105 
 
Engine derateing by compression ratio or boost reduction is a method for widening the margins 
for fuel compatibility.  However, in work by Schiffgens et al. assuming constant NOx output, a 
decreasing compression ratio was shown to directly reduce efficiency.  At lower compression 
ratios, engine operation is characterized by a narrower lean operating margin and a reduced 
knock propensity.  However, the operating range is markedly expanded from a fuel compatibility 
perspective.  The results show that reducing MN requirements by lowering the compression ratio 
reduces efficiency to potentially unacceptable levels.  This was true even if the supply of fuel 
mixtures with a low MN is restricted to short time periods.9  The recent advent of high-boost, 
high-EGR stoichiometric engines have permitted replacement of some lean-burn engines even on 
applications where efficiency is paramount.  These stoichiometric engines, as a result of their 
elevated EGR rates, can achieve high load and power density without engine knock.  They also 
maintain suitable exhaust stoichiometry allowing the use of a TWC. 
 
The knock intensity versus ER at different propane fraction in the natural gas increases 
considerably with ER.  In addition, the knock intensity increases with the propane fraction of the 
natural gas even when the ER remains constant.106 
 
Akansu et al., investigated knock limits associated with fuel mixtures containing different 
percentages of H2 and CH4, ERs and intake temperatures.  When H2 and CH4 was blended in 
relatively small amounts the knock resistant qualities of methane are not diminished.107,108 
 
In general lower engine speeds allow more time for end-gas reactions to take place prior to flame 
front arrival.  This provides a more favorable environment for knock to occur.  However, Zhang 
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et al., found that for an engine speed range of 1000-1500 rpm knock limit ignition timing is 
independent of the engine speed but dependent on BMEP.109  As such, increases in power output 
due to gas composition variations impact engine knock. 
 
Experiments (Brecq et al.)110 were conducted on a single-cylinder SI engine fuelled by natural 
gas.  ERs were varied from 0.7 to 1.0.  Pressure data from 160 cycles were analyzed.  It was 
found that coefficient of variation of peak pressure and standard deviation of the angle of 
occurrence of peak pressure can be used to tune the engine for knock free operation.  These 
parameters show a sudden rise from a minimum value to an increased value when knock occurs.  
Various methods derived from in-cylinder pressure data were evaluated as means for early knock 
detection in stoichiometric and lean-burn natural gas engine applications.110 
 
4.4.5 Thermodynamics/Engine Cycles 
 
Natural gas engines typically operate at lower compression ratios than diesel engines.  A natural 
gas/air mixture cannot be compressed to the pressure realized in most diesel engines without 
detonation or knock occurring.  However, natural gas engines operate at higher compression 
ratios than gasoline engines, since a mixture of natural gas/air can be compressed to higher 
pressures than a gasoline/air mixture.  Natural gas engines normally have more advanced ignition 
timing than gasoline engines.  Volumetric efficiency of gas engines is generally lower than 
gasoline engines.  The addition of fuel in the gaseous state displaces a relatively high volume of 
intake air. 
 
Generally an increase in the CR results in increased pressure, temperature and mixture 
concentration of the compressed gases.  This speeds up combustion reactions and results in an 
increase in the burn rate and tendency for knocking.  However, increasing the CR at constant 
bore and stroke increases the surface to volume ratio of the combustion chamber by reducing 
clearance volume at TDC.  This increases the heat transfer rate from the gases to the coolant and 
lube oil.  The reduction in clearance volume also allows more efficient removal of post 
combustion exhaust gases.  This reduces the residual gas in the cylinder and reduces any dilution 
effect that this gas would have on the subsequent intake of fuel and air, resulting in an increase in 
the flame temperature.  As more HCs released from the crevice regions may be displaced into the 
exhaust, an increase in UHC may also be observed.81 
 
For stoichiometric and lean-burn applications, NOx and HC emissions have been found to 
increase with compression ratio at fixed spark timing.  The effect is less pronounced at part load 
conditions.  With optimized (MBT) spark timing, reductions of emissions have been be achieved 
at high compression ratio indicating a fully optimized natural gas fueled engine may be able to 
achieve high efficiency and low emissions.111 
 
The impact of gas composition requires attention from the designer, developer, and operators of 
SI natural gas fueled engines.  The demand for increasing thermal efficiency while maintaining 
control of emissions has emphasized that variability in natural gas composition must be given 
attention.  It is necessary to accurately assess engine response to varying composition.  Referring 
to a paper by Thomas et al.,112 the fuel volume percent of higher hydrocarbons or hydrogen 
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dramatically decreases the knock limited engine load (BMEP) for stoichiometric and lean engine 
operation. 
 
Min et al.99 studied fuel gas composition affects on performance and emissions in CNG engines.  
From this study a measurement called the maximum combustion potential (MCP) was devel-
oped.  Results show that THC emissions decrease with Wobbe number and MCP.  In opposition, 
NOx increase slightly as Wobbe number and MCP increase.  The total lower heating value of 
intake is proposed as a potential index for compatibility of fuel gases in a CNG engine.  They 
also experienced a variation in power up to 20% depending on the composition of gas with a 
fixed fuel air ratio and spark timing.  MBT conditions were for each test gas.  MCP is defined as  
 

( )
d

CHHCCOHMCP nm 42 3.06.00.1 +++
=  (4-9) 

 
Where H2, CO, CmHn, and CH4 are volumetric fractions of the gaseous fuels, respectively and 
“d” is defined as the specific gravity of the fuel. 
 
Yacoub and Atkinson, (1999),113 performed a thermodynamic analysis of alternatives to 
conventional throttling.  They considered throttled operation as a baseline and variable fueling, 
early intake valve closing, variable valve timing with boost and variable compression ratio as 
alternatives.  A lean-burn engine employing variable timing of intake valve closing and variable 
boost was determined to offer the best strategy to control load.  In this strategy, demanded load is 
met first by making use of available turbocharger boost.  If no incremental boost is available, the 
intake valve closing timing is then delayed.  Based on an air cycle analysis, this strategy 
provided the highest thermal efficiency.  It also reduced peak cylinder pressure over a wide range 
of conditions when compared to a conventionally throttled engine.  It also offered other benefits 
for gaseous fueled engines over similar liquid fueled engines.113 
 
Charleton et al.114 investigated knock at excess air ratios in the range of 1.2 to 1.6 times 
stoichiometric.  Flame initiation and propagation, evaluated from the mass fraction burned, are 
delayed as the mixture is made more lean.  Slower combustion lead to reduced cylinder pressure 
at fixed spark timing reducing NOx emissions.  The experimental results show that flame 
initiation and propagation times are reduced and knock tendency is increased as the percentage 
of higher HC is increased.114 
 
Thomas et al.107 conducted a computer modeling study to explore the possibility of fuel economy 
gains via various changes to a modern medium-duty gas engine.  The objectives of the study 
were to identify techniques to improve part load fuel economy.  Once identified, quantification 
of the potential gains using computer models of the engine and driving cycle operation was 
pursued.  The Ricardo simulation code, WAVE, was used to model the effects of engine 
modifications.  Fuel economy was determined using the Ricardo vehicle cycle simulation code 
CYSIM over a number of drive cycles applicable to transit buses which might employ the engine 
under consideration.  After looking at six techniques for efficiency enhancement, they concluded 
that gains are individually small and that appreciable improvements to total efficiency must 
come from a number of sources collectively.  One exception was utilization of the Miller cycle 
with intake valve closing at 30° before BDC and 14.5 CR.  This resulted in a 5.3% improvement 
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in efficiency.  The techniques considered included electronic actuation of turbocharger 
wastegate, part load EGR, Miller cycle, skip firing at low loads and reduced intercooling at part 
load.107 
 
4.4.6 Simulation and Kinetics 
 
In the United States the composition of natural gas varies significantly from location to location. 
Typical compositions range from 75 to 98% methane and 0.5 to 13% ethane.  When subject to 
typical ranges of natural gas fuel composition, the early stages of combustion in a spark ignited 
engine are more sensitive to the characteristics of the ignition source than to large changes in fuel 
composition for constant ERs.115 
 
The dominant heat release phase for a methane fueled engine takes place under highly turbulent 
conditions with considerable flame stretch.  The heat release phase proceeds at rates similar to an 
equivalent gasoline-fueled engine.  The early combustion phase is bound by the start of the 
ignition event to the onset of self sustaining combustion.  This has also been termed the delay 
period.  During this delay period, a pool of radicals and intermediate species must be established 
to provide for the subsequent main heat release reactions.  For methane, the early phase is 
strongly endothermic and typically the delay is substantially longer than in gasoline engines.  
The progression of the early combustion phase is closely linked to the detailed chemistry and is 
highly dependent upon the local heat and mass transfer environment.115 
 
Nabor et al.116 modeled combustion with four fuel blends.  In addition to pure methane, a 
capacity weighted mean based on Liss et al., 1992, a high ethane mixture representing an 
extreme typical of Colorado natural gas fuels and a peak shaving gas fuel with high propane 
content were modeled.  The gas blends cover a range of Methane numbers from 75–100.77,116 
 
The kinetic mechanism used to model these gases was the mechanism of Pitz et al.117.  Typically, 
the model showed a relatively isothermal period, followed by a steep rise in temperature, with 
the induction or delay time defined as the time at which the steep rise occurs.  This is typical of 
the ignition period in NG fuels.  Experiments, conducted in a constant volume combustion bomb, 
were performed over a range of conditions centered on the TDC conditions of a diesel engine.  
Ignition delay, as a function of temperature for the four natural gas blends, varies by 
approximately 1 ms, depending on the gas composition. 
 
Increasing concentrations of ethane, propane and n-butane reduce ignition delay of the natural 
gas.116  However there may be practical limits to fuel injection boost pressure due to higher HC 
condensation effects in direct injection engines.  Finally, measured and predicted effects of 
natural gas composition variations on ignition did not correlate well with the MN determination 
used.  This is likely due to that fact that the experiments used to determine MN correlations use 
premixed fuel and oxidizer while the experiments conducted here were done under the more 
diesel like conditions of directly injecting the fuel in to the air mixture in the combustion bomb.  
It is evident that the experimental correlation represented by MN cannot be extrapolated to 
describe ignition under conditions significantly outside the ranges used to derive that 
correlation.116 
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Turbiez et al. looked at fuel effects in low pressure stoichiometric premixed flames.  Their study 
produced detailed laminar premixed flat flame burner experimental data at stoichiometry on the 
identity and concentration of both stable and reactive species produced by oxidation of various 
representative natural gas blends.  The mole fractions of stable intermediate and reactive species 
were measured in addition to reactants and major products.  Ethane and propane were shown to 
significantly increase intermediate species.  Olefins were particularly prevalent as an 
intermediate species and were strongly dependent on ethane and propane concentration in the 
fuel.  Further, the higher alkanes (up to C6 were studied) were determined to play a minor role in 
natural gas oxidation.  Their work supports the notion that the combustion of 
methane/ethane/propane surrogate mixtures appropriately represent natural gas combustion.74 
 
Comparing the calculated values of natural gas ignition delay to that of methane under adiabatic 
constant volume combustion conditions can serve as a guideline for required changes to engine 
operating conditions to avoid the onset of knock.  The “propane equivalent” concept proposed by 
Khalil and Karim17 can serve as a tool for the combustion simulation of natural gas fuel mixtures 
in engine modeling calculations.  Even thought eh approach is not widely used, such an approach 
demonstrates the impact of small changes in the concentration of the higher HC components of 
the natural gas through the resulting substantial inflation of the concentration of propane, a more 
reactive fuel than methane in a surrogate mix.17 
 
Yossefi et al.115 modeled the effect of fuel composition on early premixed flame kernel develop-
ment.  Their work uses large-scale three-dimensional computational fluid dynamic simulations, 
and detailed chemical kinetics to describe the early stages of natural gas combustion in a SI 
engine.  The results of the study show that fuel ethane concentration enhances combustion 
propagation rate and reduces ignition delay time.  CO2 as a diluent had the reverse effect.115 
 
Zheng et al.,45 used a detailed chemical kinetics mechanism with a computational fluid dynamics 
code, to show that auto ignition of natural gas occurs when local mixture temperatures reach 
approximately 1300 K.  Engine performance had a strong dependency on natural gas 
composition.  Data from the Zheng et al. study shows the effect of higher alkanes on in cylinder 
pressure.  Peak pressure increases and ignition delay decreases as the concentration of ethane in 
the fuel mixture increases.  This is due to increased reaction speed due to a greater concentration 
of radicals, again, resulting from increased amount of fuel ethane concentration.  This study also 
considered the effect of ethane concentration on NO.  Increasing the amount of ethane in the fuel 
results in higher NO formation due to increased peak in-cylinder pressure resulting advanced 
start of combustion.45 
 
In the work by Khalil and Karim, the presence of small concentrations of n-heptane added to 
methane also produces very substantial changes in autoignition and combustion behavior.  Their 
results show that small changes in higher hydrocarbon natural gas composition particularly in 
relation C4 and higher, can produce significant changes in natural gas reactivity.17 
 
4.4.7 A/F Metering 
 
A/F ratio of either the volumetric or mass flow of air to volumetric or mass flow of fuel supplied 
to the engine is given as: 
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fuelairfuelair VVFAorMMFA //// ==  (4-10) 

 
Variables affecting metered A/F ratio may include but are not limited to:  ambient air 
temperature, barometric pressure, fuel higher heating value, fuel pressure and load.118  The 
stoichiometric A/F ratio is the ratio at which all available oxygen is combusted with fuel.119 
 
The equivalence ratio (ER) is defined as the ratio of the stoichiometric air/fuel ratio to the actual 
air/fuel ratio and is given in Equation 4-11. 
 

actsto FAFAER ///=  (4-11) 
 
For a stoichiometric mixture ER = 1, for a lean mixture ER < 1 and for a rich mixture ER > 1.  
We note here that lambda (λ) (also commonly used both in this paper and in the engine 
community) is the inverse of the ER. 
 
The method in which fuel is introduced or metered into a gas engine is important because it 
significantly constrains the level of controllability.  Three primary methods for fuel control and 
introduction in natural gas engines are used.  They are carburetion, port injection and direct 
injection.  Carburetion is primarily used in open-loop controlled engines and can take on various 
forms.  One such form is a venturi in combination with a fuel regulator, operating on Bernoulli’s 
principle.  For a carbureted engine, the volumetric air flow creates a pressure drop at the throat of 
a restriction.  The reduced pressure draws a fuel volume into the air stream which is proportional 
to the pressure drop.  The air and fuel flows are typically subsonic.  Carbureted fuel flow is 
therefore directly proportional to the air flow (given constant size orifice) and the volume flow 
rate to the engine is constant for a given speed and load assuming volumetric efficiency is 
constant.  Port injection and direct injection are primarily used in closed-loop controlled engines.  
Port injected engines fuel flow rate is metered based on predetermined response to engine 
operating conditions, such as speed, manifold pressure, throttle position and can be controlled 
electronically.  Fuel flow is, therefore, dependent on a known calibration of the engine and 
indirectly dependent on air flow.  Similarly, for the direct injected engine, the fuel flow is 
indirectly dependent on the air flow as one of possibly several control system input variables.  
The fuel flow also may be choked during part of the injection since in many cases significant 
fuel pressure is needed to inject the fuel in the small time interval available for the injection 
event.  Also for the direct injected engine, the air flow is independent of the fuel flow since the 
cylinder inducts and traps only air prior to the injection event.2 
 
For stoichiometric operated engines, open-loop control will have no compensation for changes in 
fuel composition.  Closed-loop control will be able to compensate for fuel composition by keep-
ing the percent oxygen in the exhaust close to zero. 
 
For lean-burn operated engines, ER is controlled at a value less than one.  Open-loop control will 
have no compensation for changes in fuel composition.  Closed-loop exhaust gas oxygen (EGO) 
concentration controlled engines will have some compensation for this.  However, when 
controlling to a desired ER the control scheme must assume a stoichiometric EGO concentration.  
A change in fuel composition changes this value and therefore there will be some error in ER.  If 
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the natural gas composition is measured, the correct value of stoichiometric EGO concentration 
can be determined, allowing the control loop to control the ER more accurately.  However, in 
most control scenarios residual oxygen concentration is the control variable.  In that case, fuel 
composition will not induce bias in the control point. 
 
Fuel and air mixing and its uniform distribution to each cylinder has long been a concern to 
engine manufacturers.  Upstream mixing methods utilize available turbulence or jet mixing 
phenomena.  High turbulence leads to increased pumping losses and is independent of the 
gaseous fuel type at the macro level.  However, it is suspected that micromixing is dependent on 
diffusion, which would differ for each gas species.120 
 
4.4.8 Methane Number/Wobbe number 
 
The H/C ratio is the ratio of hydrogen to carbon atoms in a natural gas.  Inerts (such as CO2) and 
other non reactants are not included as indicated in ASTM D 3588.121  The operating ER of an 
engine can be determined from its oxygen concentration (typically measured with a UEGO 
sensor) and knowledge of the fuel H/C ratio.  This is important in lean-burn operation where the 
ER is to be controlled using the both knowledge of oxygen concentration as the primary 
feedback and the H/C ratio.  Typically, controlling to a given ER, control loop logic uses a static 
value of the H/C ratio as initially determined during engine installation or periodic fuel 
composition measurement.  LNG will generally have a lower H/C ratio and, therefore, any 
calculated value of ER, based on the original static H/C ratio, will have some error.  The amount 
of error that can be tolerated will depend on the operational criteria of the engine.  If the error is 
not acceptable, the control loop will need to be retuned with a new static value of the H/C ratio.  
In cases of unacceptable H/C variation, some means of continuously monitoring the H/C ratio 
and making it available to the ER calculation in the control loop may be required.  Again, in 
most control scenarios residual oxygen concentration is the control variable.  In that case fuel 
composition will not induce bias in the control point. 
 
In stoichiometric engine operation, the control system is simplified by only seeking to maintain 
stoichiometric conditions in the cylinder to produce a zero O2 concentration in the exhaust.  
Typically, a simple exhaust oxygen sensor is used as feedback to the controller.  It measures 
oxygen concentration as does the UEGO sensor but its response is so rapid that it acts as a step 
change effectively only indicating the transition point.  The output step change signal at the 
transition from no oxygen to a small concentration of oxygen or vice versa is an indication of 
stoichiometric operation. 
 
The heating value of natural gas is given by the sum of each component multiplied by its heating 
value where: 
 

∑ ⋅= HjxjHHV  (4-12) 
 

xj  is the % molar volume in the gas of a component j 
Hj  is the heating value per mole for that component j 
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LNG will likely have increased higher HC and therefore a higher heating value.  Heating values 
for common LNG and natural gas components are given in Table 4-2.  Concentrations less than 
0.2 mole percent do not appreciably influence the heating value of natural gas.122 
 

Table 4-2:  Natural Gas Components Higher Heating Value (HHV) 
and Specific Gravity at 60 °F and 1 atm. 

Component HHV (Btu / ft3) Specific Gravity 
Methane 1016 0.555 
Ethane 1779 1.0405 
Propane 2541 1.5256 
i-Butane 3304 2.0111 
n-Butane 3304 2.0111 
i-Pentane 4067 2.4965 
n-Pentane 4067 2.4965 
n-Hexane 4830 2.9817 
N2 - 0.9692 
CO2 - 1.5253 

 
A fuel anti-knock rating is a measure of its resistance to auto-ignition or detonation (knock).  Of 
the methods commonly used, the higher the anti-knock rating, the more resistant the fuel is be to 
knock.  The anti-knock properties of liquid fuels are measured by their ON, but for gaseous fuels 
MN is more commonly used.  Methane, the main component of natural gas, LNG and many 
other gaseous fuels is highly resistant to knock and is given the highest ranking on the methane 
number scale (i.e., a MN of 100).  H2, also present in some gaseous fuels, is very knock prone, 
hence given an MN of zero.  MN of a gas can be determined by the volume percentages of 
components in the mixture and their known MN. 
 
When selling an engine, gas engine manufacturers define a MN requirement for their engine, 
which is the minimal MN required for knock-free operation.  The MN of the customer’s fuel gas 
should be equal to or greater than the engine’s MN requirement.  The MN of fuel gases depend 
on the constituent gases, and can be more than 100, if constituents with high MN, and diluents 
such as CO2 and N2 are present.  Table 4-3 shows the MN, motor octane number (MON), butane 
number (BN), and Wobbe number for some common gaseous fuels.123  There are two methane 
numbers presented.  One is based on an assignment based on a procedure described by the 
GRI/SWRI report124,125 and the other based on CARB.126 
 
Another method, which is no longer used, is the butane number (BN) method.  Its scale is based 
on molar blends of methane and butane with neat methane equal to 0 BN.  It appears that the BN 
technique provides the most sensitive scale for rating natural gases.  It should be noted, however, 
the relationship between carbon number and BN is much more nonlinear than either the octane 
or the MN scales and that the inverse is true to what was earlier stated regarding scale, (i.e., the 
lower the BN the higher a fuels knock resistance).  The significance of this observation, besides 
its historical value, is that the knocking propensity of natural gas displays a non-linear 
relationship and increased sensitivity with both higher alkane concentration and carbon number.  
The greater the concentration of the higher carbon number constituents, the more sensitive the 
fuel is to knock.4 
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Table 4-3:  Knock Rating and Wobbe number for C1 to C4 Normal Paraffin. 
Gas Motor 

Octane No. 
Methane 
No.127,128 Methane No.129 Butane No. Higher 

Wobbe No. 
Lower 

Wobbe No. 
Methane 122 100 108.4 0 1431 1287 
Ethane 101 44 44.3 7.5 1832 1678 
Propane 97 34 38.4 10 2177 2002 
Butane 89 10 34.3 100 2480 2285 

 
Several correlations have been developed to describe the relationship between gas composition 
and the ON of a fuel.  These allow prediction of the motor ON if gas composition is known.  In 
particular, a good correlation was found between the H/C ratio of the fuel and the ON.  
Correlations have also been derived between measured motor ONs and measured MNs, as well 
as between motor ONs and predicted MNs.124 
 
There is a linear relationship125 (R2 = 0.9996) between the octane and methane scales where 
 

MNMON 37.09.84 +=  (4-13) 
 
The attainable shaft efficiency of Otto-cycle engines depends to a large extent on the compres-
sion ratio and power density often measured as the BMEP.  Both are limited by the knock resis-
tance of a mixture of fuel and combustion air and the structural integrity of the engine.  Since the 
composition of the fuel is an important factor for determining the knock resistance, the attainable 
performance of an engine is directly coupled to fuel gas composition.  The knock resistance is 
generally so high for natural gas fuels that the octane scale commonly used for liquid fuels is 
inadequate.  One should bear in mind that for gaseous fuels, the knock resistance is dependent on 
process conditions and engine type. 
 
As described, knock resistance has been characterized by several methods using a variety of 
reference mixtures.  Some more common indicators are MON and research octane number 
(RON), BN, and MN.  Models based on MN work use knock limited compression ratio and 
mixtures of H2 and CH4 as the reference fuel.  The MN method has the best range and resolution 
and has been most commonly used by engine manufactures to adapt engines to fuels. 
 
According to Kubesh et al.,126 the MON can be converted to MN by: 
 

1.119624.1 −⋅= MONMN  (4-14) 
 
This method of determining the MN of natural gas has been adopted by the California Air 
Resources Board130 and was developed based on linear regression of MON testing in a CFR 
engine of 12 blends of gaseous fuels consisting of C1–C4 alkanes, CO2 and N2.  The MN may 
also be determined based on the weighted molar weight % of each component and their 
associated MN.  The MON is not typically obtained in this manner for NG mixtures whereas MN 
is often obtained through gas analysis and the described weighting method. 
 
Another test method for obtaining MN of gaseous fuels is the AVL method.  It uses a small bore 
engine with an adjustable compression ratio.  The engine is provided a fuel reference mixture of 
methane and H2.  The percentage of methane in the reference fuel is the MN since by definition 
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H2 has a methane number of zero.  For fuels with a MN exceeding 100, a blend of CO2 and 
methane is used as the reference fuel.  Here the percentage of CO2 added to 100 (in a neat blend 
of methane) is the MN.  The increasing effect on MN of another common inerts in natural gas, 
N2, is considered to be 1/3 that of CO2 in the AVL method.  The stated error in MN using the 
AVL method is 1.5%.131 
 
The ER can vary as gas composition (hence, the MN) changes with a carburetor/open-loop sys-
tem.  A lower MN usually results in a higher ER (richer operation) for a given carburetor setting 
due to the change in molecular weight of the fuel.132  Because of the greater percentage of higher 
HC in LNG, the H/C ratio of the blend will decrease and the MN will decrease resulting in 
increased knock propensity. 
 
For stoichiometric engines that rely on a TWC for emissions control, the metering effect of fuel 
composition variation may be controlled by monitoring exhaust oxygen concentration.  Changes 
in stoichiometry affects not only engine-out emissions, but usually forces the catalyst to operate 
outside its the high-efficiency operating performance window.  UEGO based stoichiometry 
controls avoid this situation. 
 
Thomas et al.112 investigated fuel variability effects on engine operation over a range of fuel gas 
composition relevant to the Tokyo area.112  The purpose of their investigation was to improve 
part load engine efficiency.  To do so, they tested more than 100 gas compositions with the 
engine tuned to MBT timing.  As power density (represented by BMEP) increased, heat losses 
per unit energy output decreased and efficiency increased.  Therefore, fuel HC composition may 
directly affect engine efficiency through its knock propensity by not allowing high load (high 
BMEP) operation.  Thomas et al.112 investigated the effect of component additive in methane.  
Based on this work, a significant reduction in knock limited BMEP with higher HC and MN was 
apparent.  There were indications from both engines that the influence of H2 on knocking is 
greater at lean conditions than at stoichiometric.  The HC gases did not show this difference.112 
 
Khalil et al. indicated that engine response to changing fuel composition can be satisfactorily 
characterized by the Wobbe number and the MN.  The Wobbe number is a measure of the fuel 
interchangeability with respect to its energy content and metered A/F ratio assuming that the 
metering technique is by orifice or pressure loss device.  In engine applications, changes in the 
Wobbe number are proportional to changes in stoichiometric A/F ratios.17 
 
The Wobbe number is derived from fuel energy (higher heating value) and density properties and 
is given by: 
 

5.0/ sgHHVWI =  (4-15) 
 

HHV is higher heating value. 
sg is the specific gravity of fuel with reference to air. 

 
According to Khalil and Karim,17 gas delivered in the range of 1289 to 1383 Wobbe will most 
likely not pose any problems in terms of engine performance or emissions for new or even old 
(existing) stoichiometric and lean-burn engines.  A Wobbe number range of 1300 to 
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1420 Btu/scf was their recommendation, although a range of 1200 to 1250 was indicated to have 
been found acceptable for use on existing equipment in high altitude areas. 
 
Increased heating value tends to raise the Wobbe number while increased specific gravity tends 
to lower the Wobbe number.  LNG will usually have higher heating value and specific gravity 
than domestic natural gas.  However, the increase in heating value from mixing LNG and natural 
gas usually increases the Wobbe number as carbon number also increases.  Wobbe number is 
used as an indicator of energy flux though an orifice.133  Thus, for an open-loop control system 
which does not monitor stoichiometry (via exhaust oxygen), variations in Wobbe Index may 
produce variations in the A/F ratio.134  Liss and Thrasher32 note that “variations in Wobbe 
number for the bulk of U.S. natural gas will effect, at most, a ± 3% change in ER for an 
uncontrolled engine.”  With appropriate engine control, reasonable Wobbe number variations 
can be accommodated because the feedback control compensates for variations in A/F ratio.17  
Similar in-cylinder pressure histories have been reported for similar Wobbe fuel, but with 
different composition.135  In general, MN and Wobbe number are correlated and inversely 
proportional.  Nevertheless, some values of MN independent of Wobbe number could cause 
damaging engine knock.  Thus, there is still a need to control MN excursions. 
 
4.5 Control Systems 
 
Engine control systems in large part focus on fuel and air metering as well as timing control 
based on various input parameters.  This section attempts to highlight some recent engine control 
studies as well as discuss some sensor techniques to shed light on the importance of engine 
control systems in to accommodate varying fuel quality effects. 
 
4.5.1 Recent Studies of CNG/LNG Impact on Engine Control 
 
Recently, in anticipation of increasing imports of CNG and LNG, several engine studies have 
been performed to assess the impact of varying fuel composition on gas engine operation.  These 
studies were intended to provide information to the sponsors but are also recognized as potential 
input for possible future regulatory decisions by regulating agencies.  As these studies represent 
dedicated analysis of fuel effects in existing commercial engines, they warrant special 
consideration.  This section highlights three of the most recent efforts in this area. 
 
4.5.1.1 Southern California Gas Study of CNG/LNG Impact on Cummins Engines130 
 
A paper study was conducted to examine the effect of varying fuel composition on Cummins 
natural gas engines.  The Cummins engines studied were chosen because they represent a 
majority of the engine technology and manufacturers in the California market.  The study 
considered a fuel composition range which was bounded by the specification in California Public 
Utilities Commissions (CPUC) Rule 30 and a composition expected to represent LNG imports. 
and given in Table 4-4.  The richest case gas was considered to be representative of LNG imports 
and was limited by the maximum energy content. 
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Table 4-4:  California Public Utilities Commissions (CPUC Rule 30).130 
Specifications Min Max 

Btu/cu ft 970 1150 
Wobbe number 1272* 1437* 
MN NA NA 
Methane (%) NA NA 
Ethane (%) NA NA 
Propane (%) NA NA 
Inerts (%) 0 4 

* Theoretical min and max based on CPUC Rule 30 Gas Quality Specification. 
 
The two engines with a carburetor/open-loop system are the Cummins L10G Phase 1 and L10G 
Phase 2.  Both of these engines use an Impco carburetor for fuel induction and fuel metering.  
The model years for the Phase 1 engines are 1991-1993 and for the Phase 2, 1994-1995.  The 
Cummins fuel standard for these two engines is CES 20067.  CES 20067 specifies a Wobbe 
number of 1300 to 1377, with methane content as low as 78% and the remainder ethane or 
propane. 
 
In these engines, MN changes usually cause an ER change since they employ a carburetor/open-
loop system.  A lower MN usually results in a higher ER (richer operation) for a given carburetor 
setting due to the change in molecular weight of the fuel.  The typical ER in this carburetor/open-
loop system is 0.70.  It is not recommended to set the ER less than 0.70 for such open-loop 
systems due to possible lean misfires.  The author found that actual ER information for these 
engines was not available. 
 
They report that power can also vary due to the energy density changes of the fuel in 
carburetor/open-loop systems.  Assuming the efficiency of the engine does not change, the study 
determined that there will be an 11.1% increase in power with an open-loop system when 
changing from the CARB gas to the richest case gas used in the study. 
 
Changes in combustion or “burn rate” affects combustion phasing when open-loop/carburetor 
system encounters varying gas composition.  Burn rate increases with increasing ER in lean burn 
engines.  Increasing the burn rate at a constant ignition timing effectively advances the 
combustion process which decreases the knock margin of the engine. 
 
The Cummins L10G Phase 1 engine has a BMEP rating of 12.8 bar.  With a change from CARB 
specification gas to the richest gas case in the subject study, the BMEP increases to 14.2 bar; the 
effective ER increased from approximately 0.750 to 0.835 for such a fuel change.  The authors 
expect this engine type to knock at the richest cases. 
 
A manual carburetor readjustment is one way to remediate increase in power when changing 
from CARB gas to the richest gas case.  The authors state that if the carburetor was adjusted to 
the recommended oxygen % in the exhaust using the richest case gas, the ER would be 0.752 and 
the power would remain essentially unchanged.  However, the engine would still likely knock 
due to decreased MN.  Retarding the ignition timing and/or reducing the ER is expected to pro-
vide enough knock margin to operate on the richest case gas. 
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The authors conclude that engine operation on both the high and low MN gas cases would 
require an electronic fuel valve and a closed–loop fueling system.  Adding a knock detection 
system would also enable the ignition timing to be retarded only when needed and perhaps 
continuously on low MN gas.  Retarding ignition timing reduces the tendency to knock, but also 
reduces power, which reduces engine efficiency and negatively affects emissions.  Power loss 
depends on the severity of knock and the particular engine and MN of the fuel.  The authors 
estimate that the ignition timing will be retarded by 1 degree to operate on the richest case gas.  
A 1 degree ignition timing retard would result in approximately a 2% power loss.130 
 
4.5.1.2 Southern California Gas Study on the Effect of Varying Fuel Composition on Fuel 

Supplied to DDC Gas Engines, May 4, 2005132 
 
Detroit Diesel Corporation (DDC) Series 50G engines produced before October 1998 use an 
open-loop carburetor fuel system without a knock detection system.  There will be an increase in 
power by 11.1% with an open-loop system when changing from CARB gas to the richest case 
gas assuming constant engine efficiency.  Assuming the target ER for this engine is 0.700 the 
richest case gas will increase the ER to 0.779.  The authors expect that knock would be 
experienced at the richest gas case.  The authors predict that the lowest MN that this engine 
could run is 84.7 (CARB method) or 77.9 (AVL Method). 
 
DDC engines produced after October 1998 use UEGO based closed-loop control systems.  
Because of richer operation, the combustion rate will also increase causing effective timing 
advancement in the direction of engine knock.  However, these engines also have knock 
detection systems which prevent engine damage.  The authors expect that the lowest MN that 
this engine could run is predicted to be 76.4 (CARB method) or 70.8 (AVL Method). 
 
The ignition timing is retarded first, and if required, power is reduced when knock is detected.  
The DDC engine will need to retard timing by approximately 3 degrees at the richest case gas 
resulting in approximately a 3% power loss.  A fuel with a CARB MN of 67.7, which is within 
the DDC fuel specifications, will result in a power loss of 7% with timing retard as the only 
knock mitigation technique. 
 
4.5.1.3 Light-Duty CNG Vehicle Fuel Composition Study 2006136 
 
The Gas Technology Institute (GTI) performed a study for the Southern California Gas Co. to 
investigate potential CARB NGV fuel specification modifications.  Vehicle operational impact 
on air quality in California was one of the primary concerns with any proposed NGV fuel quality 
changes.  Gas properties vary within California and will depend on natural gas production fields 
and the amount of LNG mixing.  Composition ranges considered in the study are given in Table 
4-5 and current California fuel specifications are given in Table 4-6.  Low technology (bi-fuel 
with aftermarket systems) retrofits and high technology original equipment manufacturer (OEM) 
dedicated light-duty CNG NGVs were identified.  Retrofitted NGVs have less sophisticated 
control systems than OEM NGVs.  There are about 21,000 NGVs in CA, about 133,000 
nationwide. 
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In the study, the impact of gas composition on a vehicle was analyzed as to impact in three 
primary areas:  (1) Vehicle drivability (i.e., start-up problems, rough idle, acceleration, torque 
and horsepower); (2) engine knock potential; and (3) vehicle emissions impact. 
 
Advanced OEM control systems include air temperature and pressure sensors used in feed-
forward control logic, fuel pressure and temperature sensors used in feedforward control logic, 
pulse-width modulated fuel injectors, and dual upstream/downstream oxygen sensors used in 
feedback control logic.  These inputs are used accurately calculate parameters for A/F ratio 
control, including adaptive control in response to air properties (humidity) and (potentially) fuel 
properties.  As changes in natural gas fuel properties occur, the control system undergoes an 
adaptive learning process where it adjusts internal parameters to optimize operation without 
direct knowledge of fuel chemistry.  The authors conclude that the state of adaptive control 
algorithms being used in new CNG light-duty vehicles alleviate vehicle drivability as a primary 
concern. 
 
Typical natural gases have a much higher ON than gasoline.  The compression ratios and BMEP 
ratings of light-duty NGVs in the market are basically the same as those of gasoline vehicles.  
Therefore, there is little concern that new vehicles will experience engine knock with natural gas 
mixtures having higher HC even at MNs as low as 65. 
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Table 4-5:  Gas Composition and Properties for Average Natural Gas 
and Increasingly Rich Natural Gas.136 

(Used With Permission) 
Component Average Natural 

Gas Rich Natural Gas Richer Natural Gas 

Methane 93.40 86.00 81.60 
Ethane 3.20 7.75 10.40 
Propane 0.69 2.50 4.00 
n-Butane 0.25 0.25 0.00 
i-Butane 0.00 0.00 0.00 
n-Pentane 0.10 0.00 0.00 
i-Pentane 0.00 0.00 0.00 
Hexanes (+) 0.06 0.00 0.00 
N2 1.50 3.50 4.00 
H2 0.00 0.00 0.00 
CO2 0.80 0.00 0.00 
H2O 0.00 0.00 0.00 
Air 0.00 0.00 0.00 
Total 100.00 100.00 100.00 
Higher Heating Value (Btu/scf) 1032.3 1076.8 1108.9 
LHV (Btu/scf) 931.0 927.9 1003.0 
LHV (Btu/lb) 20,363 20,035 19,836 
Specific Gravity 0.5971 0.6338 0.6596 
Ideal Density (lb/scf) 0.04557 0.04837 0.05034 
Real Gas Density (lb/scf) 0.04565 0.04844 0.05041 
Wobbe Number (HHV) 1336.0 1352.6 1365.3 
Wobbe Number (LHV) 1204.9 1221.1 1235.0 
H/C Ratio 3.884 3.755 3.678 
Est. Octane Rating (MON) (Gas Data) 131.0 120.9 115.9 
Est. Octane Rating (MON) (H/C ratio) 130.8 122.4 118.3 
MN (CARB) 93.3 79.6 73.0 
Stoichiometric A/F ratio 16.736 16.438 16.294 
Molecular Weight 17.292 18.356 19.103 
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Table 4-6:  Current CARB CNG Fuel Specifications.5 
Specification Value 

Methane 88.0% (min.) 
Ethane 6.0% (max.) 

C3 and higher HC 3.0% (max.) 

Hydrocarbons 
(expressed as mole 
percent) 

C6 and higher HC 0.2% (max.) 
Hydrogen 0.1% (max.) 

Carbon Monoxide 0.1% (max.) 
Oxygen 1.0% (max.) 

Inert gases  
Sum of CO2 and N2 1.5-4.5% (range) 

Water a 
  

Particulate matter b 
Odorant c 

Other Species 
(expressed as mole 
percent unless 
otherwise indicated) 

Sulfur 16 ppm by vol. (max.) 
 

a. The dewpoint at vehicle fuel storage container pressure shall be at least 10 °F below 
the 99.0% winter design temperature listed in Chapter 24, Table 1, Climatic 
Conditions for the United States, in the American Society of Heating, Refrigerating 
and Air Conditioning Engineer’s (ASHRAE) Handbook, 1989 fundamentals volume.  
Testing for water vapor shall be in accordance with ASTM D 1142-90, utilizing the 
Bureau of Mine apparatus. 

b. The compressed natural gas shall not contain dust, sand, dirt, gums, oils, or other 
substances in an amount sufficient to be injurious to the fueling station equipment or 
the vehicle being fueled. 

c. The natural gas at ambient conditions must have a distinctive odor potent enough for 
its presence to be detected down to a concentration in air of not over 1/5 (one-fifth) of 
the lower limit of flammability. 

 
In contrast to NGVs, heavy-duty natural gas engines are highly turbocharged to increase their 
BMEP rating.  They don’t experience engine knock at high levels of BMEP because they operate 
at lean-burn combustion conditions.  The excess air acts as a diluted to lower peak cylinder 
temperatures thereby lowering the propensity for auto ignition (or knock).  Advanced controls 
and, in many cases, by using knock sensors, allow lean-burn heavy-duty engines to use natural 
gas compositions with a MN as low as 65 with manufacturer warranties.  Even so, there is room 
to improve.  The authors indicate that their survey of manufactures revealed that more testing is 
required to determine the effects of gas variability.  The survey also indicated that the OEM’s 
would generally be comfortable with the ability of their NGVs to accommodate a broader range 
of fuel compositions than currently experienced in the market.136 
 
4.5.2 Oxygen Sensors 
 
A steady-state closed-loop control strategy is often used to maintain the engine’s A/F ratio in 
stationary, industrial, four-cycle, natural gas reciprocating engines (i.e., rich-burn engines).  
Oxygen sensors are the most commonly used devices in closed-loop A/F ratio engine controls.  
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An exhaust gas oxygen (EGO) sensor located upstream of the catalyst is used as the closed-loop 
control signal in stoichiometric engines.  The EGO has a rapid but effective step change response 
around the point lambda = 1 (stoichiometric).  Variables independent of the A/F ratio, including 
age of the EGO sensor, sensor contaminants, catalyst performance, engine performance, and 
exhaust gas temperature may affect the signal.  These variables introduce uncertainties in the 
feedback control loop.  For example, as the EGO sensor ages, the voltage response diminishes, 
requiring periodic recalibration to maintain exhaust emission compliance. 
 
The A/F ratio for an open-loop controlled industrial, natural gas, rich-burn engine can typically 
be tuned within a range of 0.3% (lambda = 0.97) to 1.8% (lambda = 1.09) exhaust oxygen 
content through adjustments to the fuel pressure and carburetor.118  A TWC requires an exhaust 
oxygen content of 0.3% to 0.5%, which is slightly rich of stoichiometry within an operating 
window of lambda = 0.99 ± 0.005.118 
 
The standard EGO output produces a stable output voltage less than 0.15 VDC (volts direct 
current) at lean conditions and greater than 0.80 VDC under rich conditions.  A sharp change in 
voltage offset is experienced when transitioning from lean to rich conditions at a point slightly 
lean of stoichiometry.  A/F ratio control strategies typically switch back and forth rich to lean at 
1 to 5 Hz, averaged slightly rich.  The optimum oxygen concentration target is selected by 
monitoring the post catalyst emissions and is typically around 0.99 lambda.118 
 
The EGO sensor gives a signal most useful for control near stoichiometric conditions because of 
the sharp signal change around lambda = 1.  This performance characteristic is not useful in lean-
burn operation.  Lean-burn control is typically implemented with a UEGO sensor, also called a 
wide range sensor.  The response of the UEGO sensor is a continuously varying current signal.  
Provided that the fuel H/C ratio is well known, this sensor gives information about the exact ER 
or lambda value, which for lean-burn applications, will be less than one. 
 
Besides standard EGO sensors, automotive systems which use stoichiometric engines also use a 
heated exhaust gas oxygen sensor (HEGO).  The use of a HEGO downstream of the catalyst was 
first used in the automotive industry.  The sensor uses an integrated heater element to maintain 
constant reaction temperature greater than the exhaust temperature and independent of the 
exhaust temperature gradients.  This increases sensitivity, repeatability and reduces 
contamination by preventing gas phase condensation and thermophoretic deposition. 
 
HEGO sensors are still widely applied in automotive applications although the application of 
wide range sensors is slowly increasing.  Due to sensor characteristics, together with control loop 
delay, the control system exhibits constant oscillations of the engine ER (or A/F ratio).  
Adjustments to controller response determines (somewhat) the amplitude and frequency of 
oscillation.  However, not all control strategies remain fully linked to the UEGO or EGO during 
rapid transients. 
 
Pollutant control is usually good when the downstream signal indicates stoichiometry.  A fuel 
rich reading indicates that reducing gases are exiting the converter (CO, HC).  When the signal 
indicates fuel lean it is very likely that there is some NOx in the exhaust.  The signal from the 
HEGO sensor downstream of the catalyst does not remain at stoichiometry although the inlet 
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signal oscillates around it, after a disturbance takes place.  Therefore if high-performance control 
is desired, the dynamic behavior of the catalytic converter should be taken into account. 
 
When a control scheme uses a HEGO sensor downstream of the TWC it is less prone to thermal 
aging, and the exhaust gas mixture is better equilibrated than upstream of the converter.  The 
HEGO signal can also be used as an on-board-diagnostic (OBD) tool to monitor the catalyst. 
 
In a typical EGO/UEGO feedback stoichiometric A/F ratio control, the control system 
components include:  the engine and the catalytic converter, which act as the process; fuel 
injectors, which are the actuators; and various sensors (engine speed, throttle position, intake 
manifold pressure, coolant temperature). 
 
The injected fuel is metered based on a calculation by the controller with inputs from measured 
O2 concentration in the exhaust and estimated air flow.  The engine state, such as the engine 
speed, coolant temperature and intake manifold pressure must also be measured.  Automotive 
engine A/F control systems were made possible by the introduction of EGO sensors. 
 
4.5.2.1 A/F Ratio Control 
 
Accurate control of A/F ratio can be implemented in many ways.  Classical controllers are based 
on static measured engine maps and are designed in part using frequency domain control theory.  
They were developed primarily for steady-state control of A/F ratio and often require an engine 
model that can be difficult to obtain or that become obsolete as the engine ages.  The following 
are some common control strategies for A/F ratio control. 
 
Weige, et al. 2002119 developed an artificial intelligence (fuzzy neural network) controller based 
on a UEGO sensor (as output is proportional to the actual A/F ratio).  The time delay between 
the formation of the air fuel mixture and measuring point is significant and requires a control 
scheme with feedforward and feedback elements.  The feedforward loop drives the fuel injection 
based on current operating status (state).  The feedback control loop drives the fuel injection 
based on the oxygen sensor (A/F control) and is implemented with a FNHC (Fuzzy Neural 
Hybrid Controller). 
 
Weige et al.’s tests performed on an engine using the FNHC based controller were near the lean 
limit of the engine.  The injection system controller’s response was observed during torque 
transients at constant throttle and with air throttle transients at constant torque.  These transients 
were selected because they are the most common engine transients and have a fast and greatest 
influence on A/F ratio.  The FNHC control loop maintained precise A/F ratio control during both 
steady-state and transient operation.  In addition, controller parameters can be adjusted with a 
gradient decent learning curve to maintain this control quality over time.  Their results 
demonstrate FNHC as a promising strategy for A/F ratio control.119 
 
Pre-turbocharger temperature has been shown to be a reliable sensor for A/F ratio control.137  It 
turns out that for a given fuel heating value, air manifold pressure and engine load, the pre-
turbocharger temperature is repeatable.  Due to these dependencies changes in heating value and 
constant load will induce changes in the A/F ratio and pre-turbocharger temperature.  If, for 
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example, after some transient the air manifold pressure is adjusted to return the pre-turbocharger 
temperature to its original value, the A/F ratio will also closely return to the correct ratio 
enabling proper exhaust emissions.  Thus, by adding the pre-turbocharger temperature to the 
control scheme, the controller will also be able to compensate for heating value changes. 
 
A controller with a two-level cascaded system which can adjust A/F ratio by bypassing exhaust 
gas, via a wastegate, around the turbocharger was developed by Eckard et al. 1987.  Field tests 
were performed on two Superior Cleanburn 8GTLA engines, one running on processed natural 
gas and the other running on well gas.  Correct A/F ratio control was determined by comparing 
the gas manifold pressure and air manifold pressure to the known values on A/F curves for the 
engine.  Within the range of fuel blends tested, the controller was able to maintain stable 
emissions as the fuel heating value increased.137 
 
Advanced techniques for ER control for a heavy-duty on-highway natural gas engine are detailed 
in Podnar et al. 1996.138  Their work used a John Deere 8.1L lean-burn spark ignited natural gas 
engine.  A flexible prototyping control system was used in lieu of the original control system.  
Engine instrumentation was added to measure intake pressure, exhaust pressure, fuel pressures 
and temperatures, and air flow and fuel flow rates.  Steady-state, step and ramp throttle transients 
were tested.  The authors found it difficult to calibrate the volumetric efficiency map of the 
engine (or the mass flow air sensor) closely enough to allow accurate ER control over all engine 
operating conditions using the open-loop control strategy.  Due to this experience a closed-loop 
compensator was added which used a variable time delay in order to compensate for time delays 
of the fuel moving through the engine systems relative to the time of measurement of the UEGO 
sensor.  The flexible prototyping control system also used an adaptive algorithm which allows 
active compensation to be learned as a function of intake manifold pressure and engine speed 
providing, on-line compensation of the open-loop fueling calculations. 
 
Traditionally, a common approach for calculating engine air flow is a speed density algorithm.  
The calculation is, based on engine speed and mixture density to determine the volumetric flow 
rate displaced by the engine.  Air flow can also be measured with a commercially available 
sensor.  The system developed by Podnar et al.138 allowed determination of air flow using a real 
time model of the engine’s intake system.  Models typically provide a signal that is smoother and 
cleaner than sensor signals with no time response penalty or signal conditioning required, 
however their accuracy may degrade over time due to engine and component wear or during 
abnormal operation.  Models do require significant computation ability and add complexity to 
the control system.138 
 
Waukesha developed an engine control A/F module (AFM) design to control the A/F ratio for all 
Waukesha carbureted, gaseous fueled (methane base), industrial engines.  The AFM uses an 
oxygen sensing system, intake manifold pressure transducer, electronic control module, actuator, 
and exhaust thermocouple.  The system is claimed to permit correct operation of Waukesha 
engines in spite of changes in fuel pressure or temperature, engine load or speed, and fuel 
composition.  The system makes significant use of the exhaust oxygen concentration in closed-
loop control.139 
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4.5.2.2 Other Control Strategies 
 
4.5.2.2.1 Thermal Efficiency Control 
 
Franklin, et al.140 investigated a novel method to control ER and spark advance for best 
efficiency (ERSABE).  The study was conduction on a lean-burn, heavy-duty, industrial, natural 
gas, Hercules G1600 engine.  The approach used small disturbances to spark timing and air flow 
to produce perturbations in engine efficiency.  The control system can then adjust ER and timing 
in the direction of increasing efficiency.  This approach could be an advantage for adjusting to 
changes in fuel composition, because the engine response itself is monitored while accounting 
for current ambient conditions, engine wear, or other factors that are not otherwise easy to 
account for in a fixed control system. 
 
4.5.2.2.2 Peak Optical Intensity Control 
 
If optical signals from the combustion chamber can be accessed using a fiber optical port, it may 
be possible to use the optical signal in a feedback control loop.  Previous research has 
determined that the 50% mass fraction burned and peak pressure occur at a fixed cyclic location 
(fixed crank angle [CA]) on any engine operating at MBT regardless of engine speed, load or 
A/F ratio.  Thus, by relating these parameters to peak optical intensity, an ignition timing control 
scheme could be developed which requires no additional sensors.141  This could allow adjustment 
of timing to accommodate different composition fuels. 
 
The optical probe signal can easily be filtered to known specific wavelength of combustion 
radicals.  Two radicals, such as a unique fuel and a unique air radical, can be measured 
simultaneously so that their ratio can be used to calculate A/F ratio, etc.  From the results, a 
control scheme can be implemented to control ignition timing to optimize the combustion 
process. 
 
4.5.3 Sensor Techniques for Determining Natural Gas Properties 
 
Depending on the actual change in fuel composition, some engine applications may be relatively 
unaffected by new fuel blends, while others may require substantial modification or addition of 
sensors and controls.  If natural gas suppliers change their compositional specifications, the 
properties can be calculated and operational effects can be determined.  Knock, for instance, can 
be calculated using various formulas involving MN, but this is an estimation.  The ultimate 
determination of knock susceptibility may have to be determined from actual OEM engine 
testing.  Some remedies may only require adjustment of an existing control or operating point.  
For example, an open-loop carbureted engine may only need adjustment to bring operation back 
in line with requirements.  However, if there is too much variability of natural gas over time the 
carburetor may require constant adjustment.  In this case, in may be more practical to install an 
A/F ratio controller using an EGO feedback sensor to keep the engine under control. 
 
If the component concentrations of a natural gas are known, then all of the natural gas properties, 
as discussed in Section 4.4.1, can be directly calculated.  However, the instruments required for 
complete and accurate compositional analysis, such as chromatographs and spectrometers can be 
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expensive, bulky, require maintenance, have long analysis times and other undesirable charac-
teristics.  Knowledge of gas composition or properties would allow feed forward engine control 
even with a high degree of fuel variability.  The following section provides a few examples of 
novel sensors and techniques for future consideration in engine control scenarios.  For an 
in-depth analysis of natural gas composition sensors, the readers are directed to the Sensors 
section of this report. 
 
4.5.3.1 Thermal Conductivity 
 
The MN of natural gas can be determined based on its thermal conductivity.142  Puente et al.142 
developed a device that measures thermal conductivity using a small microelectronic sensor.  
The sensor is inexpensive and can be placed in situ with the gas.  The sensor has a sensitivity of 
0.95 mV/MN over the range of 60-100 MNs.  Using this device, Puente et al. tested several 
compositions and measured their MN, observing that MN generally decreases with increasing 
higher HC.  The n-type silicon design used in the sensor was somewhat slow to reach thermal 
equilibrium in field tests. 
 
Rahmouni et al.143 measured thermal conductivity at two temperatures and developed a method 
to determine MN and LHV of natural gas from those measurements.  The gas is first considered 
as a ternary mixture of the most important components.  Using a method known as principle 
component analysis, it was found that the two thermal conductivity measurements describe 97% 
of the variation of MN and almost 100% of LHV of a test matrix of 30 natural gases.143 
 
Determination of multiple physical or chemical properties, typically using multiple sensors, of a 
natural gas provides greater accuracy in gas quality determination.  There are a number of 
properties that could be measured including pressure, temperature, thermal conductivity, 
dielectric constant, viscosity and others.  Other combustion-relevant fuel properties can be 
determined from a multiple measurement system including stoichiometric oxygen demand and 
density.  One measurement approach uses changes in electrical quantities in a sensing element in 
contact with the fuel.  These signals are used to determine properties such as thermal con-
ductivity, specific heat, temperature and pressure.  These quantities can be used with correlations 
to determine gas properties of interest. 
 
4.5.3.2 Solid-State Thermal-Wave Pyroelectric-Film Sensor 
 
A novel sensor based on a pyroelectric thin-film transducer under thermal excitation was 
developed by Garcia et al. to detect a wide range of natural gas and methane concentrations in 
N2.  The system maintains a linear response with increasing concentrations for both gasses with a 
15 second response time.  It uses a lock-in amplifier to achieve high signal to noise ratio.  This 
ability to detect different concentrations of natural gas allows its use in gas quality and 
concentration monitoring for NGVs.144 
 
4.5.3.3 Spectroscopy 
 
Absorption spectroscopy involves transmission of electromagnetic radiation through an 
absorptive media (i.e., here a NG sample) and measuring the subsequent radiant absorption.  The 
absorption lines or bands (spectra) represent unique signatures of the gaseous components in the 



4-49 

sample gas.  In a waveband centered near 6.83 microns, many of the common paraffinic HCs 
found in natural gas, with the exception methane, exhibit radiant absorption in near linear 
proportion to their heating value.  By scanning the absorption spectra, the heating value can be 
estimated by measuring methane at one wavelength, and the other higher HC at another 
wavelength.145 
 
Fourier transform Infrared (FTIR) spectroscopy is one such spectroscopic technique.  More 
details can be found in the sensors section of this report.  It is cheaper, faster, and more portable 
than a GC.  A study by Fodor, 1997,146 used FTIR to determine methane, ethane, propane and 
butane in N2 (each having distinct in the infrared region).  The measured values were well 
correlated (R2 > 0.98) to GC analysis values.  Measurement accuracy to 1% mole concentration 
was deemed feasible.  Once gas composition is determined, it is a simple task to calculate in real-
time critical parameters such as heating value which can in turn be used in a 
feedback/feedforward control system.146 
 
Kastner et al. 2002147 developed an IR spectrometer for the measurement of natural gas quality 
needed for gas pipeline applications.  The system uses an IR-filter photometer and a heat 
conductivity sensor.  It is reported to have an overall measurement uncertainty of 0.2%.  It is 
important to note that all major components of natural gas, besides N2, are absorbed strongly in 
the IR.  The higher HC have strong cross sensitivities, meaning that absorption bands and spectra 
tend to overlap so that their molar fraction can not easily be separately determined.  However, 
the gas composition for the major components can be resolved using common deconvolution 
techniques.  Algorithms were developed to measure volumetric calorific value, density, 
compression factor, compressibility factor, and molar fraction CO2.  A measured full scale 
accuracy of less than ± 0.2% and a repeatability of about 0.1% is reported.147 
 
4.5.3.4 Acoustic 
 
The speed of sound (SOS) can in theory be used to measure gas composition since the SOS in a 
gas changes with the molecular weight of the gas.  This works since each component has a 
unique molecular weight.  However, the SOS is in the end a function of gas density.  Therefore, 
other state parameters such as temperature and pressure must also be known.  Methane has a low 
molecular weight and a high SOS.  Other common NG components such as ethane, propane, N2, 
and CO2 have a lower SOS.  Lueptow et al.133 built and tested a bench-top prototype SOS sensor.  
Tests were done on 12 natural gas mixtures at temperatures ranging from -30 °C to 65 °C.  SOS 
measurements were well correlated with theoretical values.  An attempt was made to correlate 
SOS to several compositional and combustion properties including the percentage methane 
composition, molecular weight, density, volume stoichiometric A/F ratio, volumetric higher 
heating value, Wobbe number and lower flammability limit.  Only very rough correlations were 
obtained between SOS and fraction of methane, but fairly linear correlations between SOS and 
molecular weight, density, and lower flammability were determined.  The stoichiometric mole 
A/F ratio, volumetric higher heating value and Wobbe number demonstrated a weaker 
correlation with SOS.  The sensor was not capable of precision measurements of natural gas 
physical or combustion properties.  However, it can be used as an indicator for gas composition 
changes.133 
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4.5.3.5 Dynamic Viscosity 
 
A useful correlation between the Wobbe Number and the dynamic viscosity of fuel gases has 
been developed.148  This correlation has been used to measure Wobbe Number.148,149  The 
correlation was developed from testing of natural gases from different sources, mixtures of 
natural gases and higher HC (to C4H10), H2, air, N2, and CO2 as well as LPG/air mixtures. 
 
The uncertainty of the correlation function primarily results from the large compositional variety 
of fuel gases used in its determination.  The uncertainty can be reduced substantially by limiting 
the range of gases to natural gas mixtures.  The measurement technique uses a dynamic viscosity 
sensor (capillary tube) and a density sensor (orifice plate) so that if the pressure drop across one 
of the sensors is controlled, the pressure drop across the second sensor is a measure of the 
heating value.  System accuracy was improved by including temperature and pressure 
measurements of the fuel gas in the calculation of the heating value.  Measurements were 
generally within ± 1.5% of measurements from GC data of the same gases. 
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Table 4-7:  Thermophysical Properties of Select Natural Gas Alkanes 
and Common Diluents. 
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5 GAS TURBINES 
 
5.1 Gas Turbine Background 
 
Modern, low-emission gas turbines are precisely tuned to maintain cool flame conditions that 
avoid the formation of NOx pollutants.  This precision comes with a cost.  For example, these 
flames are susceptible to flashback, blow-off, and dynamic instabilities.  The dynamic 
instabilities can be a serious problem, leading to pressure driven vibrations that can damage 
engines in a short time, or require adjustments that compromise the emissions performance of the 
engine.  It is not widely appreciated how sensitive some turbine combustors are to changing 
operating conditions.  In some engines, ambient temperature changes can lead to damaging 
oscillations1 unless the control system can take over and re-tune the engine.  Retuning means 
changing the flow splits among the various fuel stages, and in some cases, adjusting the 
compressor inlet guide vanes, or bleeding air from the compressor to control primary zone 
temperature.  The combination of these tuning adjustments is used to meet the competing 
demands of stable operation, and emissions performance.  In some cases, these tuning 
adjustments are performed by engine operators in a trial and error manner until acceptable engine 
performance is achieved.  To date, there is not a comprehensive theory of how combustion 
dynamics respond to changes in ambient conditions, and to a lesser degree an understanding of 
how engine dynamics are linked to fuel type.  This explains why there has been controversy over 
the standards for new natural gas supplies in engines that have already been tuned to operate on a 
particular gas composition. 
 
It should not be suggested that engines cannot be adjusted or tailored to operate with widely 
different fuel composition.  Kurz2 notes that some engines may allow as much as a 10% variation 
in fuel heating value, while others can accommodate less than 2-3%.  Although engines may be 
adjusted/designed for different fuels, a key question is whether engines that have been designed 
to meet emissions standards on domestic natural gas can accommodate sudden changes in fuel 
composition, without causing machine upsets, excess emissions, or component damage.  Before 
considering this question, a review of what is known about fuel effects in turbine combustion is 
provided. 
 
5.1.1 Gaseous Fuel Flow Control Systems 
 
The authors have chosen to add this section on gaseous fuel control because it is important to 
understand that gaseous fuel control may be a factor in how the engine responds to changing fuel 
type.  In actual gas turbine conditions, the fuel flow can be controlled to maintain a constant 
turbine inlet temperature or power setting.  Therefore, if the fuel composition change is slow 
enough such that the control system can adjust, the system should react to maintain a fairly 
constant overall flame temperature.  However, the actual response may depend on the fuel 
metering approach.  This issue is complicated by the many different types of staged fueling 
schemes that exist on real engines, so it is difficult to make a general statement, but the following 
information is provided as background. 
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In the past, volumetric flow devices (i.e., orifice plates, venturi meters, etc.) have been widely 
used throughout many industries to monitor process flows.  These devices operate by measuring 
a pressure drop across an internal flow restriction, and require information about the properties 
of the flowing media to convert the measured pressure drop to units of flowrate.  These 
volumetric flow devices may be used in a feedback controlled flow loops to maintain the same 
fuel flow rate in the presence of variations in fuel delivery pressure or other process variations.  
Although these volumetric devices have a considerable knowledge-base throughout many 
industries, other technologies are becoming increasingly competitive with volumetric flow 
devices.  Therefore, let’s consider whether a fuel flow measurement approach, other than a 
volumetric device would be more, or less, sensitive to changes in fuel composition. 
 
Let’s consider two fuel compositions.  First, a methane fuel has a carbon number of 1.0 and a 
hydrogen-to-carbon ratio of 4.0.  Methane also has a Wobbe Index of 1360 BTU/scf 
(50.6 MJ/m3) and an air-fuel stoichiometric ratio of 9.52 (molar basis) and 17.2 (mass basis).  
Note that a molecular weight of 16.0 has been assumed for the methane fuel. 
 
For comparison, let’s consider a second fuel (actually used experimentally in this report, see 
Section 5.11.3) that has an average molecular weight of 19.3 and a Wobbe Index of 1424 
BTU/scf (53.0 MJ/m3).  This second fuel has an averaged carbon number of 1.2 and a hydrogen-
to-carbon ratio of 3.65.  The air-fuel stoichiometric ratio for this second fuel is 10.94 (molar 
basis) and 16.4 (mass basis). 
 
The stoichiometric air-fuel ratio on a molar (volume) basis increases by 13-14 percent when the 
fuel changes from methane to the second fuel.  Assuming that the fuel flow control device can 
respond fast enough to provide the same volume of flow for each fuel, the second fuel gas will 
still be operating at a much hotter condition (i.e., for a constant air flow, the fuel-air equivalence 
ratio and flame temperature are directly related to the stoichiometric air-fuel ratio).  While this is 
an extreme example (methane to NG), it demonstrates that volumetric metering schemes may 
need to be changed to adjust flow splits, for example, if the fuel composition changes. 
 
In contrast, the stoichiometric air-fuel ratio on a mass basis decreases by about 4.5 percent when 
the fuel changes from methane to the second fuel.  On a mass basis, if a fuel flow device is able 
to maintain a constant mass flow, the second fuel type will be operating at a slightly cooler 
condition.  It should be noted that mass flow devices such as Coriolis meters can measure mass 
flow independent of the properties of the flowing media.  However, volumetric devices require 
some knowledge of the fluid properties to maintain accurate flow measurements.  Generally 
speaking, if a volumetric flow control device does not have on-line corrections for the density, 
density changes could result in proportional changes in the actual flow rate. 
 
In summary, this description of turbine combustion control systems is not intended to be 
comprehensive, but emphasize that the type of control system is important in understanding the 
engine response to changing fuel composition. 
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5.1.2 Turbine Combustion 
 
A turbine combustor flame is much different than an appliance flame.  Early designs used so-
called “diffusion” flames that mixed the fuel and air into a primary combustion zone, while 
combustion was sustained by back-mixing hot products of combustion.  Figure 5-1 (a) shows a 
schematic of a diffusion flame combustor.  Fuel is injected at one point, and air is injected both 
at the front and sides of the combustor.  The combustion reactions are so fast that the reaction 
rate is controlled by the rate of mixing between fuel and air, hence the name “diffusion” flame.  
In a classic diffusion flame, reactions proceed at nearly stoichiometric conditions, producing 
very high local temperatures.  While this produces very stable combustion, and can be very 
efficient, it also has a major drawback:  NOx production is high. 
 
Because of regulations on NOx emissions, engines built over the last decade have increasingly 
used “premix” combustion approaches in which the fuel and air are mixed upstream of the 
combustor.  The flame is established in the combustor where the velocity slows to the local 
flame speed.  Figure 5-1 (b) shows a schematic of a premix combustor.  In essence, the flame is 
stabilized in the combustor because of the lower velocity and back-mixing of hot products of 
combustion.  Based on discussions with the Edison Electric Institute, a survey of gas turbine 
operators and equipment manufactures indicates that more than 85% of the gas fired capacity 
built since 1995 (> 200,000 MW) has some version of a lean-premixed combustion system.3  In 
the following paragraphs, the issues surrounding fuel interchangeability for both diffusion and 
premixed combustors are described. 
 
 

 
Figure 5-1:  a) Diffusion Flame Combustor b) and Premix Combustor. 

 
 
 

b) 

a) 
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5.2 Fuel Effects on Diffusion Flame Combustors 
 
Most of the subject matter that is discussed in this report addresses premixed combustors, 
because fuel composition is a greater consideration in premixed combustors.  However, many 
legacy turbine installations use diffusion flame combustors, and an important question is how 
fuel composition will affect these earlier machines.  There is not a common way to answer this 
question for all machines, since it depends on the actual combustor configuration, but in general 
terms, it is expected that NOx emissions will rise slightly with greater concentration of higher 
hydrocarbons.  This occurs because diffusion flame reactions occur near stoichiometric 
conditions, with associated flame temperatures being greater for higher hydrocarbons.  The effect 
of temperature on NOx is documented in emissions correlations presented by commercial engine 
manufacturers.4,5,6  The NOx correlation is expressed as a ratio between the NOx on a given fuel, 
and the NOx produced on methane (CH4):4 
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On the right side, T is the adiabatic flame temperature of the fuel of interest, compared to 
methane (TCH4), and ‘ln’ is the natural logarithm.  The change in NOx can be conveniently 
express as: 
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Using this definition, a change of 1% on a baseline of 100ppmv would be a NOx value of 
101ppmv.  To use Equations 5-1 and 5-2, it is only necessary to know the value of the flame 
temperature on a given fuel compared to methane.  Table 5-1 compares various fuels labeled A 
thru K, and calculated values of Wobbe Index #,* stoichiometric flame temperature, and ΔNOx 
from Equation 5-2, above.  Flame temperatures are calculated from standard equilibrium codes,7 
assuming initial conditions of 300 K for the reactants at one atmosphere. 
 

                                                 
* The Wobbe number is the ratio of fuel higher heating value to the square root of fuel higher heating value and is a 
widely used parameter to characterize natural gas. 
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Table 5-1:  Calculated Wobbe (HHV BTU/scf), Flame Temperature, and NOx for Pure 
Fuels A (Methane) and K (Propane), and Representative Blends B-J. 

Fuel: A B C D E F G H I J K
CH4 (%) 100 96.2 87.1 86 90 85 87.1 92.2 88.8 86.0 0

C2H6 0 3.4 10.7 9 5 15 10.7 6.5 7.4 8.7 0
C3H8 0 0.3 1.3 5 5 0 2.1 0.9 2.6 3.5 100
C4H10 0 0.08 0.3 0 0 0 0.0 0.4 1.2 1.8 0
CO2 0 0 0 0 0 0 0 0 0 0 0
N2 0 0.01 0.5 0 0 0 0 0 0.03 0.02 0

Wobbe# 1360 1377 1409 1435 1419 1420 1420 1398 1424 1443 2023

Stoich 
Temp (K) 2226 2229 2233 2236 2234 2235 2234 2231 2234 2234 2267

Delta 
NOx(%) 0% 1.6% 3.4% 4.7% 3.8% 4.2% 3.8% 2.5% 3.8% 3.8% 18.3%

 
 
Note there is a relatively modest change in temperature among the different fuels, with the most 
extreme case being +40 K when pure propane is exchanged for pure methane.  In this extreme 
situation, the NOx is predicted to increase by 18%.  For the other fuels, the NOx increase is much 
smaller.  Thus, based on this correlation, the effect of fuel interchangeability is relatively modest.  
It should be emphasized that Equation 5-1 has been documented for one family of commercial 
engines, and the correlation does not represent the stack emissions on engines outfitted with NOx 
control measures like SCR or water injection.  In those cases, the slight increase in NOx could be 
compensated for with adjustments to the SCR, or added water injection.  In some cases, 
adjustments may not be possible.  For example, an engine operating right at the NOx permit 
level, using water injection may not be able to accommodate added water without compromising 
CO emissions.  These situations would need to be considered on a case-by-case basis.  It is not 
clear how many engines operate this close to permit levels. 
 
5.3 Fuel Effects on Premix Combustors 
 
As already stated, premix combustors are the preferred design for modern gas turbines, and have 
been widely installed since the early 1990’s.  The premixed combustor design must meet several 
criteria.  The flame must not flashback into the premixer and the fuel and air mixture must avoid 
“autoignition”, a condition in which combustion occurs spontaneously upstream of the main 
flame zone.  To keep NOx emissions very low, the entire combustor must operate at relatively 
cool temperatures, or near the lean extinction limit.  However, the CO must be completely 
oxidized in the combustor, therefore excessively cool regions must be avoided.  These competing 
requirements are only compounded by the additional requirement for dynamic stability – the 
flame must not oscillate.  For many reasons, premix combustor flames are susceptible to 
oscillations that can destroy engine hardware, can trigger flashback, and compromise emissions.  
Avoiding dynamics has become an important consideration in engine design and operation.8  A 
brief review of what is known about these various topics is presented next. 
 
5.3.1 Fuel Effects on Flashback 
 
Flashback occurs when a flame propagates backward into the premixer through a shear layer, a 
boundary layer, or the central recirculation formed in the combustor (i.e., the vortex core).  The 
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flame may anchor behind a fuel injector or swirl vane, leading to thermal failure.  Flashback is 
possible when the flame speed of the fuel air mixture exceeds the local gas velocity in the 
premixer, allowing flame propagation against the premixer flow.  Early attempts to build and 
operate premix combustors were sometimes confounded by flashback due to marginal 
aerodynamic design, producing slower velocities than required in the premixer.  This can be 
addressed, and in many instances has been solved.  Premixer bulk air velocities are typically 
designed to be more than 40m/s to provide a wide margin and prevent flame flashback problems. 
 
Will flashback be aggravated by changing fuel composition?  Flashback depends partially on the 
flame speed of the fuel air mixture.  Figure 5-2 is a plot of the laminar flame speed of several 
different NG blends studied in Europe.9 
 

 
Figure 5-2:  Laminar Flame Speeds of Several Natural Gas Blends and Methane.9 

The x-axis is the Equivalence Ratio (Normalized Fuel/Air Ratio). 
Premix Gas Turbines Operate at Lean Conditions, with Equivalence Ratios Φ < 0.8. 

 
As can be seen, there is a modest change in the flame speed for the different hydrocarbons, with 
less than 25% change at the lean conditions.  This would appear to indicate a level of “margin” 
for setting the necessary premixer velocity to avoid flashback, but there are several other issues 
to consider regarding flashback.  First, it has recently been shown that the turbulent flame speed 
of different hydrocarbons is uniquely enhanced by combined features of the turbulent flow, and 
the transport properties of the hydrocarbon itself.  This is important because practical premixers 
are characterized by turbulent flow, meaning that the turbulent flame speed must be considered 
in premixer design.  The usual assumption is that the turbulent flame speed is directly related to 
the laminar flame speed.  Figure 5-3 shows the measured turbulent flame speed of methane 
mixed with progressively greater quantities of propane, reported by Kido and co-workers.10  The 
fuel/oxygen/nitrogen composition was established so that the laminar flame speed of all the 
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mixtures was the same at a common equivalence ratio Φ = 0.8.  The graph shows that turbulent 
acceleration of flame speed is greatest for pure methane, and decreases with higher levels of 
propane addition.  Thus, the turbulent flame speed responds differently for different fuels, in 
contrast to the usual assumption that the turbulent flame speed is simply proportional to the 
laminar flame speed.  The proposed explanation is that the preferential diffusion of methane 
relative to propane causes locally higher equivalence ratio (and increased burning rates) on the 
distorted turbulent flame surface.  Perhaps unexpectedly, the added propane actually inhibits the 
turbulent flame speed compared to the pure methane flame, and this would help prevent a flame 
from moving into the premixed flow. 
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Figure 5-3:  Turbulent Flame Speeds10 of Methane/Propane Mixtures Having the 

Same Laminar Flame Speed.  The x-axis is the magnitude of the turbulent velocity 
fluctuation.  Data is shown for different mass fraction of propane/methane blends. 

 
There are additional considerations in evaluating flame flashback.  The mechanisms of flame 
flashback are not restricted to simple passage of the flame through slow-moving boundary and 
wake flows in the premixer.  It has been shown that other mechanisms can lead to flame 
flashback, including a slow repositioning of the flame in the swirling flow (“slow flashback”).11  
Unless the changes in fuel composition lead to a noticeable change in the flame geometry, it is 
not likely that this mechanism would accompany a change in fuel composition.  Visual images of 
swirl stabilized laboratory flames discussed in Section 5.10.2 show that the flame geometry is 
not significantly altered by modest changes to fuel composition. 
 
It is also important to note that flashback is sometimes triggered by combustion dynamics.  
Combustion dynamics can be sensitive to fuel composition, and the damage produced by 
dynamics/flashback can be quite serious.  Angelo and Castaldini12 describe an example of how 
dynamics produced a flashback event that severely damaged a fuel injector during engine tuning 
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at cold ambient conditions.  This emphasizes the importance of monitoring dynamics even apart 
from changes in fuel composition. 
 
In summary, if one assumes that the fuel control system can respond to a change in fuel 
composition such that the fuel-air equivalence ratio does not change significantly, the laminar 
flame speed is not expected to change significantly due to modest changes in the fuel 
composition.  Other factors such as turbulence, contaminants, and aerodynamic design of the 
premixer could impact the flashback margins for some premixers.  The interactions between 
these factors and variations in fuel properties are an area that could be developed in more 
fundamental studies.  Thus, it appears that the greatest flashback risk associated with fuel 
composition arises from dynamics problems, and not the modest changes in flame speed or flame 
geometry. 
 
5.3.2 Fuel Effects on Auto-ignition 
 
Auto-ignition occurs when fuel is injected into an airstream having a temperature high enough to 
start combustion without any other flame present.  This is technically different from flashback, 
where the flame in the combustor moves into the premixer, but the practical consequences can be 
just as bad.  Auto-ignition requires time for combustion reactions to cascade and produce a 
flame, and this is known as the ignition delay time.  As a result, fuel-air premixers are designed 
such that mixing occurs at a time scale that is shorter than the ignition delay time.  Thus, it is 
necessary to understand how fuel composition affects the auto-ignition time.  Unfortunately, 
there is not enough fundamental data on ignition delay times at conditions of interest to gas 
turbines.  It is widely understood that ignition delay is shorter at higher temperatures, at higher 
pressures, and for higher hydrocarbons.  For pure fuels, Cowell and Lefebvre13 report measured 
auto-ignition times for methane and propane at typical industrial gas turbine conditions.  Their 
results show that the ignition delay differs by almost an order of magnitude for these two (pure) 
fuels, but mixtures of the fuels were not studied.  Spadaccini and Colket14 report the ignition 
delay time for hydrocarbon mixtures, and compare the ignition delay for several types of natural 
gas, showing a factor of seven difference among different natural gas compositions.  The 
correlation of data was applicable only to temperatures and pressures which are higher than in 
most stationary engine premixers.  Data for natural gas reciprocating engines presented by Naber 
et al.15 report measured ignition delay times from 7-12 milliseconds at temperatures and pressure 
which are higher than exist in current gas turbines.  These delay times should be considerable 
longer at lower temperatures and pressures that exist in turbine premixers, but data at specific 
turbine conditions are admittedly lacking.  Gas turbine premixer (bulk flow) residence times are 
often in the range of 2-4 milliseconds, suggesting some margin, but it should be understood that 
secondary flows in a premixer may produce longer residence times. 
 
Concerns about auto-ignition are greater where fuel must be mixed with high temperature air.  
The highest premixer temperatures are produced in engines having recuperation, or high pressure 
ratios.  Recuperated engines are not in wide use, with a few notable exceptions such as the Solar 
Turbines Mercury 50, and micro-turbine generators.  In this regard, it is interesting to note that 
Hack and McDonell16 tested high concentrations of ethane and propane in a recuperated micro-
turbine generator, without noting any operation problems from auto-ignition.  Based on 
discussions with engine manufacturers, it was learned that some industrial engines are currently 
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sold to operate on unprocessed, or so-called “associated” gas (produced along with oil recovery), 
which contains appreciable propane, butane and higher hydrocarbons.  Some industrial engine 
premixers have been tested using vaporized diesel fuel.17  The large hydrocarbons in diesel are 
more prone to auto-ignition than natural gas constituents, but testing showed that auto-ignition 
was not a problem.  While these observations suggest that auto-ignition should not be a concern 
for natural gas fuel variability, experience with industrial engines cannot be translated with 
absolute confidence to other classes of engines, as explained next. 
 
For non-recuperative engines, the compressor discharge temperature of gas turbines is a function 
of the engine pressure ratio.  Figure 5-4 shows the calculated temperature of air compressed 
isentropically to pressure ratios that are typical of industrial, frame, and aeroderivative gas 
turbines.  The indicated range of pressure ratio for these different machine types is only 
approximate, and the calculated temperatures are presented in kelvins (red line) and degrees 
Fahrenheit (blue line). 
 

0

200

400

600

800

1000

1200

0 10 20 30 40 50

Pressure (atm)

C
om

pr
es

so
r D

is
ch

ar
ge

 T
em

pe
ra

tu
re

 (F
 o

r K
)

F

K

Industrial engines

Frame Engines

Aeroderivatives

 
Figure 5-4:  Calculated Compressor Discharge Temperature versus Engine Pressure Ratio 

(Isentropic Compression, Constant Ratio of Specific Heat = 1.4). 
The approximate range of pressure ratio for different engine types is indicated. 

 
Figure 5-4 is included here to emphasize that future studies on auto-ignition would ideally cover 
the range of temperature and pressure conditions relevant to all three engine classes.  Very recent 
studies by Kalittan et al.18 cover parts of this range, but for mixtures of hydrogen/CO/methane 
fuels.  Similar studies would be useful for expected natural gas blends.  A study on natural gas 
fuels, sponsored by DOE, has been initiated to cover these conditions and fuels, but experimental 
difficulties prevented collection of a wide range of data on these gas compositions.19 
 



5-10 

Several points can be added to the preceding discussion.  First, it is true that the autoignition, if it 
occurs, could be very damaging – even if limited to just a few specific installations.  Some 
reviewers of this report suggest that particular operating conditions may provide conditions that 
lead to autoignition events, but NETL did not find public data available to define these 
conditions.  Other reviewers noted (correctly) that there are engines operating today with 
premixed combustors, and using variable composition fuels including gasified LNG, without 
known problems.  As noted above, definitive data sets do not cover the range of conditions 
needed for all engines. 
 
A second point of clarification is that the presence of hydrocarbon droplets or contaminants may 
trigger either flame anchoring or autoignition.  These are real possibilities, but they are not 
particularly related to interchangeability.  Heavy hydrocarbons and impurities (even solids) from 
inadequate gas processing may indeed cause problems, but these issues exist for current gas 
supplies. 
 
5.3.3 Fuel Effects on Emissions 
 
Lee20 studied the effect of different hydrocarbons on NOx and CO emissions in a flame that is 
partially representative of low-emission gas turbine practice.  Fuels were premixed upstream of a 
jet-stirred reactor to a practical level of premixing.  Combustion in the jet-stirred reactor (JSR) 
represented the conditions of strong back-mixing that is typical of swirl-stabilized gas turbine 
flames.  In this JSR experiment, no plug-flow reactor region was included downstream of the 
JSR, so the CO oxidation that typically occurs along the flow axis of a real combustor was 
intentionally neglected for this study.  In contrast, non-thermal NOx, which is known to be 
formed in the flame zone, was represented.  The tests data are collected at atmospheric pressure, 
but at firing temperatures that represent modern gas turbines (1790 K = 2762 °F).  Atmospheric 
pressure emissions data are not as reliable as full, high-pressure data sets.  The discrepancy is 
often the result of un-characterized heat losses (which can be considerable in low-pressure rigs) 
but this is accounted for in Lee20 by controlling the temperature of the JSR.  Apart from heat 
losses, the non-thermal component of NOx is thought to be pressure independent,21  suggesting 
that trends with fuel type in  this atmospheric pressure data are representative.  Figure 5-5 shows 
data from Lee20 for a 2.3ms JSR residence time, using the first three alkanes as pure fuels 
(e.g., not mixtures).  Results are shown for two different premixing strategies (mixer 1&2), 
demonstrating that the degree of premixing was not ideal, but the practical effect was small.  
Note that for both premixers, the NOx emissions increase modestly with the fuel carbon number. 
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Figure 5-5:  Comparison of NOx Emissions from Jet-Stirred Reactor for Three Fuels 

(2.3 ms Residence Time, 1790 K Temperature, 1 atm).20 
(Used With Permission) 

 
Given the relatively small change going from pure methane to propane (~+20%), the NOx 
changes from varying small levels of higher hydrocarbons in natural gas would be expected to be 
modest when based on this data alone.  This is confirmed by kinetic modeling.  Klassen22 uses 
chemical reactor modeling (CRM) to predict the effect of natural gas composition on NOx 
emissions, based on kinetic schemes that have been “tuned” to a limited set of engine data.  No 
actual experimental validation of the fuel effects is presented.  Nevertheless, the model 
predictions show that NOx levels do not change for natural gas compositions 1 and 2.  
Calculations only show an impact on NOx emissions at ethane and propane levels that are much 
larger than exist in expected natural gas supplies (compositions 3, 4, & 5). 
 
Figure 5-6 shows a replot of some of the predicted data in Klassen.  The original calculation data 
were presented normalized against an unspecified NOx baseline.  Because the calculations were 
prepared for a commercial client, specific NOx levels, and combustion temperatures were 
normalized to avoid divulging proprietary data.  In Figure 5-6, a baseline value of 5ppmv NOx 
was assumed just to give the data a range that is comparable to Figure 5-5.  The data represent 
NOx levels at a fixed combustion temperature, but with five different fuel types.  Comparing the 
data, the calculations suggest a much stronger dependence of NOx on fuel type than the 
experimental data in Figure 5-5.  In these model calculations, propane has a much stronger effect 
on NOx than ethane – note that the highest NOx originates with the higher propane content.  It is 
emphasized that the calculations only show an impact on NOx for compositions that are beyond 
current expectations for natural gas.  It is also emphasized that these are calculations from 
available kinetic models; they should be subject to experimental validation. 
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Figure 5-6:  Replot of Data Presented by Klassen.22  Five gas compositions are considered, 
and an assumed baseline of 5 ppmv NOx is used to scale the normalized data sets; see the 

text – the actual NOx levels are not reported. 
(Used With Permission) 

 
Flores et al.23 experimentally investigated the emissions from a premix, swirl stabilized 
combustor, using fuel blends of natural gas with as much as 15% ethane and 20% propane.  The 
data were limited to 1 atm pressure, but used realistic air preheat temperatures.  Depending on 
the approach to premixing the fuel and air, the NOx response to fuel composition was negligible 
in some instances.  With other fuel premixing distributions, NOx levels covered the range from 
2.5 to 4 ppmv for the extreme change from 100% methane to 80/20 methane/propane fuel. 
 
Hack and McDonnel16 conducted tests of a recuperated 60kW micro-turbine, using fuel blends 
with 78 – 100% methane, 0 – -17% ethane and 0 – 22% propane.  While LNG will not have 
propane levels anywhere near this high, the data range should clearly demonstrate the effect of 
higher hydrocarbons.  These studies were conducted at fixed engine operating conditions (100% 
load) and the firing temperature was therefore constant.  Thus, the only variable was the fuel 
composition.  Over the range of fuel blends studied, the NOx ranged from 4 – 7 ppmv (15% O2).  
There was no statistically significant variation in CO emissions versus fuel type.  The NOx 
emissions could be correlated with the fuel composition using the following equation: 
 

NOx [15%O2] = 0.0351*C1+0.147*C2+0.225*C3 (5-4) 
 
In this equation, C1, C2 and C3 are the percentage of methane, ethane and propane, respectively.  
For comparative purposes, this expression can be used to predict the micro-turbine performance 
on the same fuels that were considered in Table 5-1.  Table 5-2 reports the NOx performance 
using Equation 5-4, ignoring the small concentrations of butane which was not studied by Hack 
and McDonell.  The ΔNOx (%) is again reported relative to the baseline on methane alone: 
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Table 5-2:  Predicted NOx (ppmv @15% O2) and ΔNOx (%) Relative to Methane for the 
Correlation of Microturbine Data from Equation 5-4.  The correlation was not tested for 

pure propane fuel (Column K) and does not account for butane. 
Fuel: A B C D E F G H I J K

CH4 (%) 100 96.2 87.1 86 90 85 87.1 92.2 88.8 86.0 0
C2H6 0 3.4 10.7 9 5 15 10.7 6.5 7.4 8.7 0
C3H8 0 0.3 1.3 5 5 0 2.1 0.9 2.6 3.5 100
C4H10 0 0.08 0.3 0 0 0 0.0 0.4 1.2 1.8 0
CO2 0 0 0 0 0 0 0 0 0 0 0
N2 0 0.01 0.5 0 0 0 0 0 0.03 0.02 0

Wobbe# 1360 1377 1409 1435 1419 1420 1420 1398 1424 1443 2023
Predicted 

NOx 3.5 4.0 4.9 5.5 5.0 5.2 5.1 4.4 4.8 5.1 n/a

Delta 
NOx(%) 0% 12.6% 40.7% 55.7% 43.0% 47.9% 45.7% 25.1% 36.4% 44.6% n/a

 
 
These data show that there is a noticeable percentage increase in NOx particularly when propane 
is present.  Expressed as parts per million, the absolute increase is not as large, but is significant 
when expressed as a percent of the (small) baseline.  Considering the coefficients in Equation 5-
4, propane as a percentage produces more NOx than does ethane in this gas turbine.  If 
correlations like Equation 5-4 were demonstrated to be applicable to different gas turbines, it 
would provide a method to estimate the effect of fuel composition on NOx.  Data from laboratory 
tests (see Section 5.11.3) indicate that this correlation overpredicted the effect of propane on 
NOx for the premixer/combustor studied at NETL. 
 
The reasons for the NOx increase with fuel composition can be attributed to two possible 
mechanisms.  First, the change in Wobbe Index among fuels may change the premixer 
performance.  In essence, the smaller volume flow of higher heating value fuel degrades the jet 
penetration used to premix.  This issue is considered in detail in Section 5.8, and will show that 
premixer performance is not dramatically changed for the fuels presented in Table 5-2.  Hack 
and McDonell16 also discuss this possibility, and likewise conclude that premixer performance 
was not significantly degraded using the higher hydrocarbon fuels.  For this reason, it is expected 
that the change in observed NOx output is due to the chemistry of the fuel itself.  This is 
supported in principle by the fundamental studies of Lee20 described earlier (see Figure 5-5), but 
the magnitude of the change observed on the micro-turbine engine tests is larger than might be 
anticipated from fundamental jet-stirred reactor studies. 
 
The effect of fuel quality on larger gas turbines was recently studied in a report to the California 
Energy Commission.24  Four turbine installations along a Pacific Gas and Electric natural gas 
pipeline were monitored during an excursion in heat content.  The turbines included early DLN 
equipped machines, but all four engines were equipped with exhaust after-treatment (ammonia 
based SCR, or SCONOx on one machine).  The heating value excursion was from 1025 to 1075 
BTU/ft3, approximately a 5% rise over a three day period.  In those cases where NOx was 
measured before after-treatment, the general trend was an increase in NOx.  However, the scatter 
in the data makes it hard to draw definite conclusions.  For example, at the highest heating value, 
the spread in the measured data at the Redding power plant ranges from 25 to 28 ppm, but the 
change attributed to the natural gas heat content ranges from 26 to 27 ppm (see reference 24).  In 
spite of the data spread, the report shows that the best linear fit of the data demonstrates NOx 
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rises with fuel heating value.  Ammonia injection for the SCR was also tracked during the 
excursion and suffered from considerable data spread as well.  Accepting this data spread, the 
linear fit of the data in two cases showed an increase in ammonia use during periods of higher 
heating value, but this was not consistent for all the turbines.  A key point to note is that in all 
instances, the post SCR/SCONOx emissions of NOx were not influenced by the heating value 
excursion, and no operational problems were noted on these machines. 
 
There are only a few other publicly available papers that report turbine emissions as a function of 
fuel variability.25,26  In these references, emissions and stability were recorded during normal 
day-to-day ambient fluctuations, as well as relatively small variations in pipeline natural gas 
composition.  These studies did not include a wide variation in natural gas composition, but 
considered the range of gas composition that has been typical of domestic gas.  For example, 
propane varied between 0.2 and 0.5% (volume basis) of the natural gas, with similar small 
variations in CO2 (1.5 – 2.7%), nitrogen (0.17 – 0.22%) and methane content (94.5 – 96.5%).26  
The authors concluded that these small variations in gas composition could not be correlated 
with observed machine performance in terms of emissions, or combustion stability.  However, 
the authors caution that larger changes in gas composition could lead to different performance. 
 
During the preparation of this report, discussion with various gas turbine owners, developers, and 
operators was initiated concerning so-called “brown-plume”, which is attributed to high levels of 
NO2 in turbine exhaust.  No definitive case studies were identified that could be reported 
(e.g., no voluntary reports of visible plume occurrences).  Nevertheless, anecdotal descriptions of 
visible plumes have consistently been connected with part-load or start-up operation.  This is 
technically plausible.  During part load, premixed combustors will necessarily change the fuel 
distribution, leading to some regions of air that deliberately pass through the combustor without 
premixing.  The edge of these unmixed regions could quench hydrocarbon oxidation, leaving 
trace levels of hydrocarbon in the combustor exit.  These hydrocarbons are present in the turbine 
exhaust along with the NO produced in the combustion process.  The NO itself is not a visible 
emission, and must be oxidized to NO2 to contribute to the brown plume.  It has been shown27 
that this oxidation is dramatically accelerated by hydrocarbons in the temperature range 800 – 
1000 K, and this has been proposed as the mechanism for fuel composition changes leading to 
brown plume.  Chemical kinetic studies show that the conversion to NO2 is very dependant on 
the type of hydrocarbon, with higher alkanes being most efficient.28,29,30  Because LNG is 
expected to have higher levels of ethane and propane than domestic gas, it has been suggested 
that these un-oxidized fuels may catalyze the formation of NO2 in the turbine exhaust, producing 
more visible NO2 than from domestic natural gas.  While this is technically plausible, it has not 
been experimentally verified, and a detailed analysis would need to be performed on a specific 
engine, confirming the presence of hydrocarbons in the temperature range needed to form NO2 
from NO.  Such a study was beyond the scope of the current investigation, and would only be 
relevant at part load where NO2 is already known to be a problem. 
 
In summary, based on the available data, it seems that NOx production in premixed combustors 
will rise with higher hydrocarbon fuels, but the extent and cause of the increase has not been 
completely documented.  This issue is addressed by analysis and tests reported in Section 5.11.3. 
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5.4 Fuel Effects on Lean Blowout 
 
The blowout limit is usually characterized by the fuel equivalence ratio.  The equivalence ratio φ 
is the fuel/air mass ratio (f/a), normalized by the stoichiometric value of (f/a): 
 

staf
af
)/(
)/(

=φ  (5-5) 

 
The lean-blowout (LBO) limit of most premixed combustors operating on gas turbines occurs 
near φ ∼ 0.5 for natural gas.  The precise blowout equivalence ratio depends on the geometry of 
the combustor, the flow rate, and the chemistry of the fuel.  Although no detailed theory has been 
developed to describe all aspects of lean blowout it is generally true that blowout data can be 
correlated with a characteristic combustor time scale, and a chemical time scale which is related 
to the flame speed of the fuel.  Again, because the flame speed does not vary dramatically with 
compositions that are typical for most domestic as well as imported LNG supplies, it might be 
anticipated that the lean blowout margin will not change dramatically.  However, this point needs 
to be quantified for LNG.  Recent studies have done the same for mixtures of natural gas and 
hydrogen.31,32,33  A quantitative knowledge of how the blowout equivalence ratio changes with 
fuel type will help engine operators recognize how to refine fuel staging schedule to avoid 
blowout during load changes.  The engine control system is set so that fuel transition among 
stages can avoid getting any stage lean enough to trigger blowout.  Some engines have control 
systems developed to immediately re-pilot burners that are near the blow-out limit.34  Not all 
engines have these features, some recent techniques have been proposed using pressure, or 
ionization sensors to detect the onset of lean blowout.35,36 
 
Data from NETL lab tests (see Section 5.10.3) demonstrates that modest changes in fuel 
composition did not significantly change the lean blowout condition.  However, somewhat 
surprising, a direct change from natural gas to propane did noticeably increase the equivalence 
ratio where LBO occurs.  This result is contrary to traditional blowout correlations based on time 
scales derived from laminar flame speeds, which are not dramatically different for hydrocarbons 
(see Figure 5-2).  Recently, improved correlations, based on stirred reactor models, have shown 
better success in describing lean blowout for hydrogen fuels.33  More discussion will be provided 
in the discussion of the lab data (Section 5.10.3).  This technical issue needs further investigation 
to insure that no future problems are encountered with more extreme changes in fuel 
composition. 
 
5.5 Fuel Effects on Dynamics 
 
It is known that relatively small changes in turbine engine ambient conditions1 and fuel 
composition37 can affect the combustion dynamics of operating engines.  Combustion dynamics 
are a form of oscillating combustion that produces pressure oscillations at hundreds of cycles per 
second.  If left uncontrolled, these oscillations can be very damaging, cracking metal combustion 
liners, triggering flashback, and producing thermal failure from enhanced heat transfer.  
Currently, it is not known how to confidently predict the effect of fuel composition, or the effect 
of ambient conditions on dynamics.  In actual operation, engines are re-adjusted to meet the 
combined requirements of power setting, emissions levels, and stable combustion.  This process 
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of re-tuning is done empirically, based on experience with a given engine.  Theories of 
combustion dynamics have provided a qualitative picture of the processes involved in oscillating 
combustion, but can seldom provide quantitative predication of the occurrence of damaging 
dynamics. 
 
A brief description of combustion dynamics is provided for background.  This text was borrowed 
from a recent book chapter38 authored by some of the NETL researchers, and has been adopted 
for the present discussion; more details can be found in reference 38. 
 
Combustion dynamics are the result of an interaction between acoustic pressure (p’) and heat-
release perturbations (q’).  This interaction can be described as a closed-loop feedback, shown 
schematically in Figure 5-7.  Acoustic pressure p’ interacts with the flame and can produce a 
variation in the heat-release rate q’.  The heat-release perturbation can generate acoustic waves 
as described by Chu.39  In a physically closed volume, such as a combustor, the boundary 
conditions will establish standing waves which can produce a periodic disturbance in the heat-
release rate, q’.  The system will be unstable, if the timing (phase) and the amplitude (gain) of 
these variations in pressure and heat-release rate produce constructive feedback.  This feedback 
process is analogous to conventional feedback control systems, where the processes shown in 
Figure 5-7 would correspond to control system components.  The G and H nomenclature, as well 
as the summation circle shown on the left side of Figure 5-7, follow directly from the control 
system literature and it is typical to refer to dynamics as a feedback process.  Many factors 
control the combustion response G, and may include periodic fluid mechanic perturbations 
(vortex shedding), periodic variation in fuel flow, or mixing, and changes in the flame itself. 
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Figure 5-7:  Schematic of the Feedback Loop Responsible for Combustion Dynamics. 

The pressure perturbation p’ and heat release perturbation q’ are 
analogous to signals in a tradition feedback Control model. 

 
To understand how the fuel can affect the dynamics, it is helpful to follow the fuel into the 
combustor and enumerate the things that may change with the fuel composition.  Figure 5-8 
shows the main points to consider; these are some of details which comprise box G in Figure 5-7.  
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Fuel enters the injector stem, and enters a fuel manifold which divides the fuel into numerous 
individual jets and injects the fuel into the air stream.  Premixing with the air is accomplished as 
the fuel jets penetrate the air stream, and the subsequent fuel-air mixture enters the combustion 
region. 
 
The fuel/air mixing process is characterized by the pressure drop at the point of fuel injection.  
The pressure drop determines the momentum of the fuel jet, and this in turn controls the steady 
jet trajectory that mixes the fuel with the air stream.  If the Wobbe Index increases, the pressure 
drop will go down because it takes less volume flow of fuel to provide the same heat input.  As 
shown schematically in Figure 5-8, this means that high or low Wobbe fuels will have different 
jet trajectories.  The premixing will change slightly, and this may lead to a difference in the 
output NOx. 
 
In addition to the steady jet trajectory, the fuel jet will respond to pressure perturbations 
associated with combustion dynamics.  The response includes fluctuations in the fuel flow rate, 
and the trajectory of the fuel jet.  The magnitude and timing of these fluctuations is part of the 
feedback process that contributes to oscillations.  The fluctuation response is characterized by the 
acoustic impedance of the fuel system.  If the impedance is high, the fuel fluctuations are small, 
and conversely a low impedance fuel jet has a large response.  Model data will be presented in 
Section 5.9 to show how changing fuel composition affects the impedance. 
 
Also in Figure 5-8, the flame itself plays a role in the dynamic response.  The shape and position 
of the flame are critically important in determining if the combustion will remain stable, or 
oscillate.  If fuel composition affects the shape, it is not possible to directly calculate the effect 
on dynamic stability, but it should be recognized as playing a role.  Experimental data presented 
in Section 5.10.2 will show how fuel composition affects the mean position of the flame. 
 
Even if the flame position and shape are constant, it is also possible that the dynamic response of 
the flame itself may change with fuel composition.  For example, Figure 5-3 has already shown 
that the turbulent burning rate is different with different fuel types at constant laminar flame 
speed.  Thus, the transport properties of individual fuels play a role in the dynamic behavior of 
flames, yet how this couples with oscillating combustion is an open question.  In this study, 
laboratory Bunsen flames have been used to explore this question, and do indeed show some 
differences in the dynamic flame response for large changes in fuel composition.  Tests in larger, 
more practical combustors are also reported, and may show a similar effect, but it is difficult to 
isolate the various features of the total response in practical combustors. 
 
As pointed out by a reviewer of this document, experiments and analysis presented in this report 
do not cover the class of dynamics problems typically referred to as “screech”.  Dynamics with 
frequencies in the kilohertz frequency range are typically described as screech, and it is not clear 
whether these type of oscillations will be more sensitive to fuel type than the lower frequency 
oscillations studied here.  More work is needed to understand both the science behind screech 
problems, and their relative occurrences on fielded engines.   
 
Dynamics problems are often addressed in commercial applications by changing the “split” of 
fuel to various injectors,12,40 or with other types of active control methods41,42,43 applied or being 
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developed.  A recent paper describes how one engine manufacturers is developing a control 
system that can adjust fuel splits to accommodate wider ranges of fuel blends than in the past.44  
These recent developments show that manufacturers are developing methods to increase the fuel 
flexibility of premixed combustion systems. 
 
In summary, multiple individual factors which contribute to dynamics and are related to fuel 
composition have been described.  Tests and analysis described in the next section are used to 
address many of the issues noted above. 
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Figure 5-8:  Schematic of Combustion Dynamics Processes that may be affected by 

Fuel Composition.  Fuel enters via the premixer stem at the top and is injected 
into the air stream by jets which may be part of the swirl vanes as shown. 

 
5.6 Description of Analysis and Experiments Reported 
 
A combination of numerical models and experimental testing have been used at NETL to address 
the issues described above.  The rationale and relationship between these different tests is 
explained next. 
 
5.6.1 Lab-Scale Ring Stabilized Burner (< 15,000 BTUH) 
 
NETL uses this lab-scale burner to study features of how flames oscillate.  Tests in this device 
are very easy to conduct, and data on different fuel types can be obtained in just a few hours of 
testing.  The flame is a (nearly) laminar ring stabilized flame and is ideal for studying the 
response of the flame to changes in fuel type.  If significant changes in flame response versus 
fuel type are observed in this burner, it would be especially important to consider how to account 
for fuel type in more complicated flames.  For example, if a propane flame was shown to exhibit 
local extinction during oscillations, but a natural gas flame did not, the situation in large scale 
flames would need to account for such differences.  As will be seen, some differences for 
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extreme fuel composition changes were observed, but not for the typical composition changes 
associated with LNG versus traditional U.S. natural gas. 
 
5.6.2 Atmospheric Pressure Development Combustor (< 1x105 BTUH) 
 
This device is used to study the interaction between the flame and fuel injection.  The combustor 
uses a swirl-stabilized flame, with a fuel-air premixer that shares features with full-scale 
hardware.  Significant dynamic instrumentation is used to diagnose acoustic behavior.  Because 
the combustor operates at atmospheric pressure, it is relatively easy to modify the hardware, and 
gather visual images.  If significant changes in flame response versus fuel type were observed in 
this burner, the role of fuel injection on these changes could be clearly determined.  On this 
experiment it is possible to measure and quantify the change in fuel injection versus fuel Wobbe 
Index.  This is important because adjustment to the Wobbe Index can be achieved by simply 
heating the fuel, or adding nitrogen.  Data from this experiment shows that Wobbe Index alone 
will not describe the flame response versus fuel composition.  Furthermore, the actual change in 
flame response for modest Wobbe variation was relatively small. 
 
Although many features of combustion could be studied in the atmospheric pressure 
development combustor, the effect of operating pressure is an important consideration.  For 
example, atmospheric pressure combustion emissions are not representative of high-pressure 
turbine flames.  For this reason, emissions data were recorded only in the high-pressure 
combustor described next. 
 
5.6.3 High Pressure Dynamic Gas Turbine Combustor (< 5x106 BTUH) 
 
This combustor is used to study both research and commercial gas turbine fuel injectors.  The 
NETL facilities can supply preheated, pressurized air at conditions that are typical of gas turbine 
operation.  The high-pressure operation requires pressure vessels that limit instrumentation 
access, and complicate controlled addition of higher hydrocarbons.  To conduct this study, a 
considerable effort was required to install a system capable of adding propane to the natural gas 
supplied to the experiment.  As part of this research effort, a propane blending facility was 
developed to meet all relevant safety codes and is described in this report. 
 
Combustion testing at high pressure has been conducted using a fuel injector has been 
manufactured by Woodward Industrial Controls for a separate NETL Cooperative Research and 
Development Agreement (CRADA).  This fuel injector is an analogue of premix injectors used 
in commercial engines.  The experiment is also outfitted with dynamic pressure transducers and 
all relevant emissions monitors.  Tests in this combustor have focused on affirming that the 
change in flame response versus fuel type followed expectations from low-pressure testing, as 
well as recording emissions data at realistic high-pressure conditions. 
 
5.6.4 Simulations and Analysis  
 
Before discussing experimental results, it is useful to consider what aspects of the fuel 
interchangeability can be predicted from numeric or analytic models.  Some details of the flame 
behavior remain difficult to predict.  In a recent review article, Lipantnikov and Chomiak45 
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comment that it is not presently possible to confidently predict even the flame speed of two 
mixtures A and B subject to different turbulent length scales and intensities.  This is why 
experimental testing is needed to determine the response of the flame with different composition 
fuels.  However, some question can be assessed numerically, providing a greater definition to 
what can be isolated in experiments.  These are discussed below. 
 
Premixer Behavior – Low emission turbine operation relies upon fuel/air premixing prior to 
combustion.  Premixing is achieved using variations of jet mixing, often in a cross-flow 
configuration, upstream of the flame.  The simplest jet/cross-flow geometry can be predicted 
using the correlations in Hautman et al.46  As discussed below, this provides a simple way to 
demonstrate how the fuel Wobbe Index will affect premixing, but it does not directly predict the 
effect of emissions, or flame structure.  It is also important to note that these simple correlations 
have been developed based on specific fuels.  When using these correlations are used to predict 
behavior of different fuels, effects like preferential diffusion are neglected.  In some fuels this 
assumption should be validated.  Nevertheless, conventional analysis of the jet mixing problem 
suggests that experiments conducted at constant Wobbe, but with different fuel composition, will 
have the same mixture profile at the flame, removing one variable in the combustion response. 
 
Fuel Injection Dynamic Response – In addition to premixing, fuel injectors in low-emission gas 
turbines are usually designed for a particular dynamic response, and examples of how this is 
done are found in the literature.47  The dynamic response is defined by how acoustic pressure 
perturbations modulate the flow of fuel.  In some circumstances, this fuel modulation can trigger 
damaging combustion oscillations.  It is therefore necessary to consider how changes to fuel 
composition affect the fuel modulation.  While fuel modulation does not determine the whole 
combustion response, it is again important to determine what can be done experimentally to 
measure changes in the dynamic response as a function of fuel composition so that testing can be 
conducted to isolate this parameter. 
 
5.7 Results for Lab-Scale Ring Stabilized Burner 
 
The lab-scale burner is a ring-stabilized premixed burner that is inserted into a quartz-tube.  The 
quartz (Rijke) tube has an 8.0 cm diameter and an 80 cm length (see Figure 5-9).  This Rijke tube 
arrangement produces acoustic feedback that interacts with the heat-release rate in the flame to 
drive combustion instabilities.48  The combination of ease of operation, 360o optical access, and 
strong acoustic resonance makes the Rijke tube combustor an excellent experimental platform to 
study the fundamental properties of combustion dynamics.  This burner arrangement has been 
described in previous work.49,50,51  The burner nozzle is a stainless steel tube with an inside 
diameter of 2.18 cm and a wall thickness of 1.8 mm.  The premixing tube and ring stabilizer are 
positioned 20 cm (¼L) into the quartz main body in order to produce peak resonance.  The flame 
is anchored on a ring (2.0 cm OD x 1.8 cm ID) located at the top of the nozzle. 
 



5-21 

Microphones

Quartz Main 
Body

Flow 
Restriction
Premixed
Fuel / Air

Ring
Stabilizer

 
Figure 5-9:  Schematic of Lab-Scale Ring Stabilized Burner. 

 
This study included fuel blends of methane, ethane and propane which were prepared using mass 
flow controllers, and are summarized in Table 5-3.  Included in the table is the Wobbe Index 
which is a parameter commonly used by the gas industry to assess fuel interchangeability. 
 

Table 5-3:  Fuel Blends Tested In Rijke Tube Burner. 

 Fuel A 
Base Case 

Fuel F 
Case 1 

Fuel C 
Case 2 

Fuel E 
Case 3 

Fuel K 
Case 4 

Methane (%) 100 85 87.14 90 0 

Ethane (%) 0 15 10.74 5 0 

Propane (%) 0 0 2.12 5 100 

Higher Heating Value (MJ/m3) 
(BTU/scf) 

39.76 
1067 

44.53 
1195 

44.53 
1195 

44.53 
1195 

94.0 
2523 

Wobbe Index (MJ/m3) 
(BTU/scf) 

50.4 
1353 

52.7 
1414 

52.7 
1414 

52.7 
1414 

75.8 
2034 

 
As previously mentioned, combustion instabilities (dynamics) are a concern for gas turbine 
systems utilizing lean pre-mixed combustion.  Strong dynamics can produce pressure oscillations 
as much as 10% of the operating pressure.  RMS pressure levels within the burner provide a 
means of characterizing the magnitude of the dynamic, or unstable, response of the burner to 
changes in fuel composition.  The base case represents the observed response with 100% 
methane fuel.  The other cases represent fuel blends with various levels of methane, ethane and 
propane.  Although fuels given in Cases 1, 2, and 3 have different fuel compositions, the Wobbe 
Index for each of these cases was kept constant (Wobbe ≈ 52.7 MJ/m3) in order to independently 
vary the hydrocarbon content.  Figure 5-10 is a plot of the RMS pressure levels measured as a 
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function of equivalence ratio for each of the fuel combinations.  The plot suggests that for fuels 
containing higher concentrations of heavier hydrocarbons (above C1 methane) the dynamic 
response was slightly higher at richer operating conditions.  This is particularly evident for the 
100% propane case (Case 4) in which both the amplitude and operating range at which 
instabilities occur are both increased.  Note that all the fuel blends have smaller amplitudes on 
the rich side, where diffusion burning stabilizes the flame dynamics. 
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Figure 5-10:  RMS Pressure Levels Observed in Lab-scale Rijke Tube Burner 

as a Function of Fuel Equivalence Ratio. 
 
Gas turbine operators typically control fuel and air mixtures in order to produce a desired flame 
temperature or turbine inlet temperature.  Figure 5-11 plots the same measured dynamic response 
as shown in Figure 5-10 but shown as a function of the theoretical adiabatic flame temperature.  
This plot (Figure 5-11) would appear to suggest that the dynamic response of the burner was less 
affected by the actual fuel composition and more dependent upon the resultant flame 
temperature.  A particular finding shown here is that for the Base fuel and Cases 1 - 3 there is no 
difference in the measured RMS pressure over the operating range investigated although there 
was a difference in the Wobbe number.  These fuels had large methane and ethane content 
variations with 85 - 100% and 0 - 15% respectively, but a difference of propane percentage of 
only 5%.  As the propane percentage is increased to 100% there is a significant change in the 
overall dynamic response in terms of both amplitude and range of instability.  However, it should 
be noted that in the Rijke tube combustor, mechanisms known to influence combustion dynamics 
are limited to flame dynamics only, whereas other mechanism may become dominant in a full-
scale combustor.  In particular, equivalence ratio fluctuations are prevented from occurring in the 
Rijke tube combustion through the use of upstream pre-mixing and flow restrictions.  In full 
scale systems, acoustic perturbations may propagate upstream into the fuel nozzle and through 
variations in the gas density and speed of sound (characteristic impedance).  As a result of 
changes in the gas composition, the acoustic response of the fuel injector may change which 
could potentially alter the overall response of the combustor. 
 



5-23 

0

2

4

6

8

10

12

14

1900 1950 2000 2050 2100 2150 2200 2250 2300

Adiabatic Flame Temperature (K)

R
M

S 
N

oz
zl

e 
Ex

it 
Pr

es
su

re
 (k

Pa
)

Base
Case 1
Case 2
Case 3
Case 4

Fuel Rich

 
Figure 5-11:  RMS Pressure Levels Observed in Lab-scale Rijke Tube Burner 

as a Function of Flame Temperature. 
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Figure 5-12:  Flame Images for Fuel Blends Studied in the Lab-scale Burner. 
 
The flame structure (i.e., length, area and shape) can also have a significant effect on the 
dynamic response of the flame,52 and hence these effects could result in changes to the dynamic 
behavior of a premixed burner.  For these reasons, images of the flame have been collected at 
various operating conditions.  Examples of the instantaneous images for each blend of fuel are 
shown in Figure 5-12.  These instantaneous images capture the cusps that form along the surface 
and contribute to changes in the immediate heat release from the flame.  The images shown here 
were taken at various locations within the period of oscillation, and it is difficult to conclude 
whether differences in the flame shape exist when using the different fuel blends. 
 
Comparisons made over the entire cycle between the Base Case and Cases 1 – 3 revealed very 
little difference in the observed flame structure.  When the burner was operated under extreme 
changes in the fuel composition (100% propane, Case 4) there was a modest change in the flame 
structure with an observed reduction in the overall flame volume (measured volume enclosed by 
the flame surface and burner exit nozzle).  This is most likely the result of difference in the 
laminar flame speeds between methane (~ 40 m/sec) and propane (~ 45 m/sec).  Although these 
results tend to indicate that experimental fuel blends comparable to those commonly found in 
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domestic and imported natural gas supplies produced little if any change in the overall flame 
structure, more analysis is needed in order to fully understand how differences in fuel 
composition may influence the instantaneous heat release from unstable flames. 
 
In summary, tests in this lab scale burner indicate that the flame dynamic response is minimally 
affected by modest changes in fuel composition, even when comparing pure methane to a blend 
of 90/5/5 methane/ethane/propane.  However, pure propane produced a noticeable increase in the 
magnitude of dynamic oscillations, and shortened the flame length, presumably due to the 
increase in laminar flame speed.  These results suggest that large-scale tests may need to focus 
on physical features of the dynamic response, such as the fuel injector dynamic response, 
considered next. 
 
5.8 Premixer Performance 
 
The resultant pollutant and dynamic response from lean-premixed gas turbine systems relies 
heavily on adequate mixing of the fuel and air prior to reaching the reacting zones within the 
combustor.  Turbine manufactures often choose some variation of a crossflow jet configuration 
to achieve the desired degree of mixing.  Figure 5-13 shows a simple example of a jet crossflow 
mixing system in which fuel is injected into a stream of air. 
 

 
Figure 5-13:  Schematic of Simple Jet Crossflow Mixing Configuration. 

 
For this discussion it is useful to consider the fuel Wobbe Index, defined as: 
 

 HHVWobbe
SG

=
 (5-6) 

 
where HHV is the fuel higher heating value (on a gaseous standard volume basis, e.g., MJ/m3) 
and SG is the specific gravity.*  As described by Baukal,53  different fuels with the same Wobbe 

                                                 
* The Wobbe index can also be defined based on the lower heating value, leading to confusion when comparing 
fuels.  The gas heating industry usually uses HHV, but the turbine industry often uses LHV. 
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Index will produce the same heat input for a given fuel orifice size and fuel pressure drop.  The 
Wobbe Index is widely used as an interchangeability parameter for self-aspirating fuel nozzles in 
atmospheric pressure burners because the line pressure is usually fixed, and the desired heat 
input is often constant.  In gas turbines, the heat input is controlled by the engine throttle, not the 
fuel pressure/orifice size, so the Wobbe Index does not play the same role as in atmospheric 
burners.  Instead, the Wobbe Index may affect the premixer performance as described next. 
 
Consider the simplified premixer geometry shown in Figure 5-13.  Fuel is injected vertically 
from the wall into the air stream flowing left to right.  The heat release originating from 
combustion of the fuel jet is the product of the jet mass flow and the heat release per unit mass of 
the fuel, (HHV/ρf,std).  The jet flow is calculated from the standard orifice flow equation, leading 
to an expression for the heat release produced from the fuel jet: 
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 (5-7) 

 
where K = the orifice coefficient.  Aj = jet area, ΔPj = pressure drop associated with the fuel jet, 
and ρj is the density of the fuel jet upstream of the orifice.  The subscript ‘std’ represents 
standard conditions, and subscript ‘f’ corresponds to the fuel.  Noting that both densities in this 
expression can be written as the product of specific gravity and a corresponding density of air at 
the same P and T, this equation can be re-written as: 
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Note the appearance of the Wobbe Index inside the brackets.  If this expression is written for two 
fuels A and B, assuming ideal gas density, the ratio of the heat release between fuels is: 
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This equation demonstrates the utility of the Wobbe Index.  If the fuel line pressure and pressure 
drop are the same for two different fuels, the heat release will be equal if both fuels have the 
same Wobbe Index.  This is why the Wobbe Index is useful as an interchangeability parameter in 
naturally aspirated burners, where the line pressure is usually fixed.  For gas turbines, the Wobbe 
is related to the premixer jet mixing. 
 
Returning to Figure 5-13, the coordinate Y denotes the vertical height of the peak fuel 
concentration, and Z is the horizontal distance downstream.  From the jet mixing correlations 
reported by Hautman et al.,54 then: 
 

( ) ( ) 33.022 //56.0 jaajj
j

dZuu
d
Y

⋅⋅= ρρ  (5-10) 
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The subscripts a and j refer to the air and fuel jet.  Note that the first term in the square root is the 
ratio of the fuel jet momentum, to air jet momentum.  Because the air jet momentum is 
unchanged for two fuels A and B, the center of the jet trajectory at any Z position is: 
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The fuel jet momentum is twice the kinetic energy of the fuel jet, which in turn is a function of 
the pressure drop across the orifice that creates the fuel jet.  From the orifice equation, 
 

jDj PCu Δ⋅⋅= 22ρ  (5-12) 
 
If two fuels A and B are to produce the same heat release in an engine, from Equation 5-9, 
QA = QB, and assuming that the change in fuel pressure drop ΔP is much larger than the change 
in pressure (i.e., PA/PB ~ 1), combining Equations 5-9 thru 5-12, 
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Equation 5-13 shows that the penetration distance is inversely related to the Wobbe number, 
suggesting that jet flows for higher Wobbe number fuels will not penetrate as far as lower 
Wobbe fuels.  The actual effect on resultant NOx emissions will depend not only on the jet 
penetration, which aids in mixing, but also turbulence intensity. 
 
To better understand these effects, the geometry shown in Figure 5-13 was utilized to develop a 
simple two-dimensional CFD model of a jet crossflow mixing system and evaluate the effects of 
varying fuel composition on downstream mixing.  Two fuel compositions were investigated:  
100% methane and a blend similar to that used for Case 3 discussed previously (see Table 5-3).  
The Case 3 fuel has a Wobbe number of 1414 compared to the 100% methane fuel with a Wobbe 
number of 1360.  For this analysis, the air flow rates are held constant while the fuel flow rates 
are varied in order to maintain a constant adiabatic flame temperature at the flame location which 
is maintained at x = 0.03. 
 
Figure 5-14 (a) & (b), are the results of the analysis and show the fuel mass fraction distribution 
downstream of the injection point at x = 0.0025.  Although these fuels had Wobbe numbers that 
differed by almost 100 points, there is not a significant difference in the fuel mass fraction at the 
prescribed flame location, and thus there appears to be little effect on NOx emissions due to 
mixing of these two different fuel compositions. 
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Figure 5-14:  Fuel Mass Fraction Contours for 100% Methane Fuel and Typical LNG 

Composition Fuel for Jet Crossflow Mixing. 
 
In a realistic combustor, mixing occurs not only as a result of a jet crossflow but typically some 
additional mechanism such as swirling flow which increases the turbulence intensity.  This 
increase in flow turbulence allows the fuel and air to have a shorter mixing time.  Swirl also 
helps to stabilize the flame at the combustor dump plane.  As shown previously in the two-
dimensional models, varying the Wobbe number had only a small impact on the level of 
“mixedness” within the desired reaction zone.  It is expected that the addition of swirl (or 
increased turbulence) would further reduce the effects of varying fuel composition on fuel-air 
mixedness, and ultimately engine-out emissions. 
 
To evaluate the effects of fuel composition on fuel mixedness in more realistic combustor 
geometry, a full three-dimensional CFD mixing study has been performed.  The geometry 
considered for this analysis is shown in Figure 5-15 (a) & (b).  Air is injected through a 30o swirl 
vane just upstream of a series of fuel spokes which injects the fuel tangential to the primary axis 
of the premixer.  Fuel mixes with the air as the flow continues through the premixer until it 
reaches the dump plane where the flame is stabilized. 
 
In order to examine extreme differences in fuel composition, 100% methane and 100% propane 
were chosen as the fuels for comparison with Wobbe numbers of 53.3 (1360) and 76.0 (2023), 
respectively.  This constitutes a much larger difference than expected between various natural 
gas supplies.  Thus it is anticipated that typical fuel blends will produce mixing profiles within 
the boundaries identified in this analysis.  
 
The mass flow of air was held constant as in the 2-D analysis, while the fuel mass flow was 
varied in order to obtain a consistent adiabatic flame temperature in the combustor.  The effects 
of reacting gases in the combustor were neglected for this cold flow analysis, since the primary 
consideration was pre-combustion mixing in the premixer and at the dump plane. 
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Figure 5-15:  Full 3-D gas Turbine Premixer and Combustor Geometry Including Swirl 

Vanes and Downstream Fuel Spokes. 
 
Results from the analysis are shown in Figure 5-16 (a) & (b) as the respective distributed fuel 
mass fraction.  Figure 5-16 (a) & (b) shows the radial distribution of fuel immediately 
downstream of the fuel spokes for 100% methane and 100% propane, respectively.  As 
previously predicted with Equation 5-13, the lower Wobbe number (i.e., methane) case (Figure 
5-16a) produces deeper penetrating flow thus rapidly mixing with the incipient swirling air 
stream.  The radial distribution of the 100% propane case shown in Figure 5-16b displays a 
narrower distribution of the fuel thus a higher mass fraction persists further downstream than the 
previous methane case. 
 

 
Figure 5-16:  Radial Distribution of Fuel Mass Fraction Just Downstream of Fuel Spokes. 

a) 100% Methane, b) 100% Propane. 
 
The axial fuel distributions are shown for a mass fraction range of 0.035 – 0.15 for both 100% 
methane and 100% propane in Figure 5-17 (a) & (b), respectively.  The actual shape of the 
contour of constant mixture ratio is different between the two cases, because less propane is 
mixed than methane.  However, upon reaching the dump plane, the mixture is fairly uniform in 
both cases.  Once the flow reaches the combustor the overall mass fraction through the volume 
equalizes near 0.03.  It should be noted that high reaction temperatures would alter the flow 
distribution at the combustion dump plane due to regions of re-circulating gas that back-mixes 
with the cold reactant flow. 
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Figure 5-17:  Axial Distribution of Fuel Mass Fraction Just Downstream of Fuel Spokes. 

a) 100% Methane, b) 100% Propane. 
 
Results from both the 2-D and 3-D computational analysis, along with the analytical solution 
given in Equation 5-13, suggest that little effect on mixing is expected for fuel compositions 
typical of domestic natural gas and imported LNG.  Even for the extreme fuel compositions 
utilized for the 3-D analysis, which provides a mixedness boundary for the expected fuel 
composition, only a slight variation in the level of fuel mixedness was observed.  This would 
suggest that fuel variability effects on fluid dynamic mixing would not have a significant effect 
on NOx.  However, this does not address the more significant chemical mechanisms contributing 
to NOx production that may change as a result of fuel variability.  Experimental results at turbine 
like conditions investigating fuel variability on NOx emissions are presented in Section 5.11. 
 
5.9 Analysis of Fuel Injector Dynamic Response 
 
Before considering experimental results from larger combustors (Sections 5.10 and 5.11) it is 
valuable to analyze what features of practical fuel injectors may participate in the combustor 
dynamics, and how these will change with fuel composition.  As shown in this section, certain 
features of the response versus fuel type can be predicted analytically, meaning these can be 
controlled or measured in subsequent experiments. 
 
Thermoacoustic instabilities (combustion dynamics) are the result of variations in the heat 
release from the flame (q’) coupling with pressure perturbations (p’) that form as a result of the 
acoustic characteristics of the combustion chamber, fuel and air injectors and premixing regions 
within the turbine.  This closed-loop feedback system was shown previously in Figure 5-7 and is 
shown in slightly more detail in Figure 5-18, where G(s) is a transfer function representation of 
the combustion processes that interact with the acoustic processes, H(s), to form the feedback 
loop. 
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Figure 5-18:  Schematic of the Feedback Loop Representing Processes 

in Combustion Dynamics. 
 
The acoustic processes H(s) are defined by a combination of the system geometry, boundary 
conditions, and operating conditions, including fuel composition.  Changes in the acoustic 
properties of any of the components that form the closed-loop system could alter the coupling 
between pressure and heat release perturbations which could lead to a reduction, or possibly an 
increase in the amplitude of the combustion dynamics. 
 
The combustion response G(s) is divided into physical responses of the air supply, fuel supply, 
and the flame itself.  Section 5.7 considered the response of the flame in an idealized lab 
situation.  The fuel and air supply response is analyzed here.  The acoustic characteristics of a 
given system may be described by its acoustic impedance (Z), which is the ratio between the 
acoustic pressure (p) and acoustic velocity (ν) (i.e., Z = p/ν).  This parameter describes the 
complex combination of incident and reflected waves and is dependent upon the geometry and 
boundary conditions of the respective volume, as well as the gas or medium in which the wave is 
propagating.  Changes in the acoustic impedance within a given volume can act to drive or 
dissipate energy by either changing the amplitude of the reflected / traveling wave or by 
changing the phase angle (time lag) between the acoustic pressure and acoustic velocity. 
 
Prior research38,39,40 demonstrated that by changing the acoustic impedance of the fuel system 
through altering the length of a resonator attached to the fuel plenum it was possible to 
considerably reduce the amplitude of the RMS pressure measured in the combustor over a range 
of operating conditions (equivalence ratios and bulk flow velocities).  It was determined that this 
control was achieved primarily by changing the phase (convective time delay) of the fuel/air 
perturbations brought on by the acoustic velocity, and to a lesser extent by changing its 
magnitude.  This would also suggest that for systems that are marginally stable, small changes in 
the operating conditions (including fuel composition) that result in a change of the acoustic 
impedance at particular locations within the combustion system may be sufficient to drive an 
unstable dynamic response. 
 

G(s) 

H(s) 
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Changes in the operating conditions, such as variations in the equivalence ratio, fuel composition 
or even the gas temperature, alters the speed of sound (co) and the density of the medium (ρ).  
The product of these parameters is the characteristic impedance of the medium (fluid) 
 

Zch = ρco (5-14) 
 
The characteristic impedance is a measure of the resistance of the medium inside a volume to 
reflect and transmit acoustic waves.  The impedance at any position for a one-dimensional, 
propagating wave is as follows: 
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 (5-15) 

 
The terms A and B are constants described by the boundary conditions on the up- and down-
stream side of the volume of interest, z is the spatial coordinate, and k is the wave number which 
is dependent on the speed of sound, co, and the frequency. 
 
To investigate the effects of fuel composition on the acoustic response of a model gas turbine, a 
computational model of the combustor shown in Figure 5-19 was utilized and changes in the 
magnitude and phase of the acoustic impedance in the injector and downstream reaction zone 
(prior to combustion) were evaluated for a number of different fuel compositions.  The geometry 
shown in Figure 5-19 is a simplified version of the injector used in tests of the low-pressure 
development combustor (Section 5.10). 
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Figure 5-19:  Geometry of Model Combustor. 

 
An acoustic model of the combustor shown in Figure 5-19, developed previously38,39,40, was used 
to express the closed loop feedback that produces variations in the heat release from the flame as 
a function of pressure perturbations in the combustor and the impedance of various components.  
Heat release perturbations were defined as follows: 
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The Ψ terms are the elements of an acoustic transfer matrix,55 and are defined by the acoustic 
geometry between station i and station 3.  The first term inside the square brackets is the 
reciprocal of the specific heat which represents the change in reaction rate that accompanies the 
increasing density produced by pressure perturbations.  The term multiplied by e-jωτ represents 
the production and transport of fuel/air ratio perturbations.  Notice that this term is an effective 
difference between the (reciprocal) air and fuel impedance at station i.  If the impedance of these 
terms is large, the response is small, meaning the fuel/air perturbations are small.  For example, 
choking both the fuel and the air supply would correspond to large impedance, such that pressure 
perturbations could not modulate the flow of fuel or air.  However, practical injectors cannot use 
a choked supply of air, so that the air flow will typically be modulated in accordance with Zai.  
The concept of varying the fuel system characteristic impedance enters through the term Zfi, 
which is controlled by the geometry of the fuel system as well as the fuel gas properties.  In order 
for Zfi to have an impact on the overall dynamics it must be comparable to the value of Zai/qstφ. 
 
The last term inside the square brackets, P3.avg/Z3m3.avg, represents the variation of flow entering 
an (assumed) fixed flame position.  The mass flow of fuel/air entering the flame is inversely 
proportional to the impedance at station 3.  If the impedance at this position is low, small 
pressure perturbations will produce relatively large acoustic velocity perturbations.  It is likely 
that this term would need to be modified to account for translation or distortion of the flame in 
the oscillating flow.56  Direct translation of the flame would reduce the magnitude of this term, 
while distortion could be accounted for in the flame area term A’fl /Afl.avg.  While the exact 
contribution of these terms is difficult to quantify, it has been shown that adjustments to the fuel 
impedance,39,57 or fuel time lag58 play a significant role in stabilizing the flame.  For this reason, 
in the present analysis, it is most useful to consider just the change in the term multiplying e-jωτ 
as the fuel system impedance is modified through changes in the fuel composition. 
 
To evaluate the effects of varying the fuel composition, a number of fuel combinations were 
investigated and are shown in Table 5-4.  The Base Case and Cases 1 – 4 are similar to those 
tested in the Rijke tube discussed earlier.  As before, Cases 1-3 have the same Wobbe number 
although a different chemical composition.  Cases 4 and 5 are extreme cases composed of 
primarily propane gas with Case 4 being 100% propane and Case 5 is a blend of propane and 
nitrogen.  Although Case 5 is not a natural gas, the nitrogen was added as a means of controlling 
the Wobbe number and provides a means of evaluating the ability of Wobbe number in 
predicting the combustor response. 
 
Included in Table 5-4 is the equivalence ratio, φ, at which the computational of the overall 
system stability was conducted as well as the speed of sound in the fuel gas and in the fuel-air 
mixture at an ambient temperature of 298 K.  At the same temperature the speed of sound in air 
is approximately co_air = 346 m/sec.  The equivalence ratio was selected in order to produce a 
flame temperature of approximately Tf ≈ 1750 K which is representative of a lean-premixed 
turbine during typical operation. 
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Table 5-4:  Fuel Blends Tested In Fuel Injector Impedance Variability. 
 Base Case Case #1 Case #2 Case #3 Case #4 Case #5 

CH4 (%) 100 85 87.14 90 0 0 
C2H6 0 15 10.74 5 0 0 
C3H8 0 0 2.12 5 100 62.3 
C4H10 0 0 0 0 0 0 
N2 (fuel) 0 0 0 0 0 37.7 
Wobbe# 50.36 52.69 52.68 52.66 75.73 50.80 
φ 0.65 0.65 0.65 0.65 0.65 0.65 
co_mix (m/sec) 345 344 344 344 338 338 
co_fuel (m/sec) 450 421 421 421 252 279 
Zch_mix (Pa.sec.m-1) 406 407 407 407 414 414 

 
Given the lean fuel-air mixture typical of today’s LPM turbines, even with a modest change in 
fuel composition, the reactant mixture will remain predominantly air, and very little change in 
the characteristic impedance (Zch-mix) downstream of the premixer is expected as shown in Table 
5-4.  However, pressure perturbations generated inside the combustor can produce resonance that 
propagates upstream to the fuel injector.  The magnitude and phase of the fuel response is 
determined by the fuel system acoustic impedance.  Prior to mixing, the fluid in the fuel injector 
is 100% fuel, thus changes in the fuel composition will have a significant impact on the 
characteristic impedance, and therefore the acoustic response, inside the fuel injector.  It is well 
known that resonance in the fuel system can drive perturbations in the equivalence ratio that 
subsequently produces variations in the heat release within the combustor. 
 
Calculations of the acoustic impedance of the fuel injector were made using Equation 5-15 and 
acoustic relationships as specified in Munjal42.  The acoustic impedance is a function of the 
characteristic impedance and properties of the volume.  Figure 5-20 and Figure 5-21 show the 
magnitude and phase, respectively, of the acoustic impedance inside the fuel injector for the 
various fuel combinations shown in Table 5-4.  Comparisons of the magnitude between the 
100% methane case (Base) and Cases 1-3 exhibit a peak in amplitude at approximately the same 
frequency, although the Wobbe number differs from 50.4 to 52.7.  The phase angle shown in 
Figure 5-21 for these cases follows the same trend as all four cases produce similar results.  
These findings are in agreement with experimental results from the Rijke tube discussed 
previously. 
 
Experimental results from operating on fuels of Case 4 and 5 produced dynamic responses that 
differed from those of the Base Case in terms of both amplitude and phase even though Case 5 
has a similar Wobbe number (50.8) as the 100% methane (50.4) used as the Base fuel.  The 
propane / nitrogen blend of Case 5 has a Wobbe number close to that of the Base Case, however 
the speed of sound in the fuel is considerably different between the Base Case and the two high 
percentage propane fuels.  This could contribute to the strong difference in gain and phase that is 
exhibited here.  However, it should be noted that the high percentage propane fuels utilized here 
are not representative of commercially available CNG or LNG fuel blends, but were utilized to 
help differentiate between physical and chemical effects of the fuels on combustion dynamics. 
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Figure 5-20:  Magnitude of the Acoustic Impedance of the Fuel Injector 

under Varying Fuel Composition. 
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Figure 5-21:  Phase Angle of the Acoustic Impedance of the Fuel Injector 

under Varying Fuel Composition. 
 
In addition to general changes in the characteristic impedance due to fuel composition, 
variability also alters the transmission and reflection of acoustic waves at the interface between 
fuel and air in the pre-mixer.  This may help account for the vast differences in the response 
between the Base Case and Cases 1-3 compared to Cases 4 and 5.  For the Base Case and Cases 
1-3 the ratio of fuel characteristic impedance to the characteristic impedance of the air at the fuel 
injector / pre-mixer interface is Zfuel / Zair = Zint = 0.7 – 0.76 and for Cases 4 and 5, Zint ≈ 1.05.  
Assuming that a wave propagating from the combustor encounters the impedance difference at 
the interface within the pre-mixer, for Zint < 1 a positive pressure in the incident wave is reflected 
as a positive pressure (no change in phase).  However, when Zint > 1 a positive pressure is 
reflected as a negative pressure producing a 180o phase shift.  Additionally, when Zint = 1 there is 
complete transmission and no waves are reflected.  If an acoustic wave was permitted to 
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propagate through the combustor upstream to the pre-mixer and fuel injector, it is the latter case 
in which Zint = 1 and little energy is reflected at the interface, that would permit the largest 
amplitude wave to travel into the fuel injector and produce the greatest fluctuations in the 
equivalence ratio. 
 
Although the driving mechanisms that produce thermoacoustic instabilities are the result of a 
closed loop feedback, acoustic perturbations that result in large shifts in the acoustic response in 
the fuel injectors (as shown in Figure 5-20 and Figure 5-21) may not necessary propagate 
downstream to influence variations in the heat release rate at the same phase and gain.  
Evaluating the open-loop response of the system, G(s) H(s), it is possible to estimate the closed 
loop dynamic response to fuel variability and observe the impact of the gain and phase shifts 
observed in the fuel injector shown in Figure 5-20 and Figure 5-21.  The open-loop response is 
given by G(s) H(s), where 
 

.

3

3.

' '

( )    and    ( )' '
avg i avg
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q p i
Q PG s H sp q

QP

= =  (5-17) 

 
Figure 5-22 is a plot of the magnitude and phase of the open-loop response from the Base Case 
in which the fuel is 100% methane.  This plot shows a peak gain for oscillations of 
approximately f = 300 Hz, which is accompanied by a sudden shift in phase.  Although having 
varied concentrations of methane, ethane and propane, the open-loop response from Case 1-3 
were identical and shown in Figure 5-23.  The open-loop response produced from these fueling 
options displayed considerable agreement to the Base Case as well.  The three cases (Cases 1-3) 
were composed primarily of methane with small percentages of the remaining other constituents 
and the Wobbe Index did differ from that of the Base Case (see Table 5-4). 
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Figure 5-22:  Open-Loop Magnitude and Phase from Base Case. 
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Figure 5-23:  Open-Loop Magnitude and Phase from Case 1–3. 

 
Case 5 utilizes a combination of propane and nitrogen in order to produce a fuel that has a 
Wobbe number similar to the Base Case.  Although the composition may not be representative of 
typical natural gas supplies, it does provide a means of evaluating the physical and chemical 
nature of fuel variability on the dynamic response.  Figure 5-25 is a plot of the gain and phase of 
the open-loop response of the combustor while operating on Case 5 fuel.  Observe the changes in 
gain at the peak frequencies, and the similar trend which is seen for the 100% propane case 
shown in Figure 5-24.  There is also a shift of approximately 60o and 100o in phase for Case 5 
and 4 respectively when compared to the Base Case at approximately 300 Hz.  This shift in the 
overall response for high percentage propane fuels is in agreement with experimental results and 
is supported by the significant change in acoustic impedance observed in the fuel injector. 
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Figure 5-24:  Open-Loop Magnitude and Phase from Case 4, Pure Propane. 
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Figure 5-25:  Open-Loop Magnitude and Phase from Case 5, Propane + N2. 

 
In summary, this analysis has considered how fuel variability is expected to change the overall 
dynamic response of premixed combustor.  Based on this analysis, even with a constant flame 
dynamic response, the acoustics of fuel injection will change the overall dynamic response with 
changing fuel composition.  Significant changes in the dynamic response were observed for 
extreme changes in fuel composition, however only a small shift in the phase and gain of the 
open-loop response were seen when evaluated using fuel comparable to those expected in typical 
domestic and imported natural gas supplies.  For systems operating well inside their stability 
window this would seem to suggest that changes in fuel composition may not pose a serious 
concern.  However, systems that are marginally stable may experience difficulties in maintaining 
stability similar to those occurring as a result of typical variances in operating conditions 
(e.g., changing inlet air temperature).  These theoretical results are limited to the case studied 
here, and again, assume a constant flame dynamic response.  In the next section, the atmospheric 
development combustor will be used to address the same questions experimentally, and will 
show similar behavior as the analytic model. 
 
5.10 Atmospheric Pressure Development Combustor 
 
This experimental setup has been described in previous work.59,60  The combustor is shown in 
Figure 5-26, and a close-up of the fuel injector resonator assembly is shown in Figure 5-27. 
 
Air enters the 12.7 mm x 26.6 mm premixer annulus at the left through a sintered metal plate.  
This plate serves as an acoustic termination at the upstream end of the combustor.  The air is 
swirled by a slotted disk that is 6.4 mm thick along the flow axis.  Fuel is injected into the 
premixing annulus using the fuel injector shown in Figure 5-27.  The tip of the premixer 
centerbody is fitted with a conical expansion made from a commercial compression-fitting 
ferrule.  The ferrule axial length is 7.3 mm with a larger OD of 17.3 mm.  This ferrule serves to 
provide flow acceleration at the tip of the premixing annulus, and prevents flame anchoring 
inside the premixer passage.  This insures consistent flame anchoring at the step expansion, and 
has been shown to improve data repeatability. 
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Figure 5-26:  Schematic of Atmospheric Pressure Development Combustor. 
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Figure 5-27:  Cross-section of Fuel Injector/Manifold. 

 
The combustor wall is a quartz tube with an 80 mm inside diameter and a 0.6m length.  The 
entire combustor is located inside an exhaust duct, supplied with dilution air, and equipped with 
a silencing muffler system.  The exhaust duct diameter (35 cm ID) is significantly larger than the 
tube combustor.  Acoustic analysis demonstrates almost no coupling between the exhaust 
plenum and the combustor acoustics at observed instability frequencies. 
 
Dynamic pressures are recorded using Kistler Model 206 pressure transducers.  Pressure 
transducers mounted directly in the premixer annulus are used to record the magnitude of 
acoustic velocity in the premixer, affirming the relative size of both fuel and air flow 
fluctuations.  Methods to calculate the acoustic velocity from pressure signals can be found in 
previous work61 or any standard acoustics textbook.62  Dynamic pressures in the combustor are 
recorded with a pressure transducer mounted on a short section of tubing on the back of the 
combustor dome. 
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Signals are acquired and analyzed with an HP35670A Dynamic Signal Analyzer, and recorded 
for later analysis using a TEAC Model LX-10 high-speed data recorder.  The transducers and 
data acquisition/processing have been verified for consistency by mounting all the transducers in 
a common plane perpendicular to the axis of a 7.5 cm duct.  By using plane waves generated by 
a loudspeaker in the duct, all transducers have demonstrated essentially the same gain and phase 
relative to the input signal.  Over the range 0-400Hz, the phase angles differ from –3 to 
+5 degrees, and the gains are 1 ± 0.06 relative to one of the transducers. 
 
The combustor has been operated on natural gas fuel with a nominal composition of 93.7 % CH4, 
4.3 % C2H6.  The remainder is inert or higher hydrocarbons as determined by GC analysis.  The 
average Wobbe Index was 51.5 MJ/m3.  Fuel and air are metered with flow loops that are 
designed following standard protocols, and are within 1% of the flow measured by calibration 
standards.  The combustor was operated over a nominal range of heat inputs from 15 to 45 kW 
(50 to 150 x 103 BTUH). 
 
Experiments to investigate the effects of fuel composition on combustion dynamics were 
performed as follows.  The fuel-air ratio, bulk premixer velocity, and fuel composition were 
controlled as input variables.  The dependent variables included RMS pressure levels, OH* 
chemiluminescence, flame images, stability margins, and acoustic impedance changes in the fuel 
manifold.  A series of tests were first completed for the reference case (i.e., natural gas) at 
reference velocities of 20.0, 22.5, 25.0, 27.5 and 30.0 m/sec and equivalence ratios starting from 
0.90 and decreasing in increments of 0.02 until the flame detached from the tip of the premix 
injector.  Three other fuel blends were tested:  propane (commercial grade), propane blended 
with nitrogen to match the Wobbe Index of the reference case natural gas, and a 90% natural gas 
/ 10% propane blend (Table 5-5). 
 

Table 5-5:  Fuel Blends Tested in Fuel Injector Impedance Variability. 
 Case #1 Case #2 Case #3 Case #4 
Site NG 100 0 0 90 
Propane 0 100 62 10 
Nitrogen 0 0 38 0 
Wobbe (MJ/m3) 
(BTU/scf) 

51.5 
1382 

76 
2039 

51.5 
1382 

59.5 
1597 

 
The combustion air flow rates for these tests were fixed at the same flow rates used in the natural 
gas tests.  The fuel flow rates were set such that the adiabatic flame temperatures (via standard 
equilibrium codes7) matched the adiabatic flame temperatures of the natural gas reference cases.  
Results that are typically expressed as a function of reference velocity and equivalence ratio will 
be expressed here as a function of reference velocity and adiabatic flame temperature because 
gas turbine control systems typically operate at a fixed firing temperature. 
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Figure 5-28:  Amplitude of Pressure Oscillations for the Natural Gas Reference Case. 

 
5.10.1 Dynamic Pressure Amplitudes versus Fuel Composition 
 
The pressure amplitude results from the base case (i.e., natural gas, Wobbe = 51.5 MJ/m3) fuel 
are shown in Figure 5-28.  This combustor is typically steady at lean operating conditions (low 
flame temperatures) and makes a transition to unsteady combustion with large amplitude 
pressure oscillations as the flame temperature is increased by increasing the fuel/air ratio.  The 
amplitude and frequency of these oscillations and the flame temperature at which the transition 
occurs varies from one reference velocity to another.  At a reference velocity of 20 m/sec, the 
pressure amplitude was generally low (< 0.05 psi) until an adiabatic flame temperature of 1900 K 
was reached, where the pressure amplitude increased to 0.15 psi.  These moderate pressure 
amplitudes continued until a temperature of approximately 2000 K was reached, where rms 
pressure decreased to the 0.05-0.10 psi range.  At reference velocities of 22.5 and 25.0 m/sec, the 
location and amplitude of the combustion instabilities differed from those at 20.0 m/sec.  At 
these velocities, pressure amplitudes were low until an adiabatic flame temperature of 1900-
1950 K was reached, where there was a sudden transition to amplitudes of 0.22-0.33 psi, with the 
amplitudes beginning to decrease again when the flame temperature was increased to 2100 K.  
The unsteady behavior at a reference velocity of 27.5 m/sec was similar to that at 22.5 and 25.0 
m/sec, except that the amplitudes were lower (approximately 0.17 psi) and the decrease in 
amplitude was less abrupt as the flame temperature was increased.  The pattern changes again at 
30 m/sec, where the peak amplitude reduced to 0.12 psi with a transition from steady to unsteady 
at 1830 K. 
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Figure 5-29:  Amplitude of Pressure Oscillations for the 100% propane tests. 

 
A similar figure for the commercial propane case (Wobbe = 76.0 MJ/m3) is shown in Figure 
5-29.  This case represents the extreme of chemical composition and Wobbe Index.  It is readily 
evident that the combustion instability patterns for this fuel are quite different from those of 
natural gas.  At all reference velocities, there was a transition from steady to unsteady 
combustion at 1990-2015 K, with amplitudes increasing as the adiabatic flame temperature was 
further increased toward 2100 K.  The various reference velocities had distinctive pressure 
amplitudes.  Also note that compared to Figure 5-28, the amplitude of the oscillation is larger.  
This larger amplitude with propane is consistent with expectations from the theoretical model 
presented in Section 5.9, and also from observations of the dynamic flame response of a simple 
flame in Section 5.7. 
 
A similar plot for a fuel consisting of 62% propane and 38% nitrogen (WI = 51.5 MJ/m3) is 
shown in Figure 5-30.  This blend has the same Wobbe Index as the natural gas used in 
generation of the Figure 5-28 data, but the pattern is clearly much more like that of the undiluted 
propane in Figure 5-29.  There appears to be a transitional adiabatic flame temperature around 
2030 K, above which oscillations begin.  The five reference velocities less distinct in regards to 
their pressure amplitudes than in Figure 5-28 presumably due to the need to precisely meter 
dilution N2 in this case compared to pure propane. 
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Figure 5-30:  Amplitude of Pressure Oscillations for the Propane/Nitrogen Blend Tests. 

 
Comparing Figure 5-28 and Figure 5-30, two fuels having the same Wobbe Index, but different 
composition demonstrate a significantly different dynamic response.  This is consistent with the 
theoretical results presented in Section 5.9, and demonstrates that with fuel variability, methods 
to hold Wobbe Index constant will not produce constant dynamic response from premixed 
combustion systems.  Based on the theoretical analysis, the changing fuel system impedance 
cannot be compensated by methods to maintain constant Wobbe, such as N2 addition. 
 
Experimental cases presented in Figure 5-31 through Figure 5-33 considered a dramatic change 
in fuel composition, but with significant nitrogen blending to hold a constant Wobbe Index.  
Such a large change in fuel composition is not representative of what is expected in practice.  In 
Section 5.9, it was shown that more modest changes in fuel composition would not have as 
significant an effect.  To affirm this expectation, tests were carried out using 90% natural gas and 
10% propane (WI = 59.5 MJ/m3).  This is a unrealistically high propane level for natural gas 
supplies, but was used to show the impact of fuel composition.  Pressure amplitude results are 
shown in Figure 5-31, with hollow symbols representing natural gas, and solid symbols 
representing the blend with propane.  These data are very similar to those of the base natural gas 
case (Figure 5-28).  The data for the natural gas/propane blend falls within the patterns described 
for natural gas in Figure 5-28, and the amplitude is similar.  Not as many data points were 
collected for the blended fuel because the behavior was so similar to the natural gas. 
 
The results presented in Figure 5-28 through Figure 5-30 do not support the hypothesis that the 
Wobbe Index alone can fully predict a combustor’s dynamic behavior for a change in fuel from 
propane versus natural gas.  However, the results do provide evidence that a combustor with 
adequate stability margin is relatively insensitive to a “realistic” change in natural gas 
composition even for changes significantly beyond the NGC+ box.  This is consistent with the 
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analysis of Section 5.9.  It is again emphasized that combustors operating right near their 
stability margin may shift from stable to unstable with changing fuel composition (but this is 
similar to the effect caused by changes in ambient temperature). 
 
5.10.2 Dynamic Frequency and Flame Position versus Fuel Composition 
 
The flames produced by the four fuel blends described in Table 5-5 can be characterized by 
quantities other than the RMS of the pressure oscillations.  Features such as the frequency of the 
unsteady combustion oscillations and even measures extracted from photographic images of the 
flame, such as the center of “mass” (i.e., intensity) along the axis of the combustion chamber, 
can be used.  The dominant frequencies extracted from spectral analysis of the pressure 
oscillations are plotted in Figure 5-32.  As a general trend, frequencies tended to increase as the 
fuel/air ratio was increased and as the reference velocity was increased, both of which produced 
higher temperatures in the combustor.  This general trend does not always hold, as the 
combustion oscillations can change suddenly to another frequency “mode” when conditions at 
the initial frequency become unfavorable.  Note also that frequencies are more scattered or noisy 
in conditions where the pressure amplitude was low and there was no distinct dominant 
frequency.  As with pressure oscillation amplitude, the frequency data also indicates that 90% 
natural gas plus 10% propane is similar to the baseline natural gas fuel.  The 62% propane / 38% 
nitrogen is similar to 100% propane fuel, and the frequencies themselves are typically slightly 
lower than with the natural gas cases.  Again, a frequency shift like this was suggested by the 
analysis shown from the open-loop response model presented in Figure 5-22 through Figure 
5-25. 
 
Digital color photographs of the flames, using manual mode to ensure consistent focus, f-stop, 
and “shutter” speed, were converted to gray-scale images and were integrated to compute the 
first moment along the axis of the combustor to find a center of “mass” or intensity, as an index 
of flame length and position.  The results are shown in Figure 5-33.  The high-temperature 
(richer) flames tended to be short and close to the premix injector outlet.  Some of their intensity 
signature may have been due to glowing of the quartz combustion chamber walls.  As the flame 
temperature was reduced (i.e., the equivalence ratio was reduced), the center of mass tended to 
decrease slightly – some of which may be attributed to reduction of the glowing walls and 
another to a reduction in flame in the “corners” of the combustion chamber.  As the adiabatic 
flame temperature was reduced further, the center of “mass” began to increase rapidly as the 
flame length began to grow.  The flame length in this combustor, not being confined by any 
restriction in diameter or any tail pipe per se, continued to lengthen until it exceeded the area of 
the viewing port.  Eventually, as the equivalence ratio was further reduced, the flame form would 
change from an extended conical flame attached to the tip of the premix injector center body to a 
narrow vortex-shaped flame extending down the center of the combustion chamber.  Experience 
with this combustor has shown that flame extinction occurs shortly after this change in form.  
When this change occurred, in order to prevent flame extinction, the equivalence ratio was 
increased and that particular test series was terminated.  These features of the flame images 
(relative length and position; the temperature at which transition to longer flames occurred; the 
“rate” of flame lengthening, e.g., gradual vs. abrupt; and the low flame temperature or lean limit 
of operation) can be observed in Figure 5-33.  As with the amplitude and frequency of pressure 
oscillations, the image behavior of the propane/nitrogen blend flames, even though they had the 
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same Wobbe Index as the natural gas base case, were more like those of 100% propane while the 
behavior of the 90% natural gas / 10% propane blend was similar to that of the baseline natural 
gas. 
 
The change in the flame mean position has some practical implications.  As described earlier, the 
flame dynamic response is the part of the combustion feedback loop (Figure 5-18) that is most 
difficult to predict accurately, and even the static position and shape of the flame are known to 
affect the overall feedback loop.52  These data suggest that the flame shape effect is significant 
for changes from natural gas to propane, but not very large for the natural gas/propane blend.  
Again, nitrogen/propane at the same Wobbe as the natural gas appeared to behave much like 
propane itself. 
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Figure 5-31:  Amplitude of Pressure Oscillations for the 90% Natural Gas / 10% Propane 

Blend.  The solid symbols are the base natural gas, and are comparable to Figure 5-28. 
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B.  PROPANE
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C.  90% NATURAL GAS 10% PROPANE
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D.  62% PROPANE, 38% NITROGEN
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Figure 5-32(a-d):  Dominant Pressure Oscillation Frequencies 

for each of the Four Test Fuels. 
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C.  90% NATURAL GAS 10% PROPANE
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D.  62% PROPANE, 38% NITROGEN
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Figure 5-33(a-d):  Flame Image Center of “Mass” for each of the Four Test Fuels. 
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5.10.3 Fuel Effect on Lean Blowout 
 
The background on lean blowout was presented in Section 5.4.  It was not expected that any 
appreciable change in lean blowout would occur when using different hydrocarbons.  A different 
result was observed experimentally.  Figure 5-34 shows the operating map for natural gas, 
propane, 90/10% NG/Propane blend, and the 62% propane/nitrogen blend. 
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Figure 5-34:  Operating Map of the Combustor with Various Fuels. 

 
The surprising feature in this data is the dramatic shift in the lean extinction boundary when 
comparing propane to natural gas.  As explained in Section 5.4, this result is not predicted from 
current understanding of lean extinction models, however, similar behavior has been observed by 
Flores et al.63  These observations may be a result of how the flame is anchored.  If, for example, 
the flame anchor is related to the turbulent flame speed, then the observed shift is consistent with 
the recent recognition that the turbulent flame speed of propane/methane is lower than methane 
alone, see Figure 5-3.  Whatever the mechanism, this point needs further study from a 
fundamental viewpoint.  However, from a practical standpoint, the blend with natural gas and 
propane was not dramatically changed compared to natural gas.  Thus, again, modest gas 
composition changes associated with LNG are not expected to produce a major shift in lean 
blowout.  Notice also that the propane/N2 blend appeared very similar to the propane.  Thus, in 
spite of the gigantic difference in Wobbe between propane versus propane/N2, the blowout 
behavior is nearly the same.  The implication is that Wobbe is not an adequate indicator of the 
blowoff behavior. 
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5.11 Single-Injector High Pressure Combustor Apparatus 
 
The high-pressure test rig described in the following paragraphs was designed to study thermo-
acoustic instabilities.  This rig is capable of conducting experiments at a maximum pressure of 
10 atmospheres and a maximum air-flow rate of 1.8 pounds-per-second.  A photo of the test rig 
without the inlet air plenum is shown in Figure 5-35.  A schematic cross-section of this test rig is 
shown in Figure 5-36. 
 

 
Figure 5-35:  Photo of Pressurized Combustion Test Rig. 

 

 
Figure 5-36:  Cross-Section of Pressurized Combustion Test Rig. 

 
A non-vitiated air preheater is used to control the inlet-air temperature.  Although the preheater is 
capable of achieving an air preheat temperature of approximately 1000 °F, the maximum inlet-air 
temperature for the test rig is limited to 650 °F.  Preheated air enters the test rig from two 
separate air flow loops.  These air flow loops are described in more detail in the next section.  
The inlet-air plenum contains a series of three perforated plates to provide a uniform flow and 
turbulent intensity at the inlet of the fuel-air premixer. 
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Figure 5-37:  Photo of the Fuel-Air Premixer. 

 
The premixer has been designed and fabricated by Woodward Industrial Controls (see Figure 
5-37).  The centerbody of the premixer is cooled using pilot fuel that is injected into the 
combustion region via 12 small jets (see Figure 5-38).  This pilot fuel stabilizes the flame near 
lean-extinction, and for all of the cases described in this report, the pilot fuel flow split is 
maintained at 5 percent of the total fuel flow. 
 

 
Figure 5-38:  Photo of the Centerbody Tip and Pilot Fuel Injection. 

 
The combustion liner is constructed from a water-cooled stainless-steel pipe with a 19.4 cm (7.6 
in) inside diameter.  The cooling water is re-circulated and does not mix with the products of 
combustion.  A cylindrical refractory insert is installed 0.78 meters (31-inches) downstream of 
the combustor inlet.  This refractory insert reduces the flow passage from a 19.4 cm (7.6-in) 
diameter to 8.9 cm (3.5-in) diameter.  The length of this refractory insert is 15.2 cm (6-in) and 
immediately downstream of this flow restriction the flow area increases to the original 19.4 cm 
(7.6-in) diameter.  This refractory plug is positioned to provide acoustic feedback in a frequency 
range of about 500 Hz.  The high temperature exhaust gases are quenched to approximately 
450 °F using a water spray that is located approximately 4 meters (13.25 ft) downstream of the 
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combustor inlet.  A second flow restriction is located immediately upstream of this water quench 
to enhance mixing with the atomized water spray.  A high-temperature back-pressure control 
valve is used at the outlet of the apparatus.  The air preheater, flow control valves and back-
pressure control valve allow independent control of the inlet-air temperature, combustion air 
flow, and test rig pressure, respectively. 
 
A water-cooled stainless-steel sample probe is inserted into the exhaust stream approximately 
2.16 meters (85-in) from the combustor inlet.  This probe is located downstream of the refractory 
insert described in the previous paragraph, and extracts an area-weighted gas sample through five 
1.24 mm (0.049-in) diameter holes.  Since the test rig operates at elevated pressure, the gas 
sample flows through the holes in the probe to the sampling system. 
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Figure 5-39:  Flow Schematic of the Gas Sampling System. 

 
Condensate is particularly important to avoid for single-digit NOx measurement, due to the 
solubility of NO2 in water which could bias the results.  The gas sample is transported through a 
heated 6.4 mm (1/4-in) stainless-steel line to a pressure control and sample conditioning station.  
A schematic flow diagram for the gas sampling system is shown in Figure 5-39.  A small 
pressure control valve is used to vent excess flow though the sampling system and maintain a 
constant pressure in the gas analyzer manifold.  Some of the gas analyzers are very sensitive to 
changes in flow or pressure, so this pressure control is finely tuned and closely monitored during 
testing.  There are also a series of block valves that allowed the chiller and gas analyzers to be 
isolated, while high pressure nitrogen can be used to back-flush the sampling system. 
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The exhaust sample is split so a portion of the heated sample passes through a NO2-NO converter 
prior to entering a chiller/dryer to remove moisture that could later condense in the analyzers.  
Conversion of water soluble NO2 to non-soluble NO ensures a more accurate NOx measurement.  
This leg of the flow loop also supplies sample to the O2 analyzer.  A separate flow loop through 
the chiller/dryer that does not pass through the converter supplies the CO and CO2 analyzers.  
The remaining exhaust sample bypasses the converter and chiller/dryer assemblies to provide 
sample for the total hydrocarbon measurement. 
 
Table 5-6 shows the species that are measured, and the type of individual gas analyzers that are 
used in the test facility.  Each of the gas analyzers are checked daily with a zero gas and a span 
gas.  Although not shown in Figure 5-39, a Thermo ONIX (Model Prima delta-B) mass 
spectrometer is also used to measure certain key gas components (e.g., CO2 and O2).  This 
redundancy allows a secondary check of the O2 and CO2 readings during operation. 
 

Table 5-6:  Gas Analyzers and Manufacturer Model Number. 
Gas Component Manufacturer Model Range Manufacturer Specified 

Accuracy 

CO2 Horiba PIR-2000 0-20% +/- 0.2 % 

O2 M&C PMA-12 0-21% +/- 0.21 % 

CO California Analytical Instr. Model 601CO 0-100 ppmv +/- 1 ppmv 

NOx  Horiba CLA-510 SS 0 - 50 ppmv +/- 0.5 ppmv 

 
5.11.1 Data Analysis and Error Discussion 
 
The air flowrate is metered using standard orifice plate flow meters, and the air flow is controlled 
using high temperature flow control valves.  Two air flow loops (i.e., a low-flow and a high-
flow) are used to meter and control the amount of combustion air flowing through the test rig.  
The main fuel (i.e., natural gas and propane) flows are metered using Rosemount 3095MFP 
Mass ProPlate meters that are accurate to less than two percent of reading.  The pilot fuel 
(i.e., natural gas and propane) flows are metered using Siemens MassFlo Mass2100 DI 1.5 
Coriolis sensors that have an accuracy of less than one percent of reading.  All of the air and fuel 
flow meters are compared against secondary flow standards prior to testing (see Table 5-7).  In 
the case of the fuel flow meters, nitrogen is used during this flow verification.  All of the loops 
used in this experiment are accurate to within two percent full-scale reading after corrections for 
systematic biasing errors are employed.64 
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Table 5-7:  Flow Loop Errors and (1-sigma) Uncertainties. 

Flow loop BIAS 
(SLOPE) 

PRECISION 
(Y-INTERCEPT)

(scfh) 

STANDARD ERROR 
OF READINGS 

(scfh) 

STANDARD ERROR 
OF MEASUREMENT

(scfh) 

Air (Low Flow) 0.9927 39.62 28.70 28.91 

Air (High Flow) 1.007 -11.89 222.3 220.8 
Nat. Gas Pilot 0.988 0.59 0.58 0.59 

Nat. Gas Main 0.984 19.6 8.3 8.4 

Propane Pilot 1.006 -0.07 0.023 0.023 

Propane Main 1.002 3.3 1.2 1.2 

 
The fuel composition is measured using an on-line gas chromatograph (Agilent Model 3000A 
micro-GC) and periodic gas grab samples are also collected and analyzed using an independent 
gas chromatograph.  Table 5-8 is a list of chemical species that are measured in each of these 
instruments.  Table 5-8 also lists the molecular weight, heating value, and standard density 
values for each of these components.  These values have been taken from a chemical property 
database that is available on-line at the National Institute of Standards and Technology (NIST) 
Chemistry WebBook website.65 
 
It is important to note that an analysis of the vapor exiting the propane tank is also measured at 
the beginning of each day.  The as-delivered propane can contain a significant amount of ethane 
in the vapor phase (i.e., 10-15%); however, the higher volatility of ethane relative to propane will 
cause the ethane concentration in the vapor phase to drop significantly as vapor is removed from 
the storage tank.  This produces a change in the composition of the liquefied petroleum gas 
(LPG) vapor as a function of the LPG tank level.  The propane concentration in the blended fuel, 
βp, can be determined based on the measured flows of propane and natural gas and the actual 
propane concentration of the vapor exiting the storage tank, Xp (see Equation 5-18).  Equation 5-
18 neglects the initial concentration of propane in the natural gas, which is typically on the order 
of 0.5-1.0 percent, however a formal uncertainty analysis of Equation 5-18 shows that if the 
propane concentration in the vapor exiting the propane storage tank varies by more than 0.5 
percent, the error introduced by Xp will dominate the uncertainty in the propane concentration 
calculation, βp.  As a result, the fuel compositions will be reported based on the GC analysis of 
the blended fuel.  If several GC measurements are available for a given test period, the average 
and standard deviations will be reported. 
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Table 5-8:  Gas Components Measured In Gas Chromatographs 
and Component Properties. 

Component 
name 

On-line 
micro-GC Laboratory gc molecular 

weight 
LHV 

(KJ/mol) 
HHv 

(KJ/mol) 
density 
(kg/m3) 

Methane X X 16.04 890.7 802.7 0.678 
Ethane X X 30.07 1560.7 1428.7 1.279 
Propane X X 44.10 2219.2 2043.2 1.894 
C4 (various) X X 58.12 2873.3 2653.2 2.532 
C5 (various) X X 72.15 3531.9 3268.3 2.452 
C6 (various) X X 86.18 4180.6 3878.6 3.043 
C7+C8 (various) NM† X 100.20 4853.5 3886.7 4.227 
N2 X X 28.01 0 0 1.182 
H2 NM X 2.02 286.2 242.2 0.085 
CO2 NM X 44.01 0 0 1.868 

†NM = not measured 
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The fuel component properties listed in Table 5-8 and the on-line micro-GC measured mole-
fractions of each fuel component will be used to calculate the Wobbe Index using Equation 5-19.  
The specific gravity of the fuel is normalized by the density of air at standard conditions 
(i.e., 1.223 kg/m3). 
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The fuel-air ratio can be calculated independently by either utilizing the measured fuel and air 
flow rates entering the combustion test rig (see Equation 5-20), or based on the carbon-to-
hydrogen ratio of the fuel and the measured species in the exhaust (i.e., CO2, O2, etc.).  It should 
be noted that the concentrations of CO and unburned hydrocarbons are negligible for the test 
data described in this report.  These two independent methods provide a means to check for mass 
closure, and based on the uncertainties in the fuel and air flows a nominal ± 3-sigma uncertainty 
for the FAR is ± 6E-04. 
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Assuming complete combustion and omitting the CO2 concentration in the fuel, Equation 5-21 
can be used to determine the fuel-air ratio based on the measured gas composition of the 
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products of combustion.  Absent from the equation is the concentrations of CO and unburned 
hydrocarbons which, as previously stated, were determined to be negligible. 
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Where, 

[ ] dryPOCCO ,2  = Mole-fraction of CO2 in the products of combustion (dry basis) 

[ ]airCO2  = Mole-fraction of CO2 in the incoming air (nominally 0.00034) 
n  = Moles of carbon atoms per mole of fuel 
m  = Moles of hydrogen atoms per mole of fuel 

 
Similarly, it can be shown that the fuel-air ratio based on the measured oxygen concentration in 
the products of combustion can be determined based on Equation 5-22. 
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Where, 

[ ] dryPOCO ,2  = Mole-fraction of O2 in the products of combustion (dry basis) 

[ ]airO2   = Mole-fraction of O2 in the incoming air (nominally 0.20948) 
 
The stoichiometric fuel-air ratio based on the fuel gas composition can be calculated as shown in 
Equation 5-23.  This stoichiometric fuel-air ratio is used in this report to normalize the actual 
fuel-air ratio calculations from Equations 5-20 – 5-22 to a fuel-air equivalence ratio. 
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5.11.2 Dynamic Stability 
 
Thermo-acoustic combustion instabilities are an important consideration for lean premixed 
(LPM) gas turbine combustion systems.  These instabilities are sensitive to many different 
factors.  For example, small changes in ambient conditions or even the temperature history of the 
system can affect the dynamic stability.  To illustrate this point, Figure 5-40 shows how the 
stability boundary can shift as a function of the initial conditions.  This behavior is typical for the 
premixer investigated in this study.  In other words, if the combustor is initially unstable 
(i.e., high RMS pressure level), then the transition to a stable condition occurs at a relatively lean 
operating condition.  However, if the combustor is initially stable, then the transition to an 
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unstable condition occurs at an equivalence ratio of approximately 0.57 (see Figure 5-40).  This 
type of behavior is characteristic of non-linear dynamic systems.  These hysteresis effects can 
complicate the data analysis, but the knowledge that they exist is very helpful when developing 
an experimental test plan. 
 
As a result of these hysteresis effects, test procedures were standardized on approaching the 
stability boundary from a stable, fuel-lean operating condition until the combustor becomes 
unstable.  The nominal values for the premixer velocity, combustor pressure and inlet air 
temperature for the data presented in this section were 70 m/s, 760 kPa (110 psia), and 589 K 
(600 °F), respectively.  The composition of the baseline fuel and the simulated LNG fuel is 
shown in Table 5-9.  Cases 1 and 2 consist of baseline natural gas with typical composition 
fluctuations, while Cases 3 and 4 provide a simulated LNG by mixing approximately 4.6% 
propane to the baseline natural gas supply. 
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Figure 5-40:  Hysteresis of Combustion Instabilities. 
 
Figure 5-41 shows the calculated Wobbe Index and higher heating value (HHV) for the fuels 
described in this section.  This figure also shows the seasonal variation in the site natural gas that 
was compiled from November 2004 to November 2005.  The average Wobbe Index for the site 
natural gas for this period was 1370 BTU/scf and the average HHV was 1060 BTU/scf.  
However, during the testing described in this section, the average natural gas composition shifted 
to the nominal values shown as Case 1 and Case 2.  Although some LNG sources can have 
Wobbe indices greater than 1400 and heating values of greater than 1120 BTU/scf, it was not 
possible to consistently achieve these fuel properties over the range of operating conditions 
investigated due to limitations in the propane flow loop configuration.  This flow loop can be 
reconfigured if higher propane blends are considered relevant. 
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Table 5-9:  Gas Composition for the Baseline Fuel (Case 1 and Case 2), 
and the Simulated LNG Fuel (Case 3 and Case 4). 

 Case 1 Case 2 Case 3 Case 4 
CH4 0.9577 0.9635 0.9196 0.9191 
C2H6 0.0268 0.0231 0.0254 0.0241 
C3H8 0.0051 0.0034 0.0456 0.0462 
C4 (various) 0.0016 0.0012 0.0012 0.0013 
C5 (various) 0.0006 0.0005 0.0004 0.0005 
C6 (various) 0.0004 0.0003 0.0002 0.0003 
N2 0.0063 0.0064 0.0059 0.0069 
CO2 0.0016 0.0017 0.0017 0.0016 
Total 1.0000 1.0000 1.0000 1.0000 
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Figure 5-41:  Range of Heating Value and Wobbe Index Investigated 

for Dynamic Stability Performance. 
 
The stability boundary for this test rig is very distinct, as indicated by a small change in the 
equivalence ratio leading to significant changes in the observed RMS pressure levels.  Figure 
5-42 shows the variation in the dynamic stability boundary for the baseline natural gas fuel.  
Note that the stability boundary for the site natural gas fuel shifts somewhat from Case 1 to Case 
2.  This variation in the stability boundary represents the amount of variation in the experimental 
setup.  This data was compiled from high-speed data that is sampled at 6000 samples per second.  
Each data point in Figure 5-42 represents an average of about 16,000 data points which 
corresponds to a time resolution of about 2.7 seconds.  In any event, based on the data presented 
in Figure 5-42, the stability boundary for the baseline fuel is in the equivalence ratio range of 
0.57 to 0.58. 
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Figure 5-42:  Variation in Dynamic Stability Boundary (Baseline Fuel). 

 
In order to vary the fuel composition, propane vapor was blended with the baseline natural gas.  
For Case 3 and Case 4, the propane level in the fuel was around 4.6%, whereas, the propane level 
in the baseline fuel was on the order of 0.5%, or less.  The Wobbe Index increased from about 
1360 (BTU/scf) for the baseline fuel to about 1395 (BTU/scf) for the simulated LNG.  These fuel 
properties are summarized in more detail in Table 5-10. 
 

Table 5-10:  Fuel Properties for Natural Gas (Case 1 and Case 2), 
and Simulated LNG (Case 3 and Case 4). 

 Case 1 Case 2 Case 3 Case 4 

Avg MW 16.81 16.68 17.89 17.91 

Stoich. FAR 0.1023 0.1030 0.0968 0.0969 

Moles Carbon  per mole fuel 1.040 1.030 1.117 1.117 

Moles H-atoms per mole fuel 4.061 4.042 4.216 4.213 

HHV (kJ/mol) 914.4 908.1 965.9 965.4 

HHV (mBTU/scf) 1.036 1.029 1.094 1.094 

LHV (kJ/mol) 825.0 819.2 873.2 872.6 

LHV (mBTU/scf) 0.935 0.928 0.989 0.989 

Density @ 60 °F, 1atm (kg/m3) 0.710 0.705 0.757 0.758 

Specific Gravity 0.581 0.577 0.620 0.620 

WOBBE kJ/m3 50690 50534 51947 51889 

WOBBE BTU/scf 1360 1356 1394 1393 

 
Figure 5-43 shows the observed stability boundary for the simulated LNG fuel.  For Case 4, the 
observed stability boundary occurs at a somewhat higher equivalence ratio than the baseline 
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natural gas, whereas Case 3 occurs at a somewhat lower fuel-air equivalence ratio than the 
baseline natural gas.  It should be noted that the range of equivalence ratio conditions for which 
the stability boundary was observed in the baseline fuel falls within the range observed when 
propane is added to the fuel (see Figure 5-43).  Although it appears that the simulated LNG fuel 
has a greater variability in the stability boundary, more data is required to validate this statement.  
Therefore, based on the data collected from this experimental setup, fuel composition does not 
seem to have a significant effect on the equivalence ratio at which combustion instabilities are 
encountered.  However, the reader should be cautioned that the results from a different 
experimental setup may have a different outcome, depending on the acoustic coupling with the 
fuel system and other factors that have not been studied in great detail for this experiment. 
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Figure 5-43:  Dynamic Stability Boundary (NG and Simulated LNG). 

 
5.11.3 Pollutant Emissions 
 
The gas sampling system and the instruments for measuring emissions have been described in 
the experimental setup.  Oxides of nitrogen, or NOx, and carbon monoxide are two pollutants that 
must be carefully characterized.  It is also important to note that the dynamic stability of the 
combustor can affect the measured NOx emissions (see Figure 5-44).  This figure shows that the 
NOx emissions suddenly decrease as the RMS pressure levels increase.  It is believed that the 
observed reduction in NOx is due to improved mixing near the centerbody pilot during these 
oscillations. 
 
Since the magnitude of these pressure oscillations cannot be controlled independently, it is 
important to account for the RMS pressure levels when conducting the emissions measurements.  
The RMS pressure level can actually confound the emission results, thus emissions 
measurements were made during dynamically stable operation, at very lean equivalence ratio 
conditions (i.e., less than 0.52 as determined by the measured flow rates).  The lower boundary 
for the emissions study is fixed by the lean extinction limit. 
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Figure 5-44:  Confounding Effect of Combustion Instabilities on NOx Emissions. 
 
5.11.3.1 Test Plan 
 
In order to investigate the effect of fuel composition on pollutant emissions, a simple two-level 
factorial experimental design is used (see Table 5-11).  The two independent variables studied 
are the equivalence ratio and the fuel composition (i.e., level of propane blending).  As 
previously mentioned, the equivalence ratio range is limited on the low end by the lean 
extinction limit and on the high end by the dynamic stability boundary.  The upper limit for the 
amount of propane blending is set at 5 percent for this test plan.  Each data point has been 
replicated once to provide some estimate of the variance in the measurements.  The order in 
which the test points are investigated is randomized, so the propane blending system had to be 
cycled on-line and off-line during this test.  The randomization is important from a statistical 
standpoint to account for variables that are not controlled (i.e., ambient conditions, uncontrolled 
variations in the fuel composition, etc.). 
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Table 5-11:  Operational Conditions Performed During Testing. 
Pressure 

(kPa) 
Ref. Velocity 

(m/s) 
Percent 

Pilot Fuel 
Target 

Equiv. Ratio 
Target 

Propane Level 

760 70 5% 0.48 5.0% 
760 70 5% 0.48 0.0% 
760 70 5% 0.42 5.0% 
760 70 5% 0.42 0.0% 
760 70 5% 0.48 5.0% 
760 70 5% 0.48 0.0% 
760 70 5% 0.42 5.0% 
760 70 5% 0.42 0.0% 

 
The data collected from the on-line GC suggests that the propane level in the baseline natural gas 
is about 1.1 percent.  The corresponding Wobbe Index is 1380 BTU/scf for the baseline natural 
gas and about 1425 BTU/scf for the fuel with propane addition.  Figure 5-45 shows the Wobbe 
Index and higher heating value for all of the fuel compositions investigated in this test. 
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Figure 5-45:  Wobbe versus HHV for Fuels used in Emission Testing. 

 
It should be noted that this combustor is fueled by a piloted premixer.  For these tests, five 
percent of the total fuel is injected through the centerbody pilot.  When propane is added to the 
baseline natural gas, both the pilot fuel and the main fuel have the same level of propane addition 
on a percent volume basis.  It is well-known that a diffusion pilot produces the largest percentage 
of the NOx observed from this type of fuel injector.  As a result, the observed NOx emissions are 



5-63 

above 10 parts-per-million.  Since this pilot fuel flow provides critical cooling for the 
centerbody, and also prevents blow-off, the pilot fuel has been maintained at a constant level, 
instead of trying to optimize the burner for lower emissions at one operating condition. 
 
As described in the data and error analysis section, the fuel-air ratio that is measured directly 
from the fuel and air flows can be cross-checked with the fuel-air ratio calculated based on the 
concentration of oxygen or carbon dioxide in the sampling system.  Figure 5-46 shows this 
comparison.  Each of these data points represents an average over a 4 – 6 minute period of steady 
operation.  The error bars represent ± 3 standard deviation uncertainties in the fuel-air 
measurements using the data from Table 5-7.  If carbon-dioxide emissions are used as a basis for 
comparison with the flow measurements, a similar level of agreement is observed.  In summary, 
the fuel-air ratio calculated based on the emissions measurements (i.e., oxygen and CO2) are 
within the expected level of uncertainty for the experiment.  This is true for all of the data points 
in the test matrix. 
 
It should be noted that in our preliminary measurements (presented to reviewers of this report) 
this high level of agreement was not observed.  Additional testing conducted since the review 
indicated that the exhaust composition was not homogeneous at the initial sample probe location.  
When the sample probe was re-located, the agreement between the calculations based on the 
exhaust measurements and the flow measurements were within an acceptable range.  The sample 
probe was moved downstream of an internal flow restriction in order to improve the mixing and 
homogeneity of the combustion products at the sample probe location.  Thus, the measurement 
accuracy presented here is better than in our early data.  The conclusions about the effect of fuel 
composition on emissions are not changed, but supported by more accurate data. 
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Figure 5-46:  Discrepancy between Calculated and Measured Fuel-Air Ratio. 
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5.11.3.2 Emissions Results 
 
Figure 5-47 shows the measured NOx emissions as a function of the propane level in the gaseous 
fuel.  The square symbols indicate the observed NOx emissions for overall equivalence ratio 
conditions of 0.48 (as indicated by the flow measurements).  The round symbols indicate the 
observed NOx emissions at a significantly lower equivalence ratio.  The error bars for the NOx 
emissions (i.e., ± 0.7 ppm) are shown in Figure 5-47.  These error bars represent 95% confidence 
intervals based on a Student (t-distribution) with four degrees of freedom.  It should be noted that 
this level of uncertainty is somewhat higher than the instrument uncertainty listed in Table 5-6, 
but these error bars are based on the experimental replications and represent the variations in the 
entire process. 
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Figure 5-47:  NOx Emission as a Function of Propane Level. 
 
The raw data is shown in Table 5-12.  The flame temperature values listed in Table 5-12 are 
calculated based on the measured fuel composition and the fuel-to-air ratio based on the flow 
measurements.  A Cantera software program utilized the chemical database from GRI-Mech 3.0 
as a basis for these calculations.  Since the GRI-Mech 3.0 does not include hydrocarbons heavier 
than propane, the fuel composition had to be normalized.  The inert species in the fuel were 
included in these calculations, but the concentrations of argon and carbon dioxide in the air were 
neglected.  It should be noted that localized temperatures in the flame region may be 
significantly higher than the values calculated, since the diffusion pilot fuel will burn closer to 
stoichiometric temperatures.  However, for the purposes of this analysis, the pilot fuel has been 
combined with the premixed fuel and ideal mixing has been assumed. 
 
Close examination of the data in Table 5-12 shows a nominal 10-15 K increase in the adiabatic 
flame temperature when propane is blended with the natural gas at a constant equivalence ratio.  
A small increase in flame temperature is expected based on existing flame temperature data for 
different fuels.  Gulder66 has developed an empirical curve fit of adiabatic flame temperature for 
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hydrocarbon fuels.  In this relation, the dependence on the hydrogen-to-carbon ratio of the fuel 
can be clearly separated from the effects of the equivalence ratio.  For the conditions encountered 
in this experiment, the flame temperature is inversely related to the hydrogen-to-carbon ratio of 
the fuel by a negative exponent.  Therefore, as additional propane is added to the fuel, the 
hydrogen-to-carbon ratio decreases slightly, resulting in a slight increase in the adiabatic flame 
temperature. 
 
For the operating conditions in this test, the largest difference between the Gulder flame 
temperature relation and the results from the GRI-Mech 3.0 was 2 K.  Using the Gulder flame 
temperature relation, the hydrogen-carbon ratio effect can be isolated and the effect should only 
be on the order of 0.1 to 0.2 percent, or approximately 3 K.  Figure 5-49 shows the calculated 
flame temperature as a function of the equivalence ratio based on the flow measurements.  Note 
that the fuel compositions with propane blending exhibit a consistently higher adiabatic flame 
temperature and a slightly higher equivalence ratio.  Based on the previous discussions, an 
approximate 3 K increase is due to the fuel composition and the remainder of this increase in 
flame temperature is due to variations in the equivalence ratio.  Therefore, it is important to 
carefully consider the possibility of confounding the fuel composition effects and the effects due 
to flame temperature variations. 
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Figure 5-48:  Adiabatic Flame Temperature as a Function of 
Equivalence Ratio and Fuel Composition. 

 
At this point, it is instructive to plot the observed NOx emissions as a function of the flame 
temperature.  Theoretically, the relationship between NOx emissions and adiabatic flame 
temperature should be exponential, however for the relatively small range of flame temperatures 
investigated in this study, the relationship is fairly linear (see Figure 5-49).  The baseline natural 
gas data are shown as round symbols on this figure, and the operating conditions with 
approximately five percent propane are shown as square symbols.  The effect of propane 
addition can be seen by comparing the symbols near the lower left and upper right of Figure 
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5-49.  This figure suggests that the slight change in NOx emissions observed in this study could 
be due to variations in the adiabatic flame temperature. 
 
A simple regression analysis of the NOx emissions data (listed in Table 5-12) has been 
performed.  A confidence level of 95% is used as the criteria to determine the statistical 
significance.  The independent parameters are the adiabatic flame temperature and the 
percentage of propane in the fuel (measured using the on-line GC).  The results from this 
regression are summarized in Table 5-13.  Note that the effect of propane addition on the 
observed NOx emissions is not significant over the range of values investigated in this 
experimental setup. 
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Figure 5-49:  NOx Emission as a Function of Adiabatic Flame Temperature. 
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Table 5-12:  Comparison of Adiabatic Flame Temperature with 
Testplan Targets and Actual Operating Conditions. 

Test 
Point† 

Target 
Equiv. 
Ratio 

Actual Equiv. 
Ratio (flows) 

Target 
Propane 

Level 

Actual 
Propane 

Level (%) 

Wobbe 
Index 

(BTU/scf) 

Adiabatic 
Flame 

Temp. (K) 

Measured NOx 
Emissions 

(ppm @ 15% O2) 

2 0.48 0.484 + 0.006 5.0% 6.15 + 0.13 1424 1674 15.4 

3 0.48 0.479 + 0.006 0.0% 1.20 + 0.04 1381 1661 14.4 

6 0.42 0.426 + 0.006 5.0% 6.33 + 0.05 1425 1564 10.2 

1 0.42 0.422 + 0.006 0.0% 1.22 + 0.05 1382 1552 10.0 

5 0.48 0.484 + 0.006 5.0% 6.27 + 0.04 1424 1674 15.1 

7 0.48 0.480 + 0.006 0.0% 1.21 + 0.02 1381 1662 14.2 

8 0.42 0.426 + 0.006 5.0% 6.26 + 0.02 1425 1563 10.1 

4 0.42 0.421 + 0.006 0.0% 1.18 + 0.02 1381 1550 9.4 

† The test points have been numbered in chronological order  
 

Table 5-13: NOx Emission Regression Analysis Summary Table. 
N=8 

(# of data points) 
Regression 
Coefficient 

Standard Error in 
Regress. Coeff. 

t-Value
(dof=5) 

Probability of 
Significance (1-p) 

Intercept -58.58 2.66 -22.05 >0.9999 

Propane Effect 0.029 0.036 0.80 0.542 

Flame Temperature 
Effect 0.044 0.0016 26.57 >0.99999 

 
5.11.4 High Pressure Test Summary 
 
Single injector rig tests were conducted at 7.5 atmospheres with an air preheat of 588 K (600 °F).  
The fuels investigated included pipeline natural gas and a blend of pipeline natural gas with 
approximately five percent propane.  The fuel injector was not optimized for lowest possible 
emissions.  Approximately five percent of the total fuel flow was injected through the centerbody 
to provide a diffusion pilot.  The primary response variables of interest were the dynamic 
pressure levels (i.e., combustion instabilities) and the pollutant emissions (i.e., NOx and CO). 
 
The dynamic stability boundaries are very sensitive to hysteresis effects, so the stability 
boundary was approached by ramping the fuel flows through the stability boundary over a period 
of 10-20 minutes.  The stability boundary is very distinct for this experimental setup, and the 
boundary was always approached in the same direction.  This stability boundary did not change 
dramatically as a function of the fuel composition. 
 
The NOx emissions were strongly affected by the presence of combustion-driven instabilities.  
Since the pressure oscillations could have a confounding effect on the emissions measurements, 
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the operating range for the emissions testing was restricted to fairly lean operating conditions 
(i.e., equivalence ratio conditions between 0.42 and 0.48). 
 
The CO and unburned hydrocarbons were very small for all the test conditions reported in this 
section.  The NOx emissions ranged from 9 to 16 parts-per-million at 15% oxygen basis (see 
Table 5-12).  The equivalence ratio and the level of propane addition were used as independent 
factors in a 2x2 level factorial designed experiment.  A single-factor regression analysis shows a 
strong correlation with adiabatic flame temperature (see Table 5-13 and Figure 5-50). 
 
The effect of blending approximately five percent propane with the natural gas did not produce a 
significant effect on the NOx emissions over the range of conditions investigated in this 
experiment.  Although these results differ from the 100 percent premixed results of Hack and 
McDonell,16 they are consistent with Flores et al.63 in which a swirl-stabilized atmospheric 
burner was operated with and without a pilot fuel circuit.  Attempts to operate this test rig with 
lower levels of pilot fuel resulted in dynamic combustion instabilities which can confound the 
NOx emissions measurements.  Therefore, it was not possible to isolate the effects of the pilot 
from the effects of the combustion instabilities in this test rig. 
 
5.12 Summary and Conclusions 
 
In this section, fuel interchangeability effects on gas turbine combustor performance have been 
described in considerable detail.  The results presented in this section have focused on the 
underlying fundamentals of gas turbine combustion.  As a result, the conclusions represent 
generalizations that have some scientific foundation, but may not necessarily cover every engine 
specific condition.  Actual performance on operating engines could vary depending on individual 
design factors such as dynamic stability margin, flashback margins, control system design, etc.  
The following points are important outcomes of this work: 
 

• Since the mid-1990’s, lean premixed gas turbine combustor designs have become 
increasingly popular.  It is believed that fuel interchangeability issues will be most 
prevalent in these combustion approaches.  Since lean premixed approaches are relatively 
new to the industry, and very little information is available in the public literature, this 
effort has been focused toward premixed systems. 

 
• If there is adequate flashback margin designed into the combustion system, it is believed 

that flashback issues can be avoided for realistic changes in fuel composition.  Evidence 
suggests that although the laminar flame speeds for higher hydrocarbon species are 
higher than domestic natural gas, other work has shown that the turbulent flame speeds 
actually decrease with the addition of heavier hydrocarbon species.10  It is more likely 
that flashback events could be triggered by combustion instabilities which are discussed 
in more detail below. 

 
• Hack and McDonell and others have operated a premixed combustors on relatively high 

heating value fuels without any autoignition problems, however, there is relatively little 
fundamental data on auto-ignition delay times for hydrocarbon fuels at conditions of 
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interest to all gas turbines.  Thus, it is recommended that operational data and OEM 
experience be gathered. 

 
• Modeling results show that fuel jet penetration into a cross-flow is inversely proportional 

to the Wobbe Index of the fuel.  However, for “realistic” range of fuel compositions and 
typical premixer residence times, variations of fluid dynamic mixing as result of fuel 
variability is not expected to have a significant effect on NOx production. 

 
• Combustion instabilities are a significant concern for lean premixed systems, and a 

significant level of effort has been directed toward this issue.  The stability boundary and 
the observed pressure amplitude are not significantly affected by “realistic” variations in 
the fuel composition.  This statement is based on data collected from a lab-scale ring-
stabilized burner, a one-atmosphere swirl-stabilized combustor, and a pressurized swirl-
stabilized single-nozzle test rig.  As was pointed out by a reviewer, for engines operating 
right at the stability limit, this may indeed change the operating margin, but the effect 
observed here is small. 

 
• Dynamic system modeling results suggest a small shift in the phase and gain of the open-

loop response are observed when using fuels comparable to those expected in typical 
CNG and LNG blends.  For systems operating well inside their stability window this 
would suggest that changes in fuel composition may not pose a serious concern.  
However, systems that are marginally stable may experience difficulties in maintaining 
stability similar to those occurring as a result of typical variances in operating conditions 
(e.g., changing inlet air temperature). 

 
• Both experimental and modeling results show that significant differences in the stability 

boundary and pressure amplitude are observed for pure propane and propane diluted with 
nitrogen to obtain the same Wobbe Index as the baseline natural gas.  As already noted, 
for realistic natural gas composition ranges these changes are small. 

 
• A review of the publicly available literature suggests that NOx emissions will increase, if 

the concentration of higher hydrocarbon species (C2’s and higher) in the fuel increases.  
For diffusion flame combustors, it is believed that the NOx increase will be proportional 
to the natural logarithm of the flame temperature relative to some reference 
(i.e., methane) flame temperature (see Equation 5-1).  For 100% premixed systems, it is 
believed that the NOx emissions increase is some function of the higher hydrocarbon 
species (see Figure 5-5 and Equation 5-4).  Results from NETL’s high pressure test 
facility show no significant changes in NOx emissions as a function of adding as much as 
5% propane to the baseline natural gas (i.e., a nominal Wobbe increase from 1380 to 
1425 BTU/scf). 

 
5.13 Additional Information – Fuel Heating and Modified Wobbe Index 
 
This section was added after completing the main body of work to determine how fuel heating 
may affect the dynamic response of the combustor, and how, or if, the “Modified” Wobbe Index 
may be used to characterize these effects. 
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Fuel interchangeability has often been characterized by the classical Wobbe Index.  For a given 
fuel pressure drop, any fuel with the same Wobbe Index will produce the same heat input.  This 
is very useful for evaluating fuel interchangeability in self-aspirated burners.  In contrast, 
experimental results presented earlier have shown that the Wobbe Index may not be as useful at 
describing dynamic stability margins in premixed turbine combustors.  Nevertheless, the Wobbe 
Index is still a widely referenced parameter, and will likely still be used to discuss 
interchangeability.  A key question that emerged in the course of this work was whether or not 
fuel heating could serve as a means of compensating for changes in combustor performance with 
different fuel types.  Elevating the fuel temperature reduces the density of the fuel; however as 
the specific gravity and heating value calculations in the Wobbe Index are based on standard 
conditions with the fuel and air at the same temperature, the index does not capture this effect.  
An alternative approach is to utilize the Modified Wobbe Index (MWI) which includes a fuel 
temperature parameter.  MWI is defined by the following mathematical equation: 
 

fuel fuel

LHVMWI
SG xT

=  (5-24) 

 
Where, 

LHV = Lower heating value of the fuel gas (MJ/m3). 
SGfuel = Specific gravity of the fuel relative to air.  Equivalent to MWfuel/MWair. 
MWfuel = Molecular weight of the fuel gas. 
MWair = Molecular weight of dry air. 
Tfuel = Absolute temperature of the fuel gas (K). 

 
Maintaining a constant Modified Wobbe Index (MWI) will ensure that the required fuel nozzle 
pressure ratios are maintained during all modes of operation regardless of fuel composition.  
Constant pressure ratios could, for example, be useful to insure that premixer jet penetration is 
constant with different fuel types.  It should be recognized that existing fuel systems often use 
fuel heating to avoid difficulties with liquid dropout.  Does fuel heating offer a means of retuning 
the dynamics response of a combustor that is stable on some baseline fuel? 
 
Utilizing the model developed in Section 5.9, it is possible to vary the fuel temperature in an 
attempt to understand its impact on the dynamic response of the fuel injector and combustor.  
This model considers only the physical parameters that occur in the combustor such as changes 
in the fluid temperature, density, speed of sound, etc.  It does not consider how chemical 
changes, such as reaction times and flame speeds, may impact the occurrence of flashback, flame 
blow-off or combustion instabilities.  However, the model has been shown to be quite useful as 
large changes in the fuel injector impedance predicted by this model as a result of changing fuel 
composition did correlate well with experimental data in which significant deviations in the 
dynamic response were observed. 
 
Table 5-14 lists the fuel properties including fuel temperature, Wobbe Index and MWI that were 
evaluated.  Tests conducted on these fuels were used to generate the gain and phase plots shown 
in Figure 5-50 (a & b).  Five fueling options are given in Table 5-14 with two of the five having 
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the same composition but varied temperature in order to match the MWI of the baseline case 
given by Case “A’ which was 100% methane. 
 

Table 5-14:  Fuel Properties of Test Fuels. 
Fuel Blend 100% Methane High Methane High Methane High Propane High Propane 

Label A B C D E 
Methane 100 92.19 92.19 82.76 82.76 
Ethane 0 6.45 6.45 4.38 4.38 
Propane 0 0.92 0.92 11.06 11.06 
C4+ 0 0.43 0.43 0.37 0.37 
CO2 0 0 0 0.13 0.13 
N2 0 0 0 0.99 0.99 
Tfuel (K) 288 288 307 288 333 
Wobbe Index 1352 1392 1392 1443 1443 
MWI 71.82 74.12 71.80 77.12 71.72 
cfuel (m/sec) 442 423 441 391 447 

 
Case B and C are described as a high methane content fuel and its temperature was increased by 
19 K in order to match the MWI of Case A, while Cases D and E have a higher propane content 
which required an increase in fuel temperature of 45 K to obtain a similar MWI as Case A. 
 
Figure 5-50 (a & b) are plots of the amplitude and phase of the acoustic impedance inside the 
fuel injector for Case A – E.  Figure 5-50(a) shows that although increasing the temperature of 
the fuel to produce a similar MWI as Case A did move the respective responses closer to Case 
A’s, it was never able to duplicate it.  Additionally, in both Cases C and E there was only a small 
change in gain from Case B and D, respectively.  This response was echoed in the phase plots 
shown in Figure 5-50(b) where a similar phase was shown in all Case A – E although at different 
frequencies.  The observed change is most likely the result of a difference in the theoretical 
speed of sound caused by the temperature increase.  Table 5-14 also lists the speed of sound in 
the fuel which indicates both C and E are approaching the value calculated for Case A. 
 



5-72 

 
Figure 5-50:  Gain and Phase of Injector Impedance for Fuel Cases in Table 5-14. 

 
Additional fuels with higher propane content were also tested as shown in Table 5-15.  Recall 
from earlier in this section, that nitrogen diluent was used to reduce the Wobbe Index of a pure 
propane fuel to something which was comparable to the baseline 100% methane case (Case A).  
The modeling results of the amplitude and phase from these fuels are reproduced in Figure 5-51 
and Figure 5-52, respectively.  As was previously concluded, matching Wobbe Index alone did 
not appear to be a viable method for reproducing the dynamic response of the fuel injector.  As 
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with the results shown in Figure 5-50 (a & b), increasing the temperatures of the fuels containing 
higher concentrations of heavier hydrocarbons in order to match the MWI did improve the 
correspondence as shown with Case H compared to Cases A and G.  However, the large quantity 
of propane in Case H still resulted in a gain and phase for the fuel injector impedance that was 
considerably different than Case A.  The source of the discrepancy may be the result of a 
significantly different speed of sound that still exists irrespective of the matching MWI between 
Case A and H.  However, if we further increase the temperature of this fuel blend in order to 
achieve a similar speed of sound, as shown in Case I, a response was obtained that is nearly 
identical to Case A.  Thus, it would seem that matching the speed of sound was of greater 
importance in predicting the dynamic response of the fuel injector, than matching the Wobbe 
Index or even Modified Wobbe Index.  It is recognized that a fuel preheat of 760 K may be 
impractical, but this calculation shows the significant role of the speed of sound, and lower fuel 
preheat may be used with less dramatic changes in fuel blends. 
 

Table 5-15:  Fuel Specifications with High Concentrations of Propane. 
Fuel Blend 100% Methane 100% Propane Propane / 

Nitrogen 
Propane / 
Nitrogen 

Propane / 
Nitrogen 

Label A F G H I 
Methane 100 0 0 0 0 
Ethane 0 0 0 0 0 
Propane 0 100 62.3 62.3 62.3 
C4+ 0 0 0.43 0.43 0.43 
CO2 0 0 0 0 0 
N2 0 0 37.7 37.7 37.7 
Tfuel (K) 288 288 288 306 760 
Wobbe Index 1352 2034 1364 1364 1364 
MWI 71.82 110.35 74.03 71.82 45.57 
cfuel (m/sec) 442 247 278 286 442 

 
Although matching the speed of sound in the fuel blends to that of Case A does appear to provide 
a means of reproducing its dynamic response of the fuel injector, it can not be overlooked that 
the combustor model used here only considers physical parameters in the injector.  The model 
does not account for changes in the dynamic response of the flame itself.  In addition, the engine 
control system may compensate for a changing fuel preheat and may produce similar 
confounding effects.  As the fuel preheat is raised, the thermal input needed from the fuel will 
drop, producing subtle changes in fuel/air ratio.  For engines operating near their stability 
margin, this could lead to dynamic oscillations.  Specific conclusions depend on the engine, but 
the calculations shown here suggest that dynamics may be affected by fuel preheat.  The injector 
response is most directly described by the speed of sound in the fuel as a function of the fuel 
temperature, and not by the Modified Wobbe Index. 
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Figure 5-51:  Phase Plot for Cases of Table 5-15. 
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Figure 5-52:  Gain Plot for Cases in Table 5-15. 
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6 NATURAL GAS COMPOSITION:  SENSOR REVIEW WITH 
APPLICABILITY FOR TURBINE CONTROL 

 
6.1 Introduction 
 
6.1.1 Objective 
 
The conversion of energy via industrial gas turbines requires control systems which optimize 
efficiency, minimize pollutants, and protect hardware.  With these criteria in mind, the objectives 
of this white paper are to review the state-of-the-art gas composition sensors as potential 
solutions to adequately determine gas composition for industrial gas turbine applications. 
 
This review is motivated by both a projected widening in the diversity of the domestic natural 
gas supply as well as an increase in gas turbine performance requirements, which has elevated 
the perceived importance for utilizing fuel composition monitoring as a means for controlling 
turbine performance and emissions.  Modern dry low emission (DLE) gas turbines use lean 
premix (LPM) combustion technology where the fuel and air are deliberately premixed at fuel 
lean (excess air) conditions before combustion.  These combustion systems are susceptible to 
operational concerns such as dynamic pressure oscillations, lean flame blowout, and flashback.  
The stability margin for DLE turbines is significantly smaller than the margin for older diffusion-
flame technology operating closer to stoichiometric conditions.  Many DLE systems are 
operational worldwide, and gas supply stability issues can have a major economical and 
environmental impact for industrial applications (e.g., power generation).  One obvious method 
for mitigating the effects of an unstable fuel supply is monitoring the fuel quality and controlling 
the combustion system accordingly.  In fact, some engine OEMs are already applying gas 
composition sensors for engine control.  In Riccius, et al.,1 a novel infrared (IR) sensor is used to 
measure fuel composition for turbine control.  In this example, the gas supply contains transient 
levels of C2+ that motivate the implementation of gas composition monitoring for maintaining 
turbine performance. 
 
Low emission power-generating technologies, like DLE turbines, are important for achieving the 
Department of Energy’s ultimate goal of zero-emissions advanced power systems.  Recent 
changes in the department’s gas turbine program have placed emphasis on turbines operating 
with coal-derived synthesis gas (syngas), and eventually pure hydrogen, as a fuel.  Syngas 
composition is made up of mainly hydrogen, carbon monoxide, and carbon dioxide.2  For syngas 
turbines, the challenges related to fuel composition will be similar to those for natural gas fired 
turbines.  The syngas fuel will likely be generated locally by a coal-fired gasification system as 
part of a total power plant configuration such as an Integrated Gasification Combined Cycle 
(IGCC) plant.  Although this less-diverse local-production of the syngas fuel will conceivably be 
more predictable, the possibility exists for transients in operations and subsequent fuel 
composition changes that can have a similar effect on gas turbine operations.  However, the 
object of this report is related to the changing natural gas properties causing operational 
problems for low-emission combustion systems.  Therefore, this report will focus on sensors 
capable of determining natural gas composition to mitigate the issues related to natural-gas-fired 
turbines. 
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6.1.2 Natural Gas 
 
Processed natural gas is composed mainly of methane (~90%).  For example, the natural gas 
composition shown in Table 6-1 is derived from weekly samples of the gas supplied to the 
National Energy Technology Laboratory (NETL) in Morgantown, West Virginia., from January 
to December 2005.  The table shows the mean, standard deviation (STD), maximum, and 
minimum values computed from the gas chromatograph analysis results.  The STD indicates 
long-term stability of the gas supply with approximately 2% variation in methane concentration.  
However, the minimum and maximum data indicate a wider variation.  Although the specific 
reason for the composition swing is not known, and the composition changes were not monitored 
at sufficient frequency to provide a time scale for the supply transients, the data does show a 
change of approximately 8% methane replaced mainly by ethane. 
 
Unprocessed natural gas, however, can contain hydrocarbons ranging from methane to noanes 
plus (C1 - C9+) and non-hydrocarbon species such as nitrogen (N2), oxygen (O2), carbon dioxide 
(CO2), helium (He), hydrogen sulfide (H2S), and water vapor (H2O).  Gas composition may vary 
widely from source to source and increases in the demand for natural gas as well as other 
economic factors are broadening the diversity of sources, and heightening the concern for a 
stable gas composition supplied to the end-user.  Furthermore, the boost in imported liquefied 
natural gas (LNG) being introduced into the domestic supply are also contributing to these 
concerns due to the higher range of heavier hydrocarbons (C2+) contained in LNG. 
 
The Federal Energy Regulatory Commission (FERC) and other government agencies are 
teaming with industry and academia to review issues related to the domestic natural gas supply.  
Recent white papers from technical working groups, known as NGC+, provide detailed 
discussions of the issues for natural gas interchangeability,3 and the issues surrounding natural 
gas liquids and liquid dropout.4,5 
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Table 6-1:  Average NETL Natural Gas Composition and the Standard Deviation for 2005. 
Natural Gas Mean STD Maxium Minimum
Species Volume fraction
CH4 0.9174 0.0235 0.9681 0.8851
C2H6 0.0556 0.0196 0.0836 0.0186
C3H8 0.0084 0.0028 0.0135 0.0019
C4 (various) 0.0031 0.0011 0.0052 0.0006
C5 (various) 0.0013 0.0005 0.0021 0.0003
C6 (various) 0.0006 0.0002 0.0011 0.0001
C7+C8 (various) 0.0004 0.0002 0.0008 0.0001
N2 0.0111 0.0027 0.0192 0.0053
O2+Ar 0.0009 0.0013 0.0096 0.0000
H2 0.0000 0.0000 0.0000 0.0000
CO2 0.0012 0.0004 0.0024 0.0005

AvgMolWt. 17.5166 0.4228 18.0251 16.5826
StoichRatio 10.0770 0.2222 10.3354 9.5222
Moles CO2/Mole Fuel 1.0802 0.0305 1.1156 1.0067
Moles H2O/Mole Fuel 2.0657 0.0314 2.1013 1.9821
HHV (mBTU/scf) 1.0651 0.0233 1.0920 1.0070
HHV (mBTU/LB) 23.0844 0.1339 23.4276 22.7763
HHV (cal/g) 12824.6086 74.3714 13015.2922 12653.4447
LHV (mBtu/Lb) 20.9637 0.1234 21.2759 20.6799
LHV (cal/g) 11646.4986 68.5649 11819.9327 11488.7865
C/H ratio 0.2611 0.0036 0.2653 0.2533   

 
6.1.3 Thermodynamic Considerations in Burning Hydrocarbons 
 
Various hydrocarbon mixtures will release different amounts of energy during combustion.  
However, if one knows the composition, then the amount of energy released during a complete 
burn can be predicted from the change in enthalpy (or enthalpy of combustion).  The change in 
enthalpy is calculated by: 
 

∑∑
==

Δ−Δ=Δ
j

n
nreact

i

m
mprodTot HHH

1
,

1
,  

 
The heat of combustion (or heating value) is a positive number equal to the magnitude of the 
enthalpy of combustion.  The higher heating value (HHV) of the fuel is calculated by assuming 
all of the product water has condensed to a liquid, thus extracting the most amount of energy 
from the reaction.  The lower heating value (LHV) assumes the water remains in a gas phase.  
For example, the following enthalpy data (Table 6-2) was acquired using FACT-Website6  (Note:  
1 joule = 0.0009478171 BTU). 
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)g(2)g(2)g(2)g(4 OH2COO2CH +→+  
 

Table 6-2:  Methane Thermodynamic Combustion Data as a Function of Temperature. 
A negative change of enthalpy indicates that the reaction is exothermic (gives off heat). 

T(K) Delta_H(kJ) Delta_G(kJ) Delta_Vol(l) Delta_S(J/K) Delta_Cp(J/K) Keq 

------ CH4(g)  + 2O2(g)  CO2(g) + 2H2O(l) ------ 

298.15 -890.3 -818.0 -4.8E+01 -242.5 93.5 2.0E+143 

300 -890.1 -817.5 -4.9E+01 -241.9 93.4 2.2E+142 

373.5 -883.2 -800.5 -6.1E+01 -221.5 93.8 8.9E+111 

------ CH4(g) + 2O2(g)  CO2(g) + 2H2O(g) ------ 

H2O(1 mol):  DH = 40.8 kJ DG = 0 ------ DS = 109.385 J/K 

373.50 -801.6 -800.5 0 -2.7 9.5 8.9E+111 

400 -801.3 -800.4 0 -2.1 9.1 3.3E+104 

500 -800.5 -800.3 0 -0.3 6.5 4.0E+83 

600 -800.0 -800.3 0 0.6 3.6 4.7E+69 

700 -799.8 -800.4 0 0.9 0.8 5.3E+59 

800 -799.8 -800.5 0 0.9 -1.5 1.8E+52 

900 -800.1 -800.6 0 0.6 -3.3 2.9E+46 

1000 -800.5 -800.6 0 0.1 -4.7 6.6E+41 

 
As shown in Table 6-3, one can consider the enthalpy of combustion (kJ/mol) of all major 
natural gas composition materials.  Assuming the combustion temperature is 400 K, a slight 
change in the natural gas composition, e.g., 1 mol% of methane is replaced by 1 mol% of ethane, 
would result in a change in the energy produced by burning: 
 

[(-1425.5) – (-801.3)] kJ/mol * 0.01 = -6.241 kJ/mol 
 



6-5 

Table 6-3:  Enthalpy of Combustion (kJ/mol) for Methane (CH4), Ethane (C2H6), 
Propane (C3H8), Butanes (C4H10), Hydrogen Sulfide (H2S), and 

Carbon Monoxide (CO) at the Temperature between 298 K to 1000 K. 
T(K) Methane Ethane Propane Butanes H2S H2 CO 

H2O(l) ------ 
298 -818.0 -1559.8 -2220.0 -2878.6 -562.2 -571.7 -566.0 
300 -890.1 -1559.6 -2219.7 -2878.0 -562.1 -571.5 -566.0 
373 -883.2 -1548.7 -2205.1 -2861.1 -559.3 -566.9 -566.0 

H2O(g) ------ 
373 -801.6 -1426.2 -2041.7 -2657 -518.5 -485.2 -566.0 
400 -801.3 -1425.5 -2040.8 -2656.5 -518.6 -485.7 -567.0 
500 -800.5 -1422.4 -2036.6 -2655.5 -518.8 -487.7 -567.3 
600 -800.0 -1418.8 -2031.5 -2655.6 -519.0 -489.5 -567.3 
700 -799.8 -1414.7 -2025.8 -2656.7 -519.2 -491.3 -567.1 
800 -799.8 -1410.1 -2019.3 -2658.5 -519.3 -492.9 -566.6 
900 -800.1 -1404.5 -2012.2 -2661.0 -519.6 -494.4 -566.0 

1000 -800.5 -1399.5 -2004.5 -2663.8 -519.8 -495.7 -565.3 
 
Similarly, the following table, Table 6-4, shows the relative heat change caused by the change of 
the natural gas composition between different gases.  That is, the values in the table provide the 
change of heat after complete combustion when 1 mol% of the original gas on the left column is 
replaced by 1 mol% of the current gas, which is listed along the top row. 
 

Table 6-4:  Enthalpy Change (kJ/mol) After Burning when 1 mol% of the Gas in the Left 
Column is Replaced by 1 mol% of the Gas Listed in the Top Row. 

 Methane Ethane Propane Butanes H2S CO2 N2 H2 CO 

Methane 0 -6.241 -12.395 -18.551 2.828 8.013 8.013 20.408 20.408 

Ethane 6.241 0 -6.153 -12.310 9.069 14.255 14.255 26.565 26.565 

Propane 12.395 6.153 0 -6.157 15.222 20.408 20.408 5.186 5.186 

Butanes 18.551 12.310 6.157 0 21.379 26.565 26.565 0 0 

H2S -2.828 -9.069 -15.222 -21.379 0 5.186 5.186 0 0 

CO2 -8.013 -14.255 -20.408 -26.565 -5.186 0 0 0 0 

N2 -8.013 -14.255 -20.408 -26.565 -5.186 0 0 0 0 

H2 -3.156 -9.397 -15.551 -21.707 -0.328 4.857 4.857 0 -0.812 

CO -2.343 -8.584 -14.738 -20.895 0.484 5.670 5.670 0.812 0 

 
As an example, the values in the table indicate that a 1 mol% increase in butanes (and 1 mol% 
less in methane) will produce a change of heat energy by 18,551 J/mol.  Assuming that the 
composition initially was purely methane and that it was being burned to completion, this change 
represents ~ 18,551/800,000 ~ 2.3% change in the energy content.  The energy content of the 
fuel will effect the combustion temperature depending on the operating equivalence ratio of the 
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system.  Small increases in the heavier gas content (propane and butanes) relative to the lighter 
gases (methane) will produce much more heat and so increase the burn temperature.  The 
opposite will occur if the combustible gas composition is diluted by non-combustible materials 
such carbon dioxide. 
 
For many applications, the gas composition changes are transparent unless a problem arises due 
to changes in the burning characteristics of the fuel.  The Wobbe Index is widely used for 
defining domestic gas quality to the end-user, 
 

SGgas
HHVWI =  

 
where HHV is the calorific (higher heating value) value of the fuel (BTU/scf), and SGgas is the 
specific gravity of the fuel with respect to air.  The Wobbe Index is proportional to the heat flux 
of a given gas mixture through an orifice.  The Wobbe Index for the average data in Table 6-1 is 
1370, with less than 1% standard deviation indicative of a stable supply. 
 
Traditionally, a variety of parameters are used to characterize gas quality for the end user.  In 
industrial and power generation applications, a different index known as the modified Wobbe 
Index is used to define natural gas quality, 
 

TgasSGgas
LHVMWI

⋅
=  

 
where LHV is the lower heating value of the fuel and Tgas is the temperature of the fuel.  The 
MWI is used to account for heating of the fuel, and the unrecovered heat from water vapor 
formed during combustion. 
 
Strict emission regulations require industrial and power applications to employ low-emission 
combustion technology which entail expensive treatments after exhaust to control emissions.  In 
state-of-the-art natural-gas-fired turbines, like those used for power generation, lean premixed 
(LPM) combustion technology is used to minimize nitrogen oxides (NOx) and carbon monoxide 
(CO) pollutants and to eliminate the need for treatments after exhaust.  In LPM systems, the fuel 
and air are premixed to fuel-lean (excess air) conditions before combustion.  The combustion 
flame is aerodynamically stabilized where the burning velocity matches the flow velocity of the 
fuel-air mixture.  To achieve low emissions, the system must operate near the lean flammability 
limit, where the combustor is most susceptible to operational concerns such as combustion 
dynamics, flashback, and lean blowout.5  Hence, changes in gas composition can be very 
problematic for stable and safe equipment operation in state-of-the-art industrial gas turbines. 
 
This paper will explore the available sensor technology to measure gas composition.  Sensors 
and controls can be applied in many end-user applications to reduce the impact of gas 
composition variations and facilitate more reasonable regulations.  Naturally, depending upon 
the technology, the economics of applying sensors for many low-cost residential applications 
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may be prohibitive.  For industrial and power applications, however, this is not the case.  A more 
detailed discussion of industrial gas turbines and the potential benefit follows. 
 
6.1.4 Summary of Gas Composition Effects on Gas Turbine Performance 
 
Low-emission gas turbines are designed to operate on a nominal fuel quality (i.e., MWI), and the 
system is capable of handling limited MWI variations due to the temperature limits of the 
hardware components, permitted emissions performance, and the lean flammability limit of the 
system.  For owners and operators of gas turbines, achieving low exhaust emissions is secondary 
to the reliability, availability, and maintainability (RAM) of the engine.  Sophisticated control 
strategies and design changes have been implemented with the goal of maintaining low exhaust 
emissions while providing robust operability to protect the hot gas path components both 
upstream and downstream of the combustor.  Even with elaborate control schemes, state-of-the-
art natural-gas-fired turbines maintain a wide operating margin, away from the lean blowout 
limit, compromising emission performance for operability.7  With adequate stability margins, 
however, robust operability is achieved over a wide MWI range.  In advanced combustor 
testing,8 premixed operability was maintained over a 20% variation in MWI, however the affects 
on emissions or potential turbine hardware damage for operations outside the designed limits 
were not discussed.  The reluctance of original equipment manufacturers (OEMs) to minimize 
the stability margin stems from a lack of durable-responsive in situ combustion monitoring, and 
the many factors that can change the lean blowout limit during operations including component 
wear, environmental changes, and variations in fuel composition. 
 
Perhaps the most important operating parameter for LPM combustors is equivalence ratio.  The 
equivalence ratio is defined as the operating fuel-to-air ratio divided by the stoichiometric fuel to 
air ratio. 
 

tricstoichiomeAirFuel
AirFuel

)/(
)/(

=Φ
 

 
When values for equivalence ratio are less than one, it is described as a fuel-lean, or lean 
equivalence ratio, and when greater than one it is a rich equivalence ratio condition.  Low NOx 
emissions are achieved at lean equivalence ratios, where turbines are tuned for the regional gas 
composition to maintain premixed operability at a relatively constant combustion temperature.  
Changes in fuel composition can change the equivalence ratio and burning velocity (flame 
speed) of the fuel, even at constant MWI, resulting in operational concerns such as dynamic 
pressure oscillations, flashback, and lean blowout. 
 
Combustion dynamics are a result of thermoacoustic coupling between the combustion heat 
release and the acoustics of the hardware.  Changes in equivalence ratio and therefore 
combustion temperature can trigger the thermoacoustic coupling and potentially cause expensive 
hardware damage if mitigation strategies are not used to minimize the magnitude of the pressure 
pulsations. 
 
At lean equivalence ratios, the flame speed of heavier hydrocarbons is greater than the flame 
speed for methane.  Changes in concentration of heavier hydrocarbons (C2 and above) can 
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change the burning velocity and increase the propensity of flashback or lean blowout in LPM 
combustors.  Flashback is when the flame moves back into the premixing fuel injector, where 
hardware damage can occur quickly.  Flashback can be triggered by increases in the flame speed 
and/or decreases in flow velocity.  Lean blowout, on the other hand, is when the flame is 
extinguished due to a decrease in flame speed and/or increase in flow velocity.  With rapid fuel 
composition changes, the possibility for flashback or lean blowout can also change rapidly, thus 
reducing the feasibility of using in situ or post-combustion measurements for control, and 
providing motivation to use fuel composition monitoring for controlling gas turbine combustion.  
Some engine OEMs are already applying more responsive fuel gas composition sensors for 
engine control, based on the concern of changing concentrations of higher hydrocarbons (C2+) in 
the fuel.  In Riccius, et al.,1 a novel infrared (IR) sensor is used to measure fuel composition for 
turbine control.  A review of IR sensor techniques is discussed later in this document. 
 
6.2 Gas Turbine Control 
 
The energy output of a power-generating gas turbine is controlled based on the electric load 
requirements.  The gas turbine handbook is a good resource for understanding the different gas 
turbine technologies and configurations.9  A common configuration for power applications is a 
single-shaft combined-cycle configuration, where the gas turbine, steam turbine, and generator 
are connected by a single shaft.7  For single shaft power systems, the turbine is directly coupled 
with the generator, and the shaft speed (i.e., turbine speed) is maintained to provide the proper 
frequency over a wide range of load demands.  The mass flow of fuel and air to the turbine 
combustor is controlled to maintain the turbine speed.  The ratio of fuel and air, or equivalence 
ratio, to the combustor determines the combustion temperature and is controlled with the goal of 
achieving constant turbine inlet temperature (TIT) over the load range.  The flow control for both 
air and fuel differ based on the original equipment manufacturer (OEM) configuration.  A recent 
evaluation of control strategies for gas turbine plants10 indicates the importance of maintaining a 
constant TIT for both thermodynamic and economic benefits. 
 
The air flow to each local combustion zone is controlled by the pressure drop across the 
individual premixers.  For large turbines, several premixers comprise a combustion can, and 
several cans around the annulus of the turbine form the turbine combustion system.7  Fuel flow is 
supplied to the premixer through a pressurized fuel manifold.  The manifold pressure and the 
pressure drop through the fuel path of the premixer regulate the fuel flow.  Fuel flow control is 
achieved by changing the manifold pressure.  State-of-the-art systems use a more complex fuel 
delivery system where the fuel is supplied by multiple manifolds.7  When more power is needed, 
an appropriate increase in both the fuel and air must be made simultaneously to maintain a 
consistent TIT.  At the same power, however, a change in gas composition will require 
adjustments of only one, either the fuel or air, to maintain the TIT. 
 
6.2.1 Potential Control Solutions 
 
A possible solution to maintaining flame stability without compromising emissions is to employ 
the necessary in situ combustion monitoring and fuel-control hardware for local combustion 
control.  A case-in-point is the automotive and natural gas internal combustion (IC) engine 
industries, where direct fuel injection and exhaust-mounted oxygen sensors are being used for 
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local fuel/air ratio control, resulting in robust operability and low emissions.  However, this is a 
potential solution for gas turbine combustors only if precursors to critical events (e.g., flashback, 
lean blowout) are detected in sufficient time to prevent them from occurring.  Unlike the IC 
engine, turbines are continuously fired.  To prevent the onset of instabilities, flashbacks, or 
flameout conditions, significant changes in the gas composition must be detected and 
compensated for before combustion.  In other words, it may be too late to apply corrective action 
once the flame is anchored inside the premixer (flashback), or the flame is extinguished (lean 
blowout). 
 
For changes in gas composition, several control options are feasible.  For example, the 
temperature of the fuel could be increased to maintain a constant MWI.  The time required for 
this is based on the capabilities of the fuel heating system.  Generally, the heating time required 
for large volume flows will limit this control option to slow transients.  Another option is to 
change the fuel flow to maintain a constant equivalence ratio.  Turbine fuel control valves are 
very responsive, some capable of full-range actuation in less than one second.  The volume of the 
manifold will impact the total response time, but fuel-flow control is certainly feasible and 
potentially the best option for transients in gas composition.  The third option is to control very 
fast momentary shifts in gas composition by engineering design changes to the fuel delivery 
system which will provide the necessary volume and mixing capability to slow the transient (by 
mixing) to the capabilities of the fuel control system.  It is noted that rather than measure the fuel 
composition, some combustion behavior like dynamics can be measured directly, and fuel split 
adjustments between pilot and main can be used to accommodate changing fuel composition, or 
ambient effects.  This approach is practiced in some existing applications, but the (empirical) 
retuning of flow splits may be different with widely different fuel composition.  This emphasizes 
the value of future, real-time composition monitoring and control.  
 
To achieve robust control of the combustor in the wake of transient gas-composition changes 
requires a responsive gas-composition sensor for continuous monitoring.  The remaining issues 
for sensors include lifetime, physical size, costs and, most importantly, the capability to 
accurately determine composition during changing fuel properties.  To match the capabilities of 
the fuel control systems, the sensor should provide an accurate measure of fuel composition 
within one second.  The sensor should be capable of individual species measurements for 
accurately determining the MWI and equivalence ratio changes, and the rate of change of these, 
due to changing gas composition.  Ideally, the proposed sensor should be capable of measuring 
hydrocarbons ranging from C1–C9+ as well as additional species, such as N2, O2, CO2, He, H2S, 
and H2O.  Obviously, other measurements are necessary to accurately determine MWI and 
equivalence ratio, but it is reasonable to expect measurements such as flow rates, pressure, and 
temperature measurements to exist as part of the industrial system. 
 
Below, we review the state-of-the-art sensors for natural gas composition monitoring.  Emphasis 
is placed on species currently found in the natural gas supply, a 0.1% volume fraction accuracy, 
and a minimum sample rate of one second for complete composition determination. 
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6.3 Gas Composition Sensors 
 
6.3.1 General Comments Regarding Chemical-Sensing Technologies 
 
Discerning one chemical species from another plus the quantitative concentration of each 
requires multiple pieces of information and hence multiple measurements.  This can be 
accomplished in various manners only with certain physical measurement mechanisms.  For 
example, simply measuring the specific heat of a sample containing a mixture of elements yields 
a single data point, the integrated specific heat.  One has information, but it is not clear how 
many different materials are present, or at what concentrations.  The same could be said of 
measuring the electrical resistance, thermal conductivity, viscosity, mass, or optical absorption at 
a single wavelength.  However, if any of these physical attributes varies uniquely over some 
parameter that can be varied in time, then multiple measurements can be taken as the parameter 
is varied.  If there is not too much overlap between the response function of any two of the 
material species, then it may be possible to separate the responses and thus discern how much of 
each of the species exists.  The parameter that is varied must be controlled during the 
measurement.  Typically, this might be done in time but in some cases could also be done in 
physical space or with multiple sensor detectors.  Most commonly, the response function to a 
given species has breadth with respect to the measurement parameter.  This breadth, especially 
for high species concentrations, can also result in response overlap. 
 
Many chemical species measurement applications are concerned with contamination 
measurements, or very small amounts of one material in a large amount of a background 
material.  Hence, the properties of the background material must be invariant or sufficiently non-
interacting with the measured so that its signal does not interfere.  However, the natural gas 
composition application is considerably different from this more common contamination 
measurement application.  This means that many of the sensors to be discussed have not been 
studied in these high concentration regimes. 
 
6.3.2 Traditional Laboratory Sensor Technologies 
 
Natural gas is a mixture of multiple combustible hydrocarbon gases and non-combustible gases.  
Although it consists primarily of methane, it can also include ethane, propane, butane and 
pentane as well as high quantities of non-combustibles, such as carbon dioxide, nitrogen, and 
water.  The composition can vary significantly11 as shown in Table 6-5. 
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Table 6-5:  Typical Composition of Natural Gas.11 
(Used With Permission) 

Component Formula Range (vol. %) 

Methane CH4 70-90% 

Ethane C2H6 0-20% 

Propane C3H8  

Butane C4H10  

Carbon Dioxide CO2 0-8% 

Oxygen O2 0-0.2% 

Nitrogen N2 0-5% 

Hydrogen sulfide H2S 0-5% 

Rare gases Ar, He, Ne, Xe trace 

 
The most commonly employed laboratory instruments for gas-composition determination utilize 
either gas chromatography or mass spectroscopy.  These two techniques are closely related in 
that they are based upon the separation of the gas species followed by detection or by direct 
separation and detection.  The separation process can be performed by various methods, as can 
the detection.  The strongest distinction between these two techniques is the introduction of a 
column in the chromatography technique, through which the gas must pass.  The column 
provides a pathway, which tends to separate the species based upon molecular size, charge, 
polarizability, and other physical parameters which limit interactions between the gas species 
and the column materials.  Hence, the species exit the column temporally.  The traditional mass 
spectrometer utilizes other methods of species separation based primarily upon the mass and the 
charge of the ionized species.  These separations are thought of as being part of the detector or 
detection process.  Obviously, the separation technique of gas chromatography can be combined 
with the further separation techniques of mass spectroscopy resulting in a blurred distinction 
between the instruments. 
 
6.3.2.1 Gas Chromatographs 
 
6.3.2.1.1 Introduction and General Comments 
 
A Gas Chromatograph (GC) separates the various components of a complex gas mixture by 
using an appropriate column for sorption and desorption events, which results in the transport of 
the various species of the gas mixture at different rates to the detector.  An inert carrier gas 
(e.g., nitrogen, helium, etc.) is used to transport the gas sample through the columns. 
 
The GC is widely used in laboratory and industrial applications for monitoring gas composition.  
The time required for transport of the various species through packed columns prevents 
continuous monitoring and limits the response time of the instrument. 
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6.3.2.1.2 Gas Chromatography Instrumental Components 
 
The basic components for a typical GC instrument are (1) a carrier gas system, (2) a sampling 
system, (3) a column system, and (4) a detector system. 
 
Carrier Gas 
The carrier gas system contains the chemically inert carrier gas, and the necessary flow control 
hardware for controlling and metering the flow of the carrier gas to the required level for 
transporting the sample through the column.  The type of inert carrier gas used will depend on 
the desired transport efficiency and the type of detector used in the GC. 
 
Sample Inlets 
The sampling system is designed to vaporize the sample and will vary depending on the intended 
sampling of gas, liquid, or solids.  The sample system has a heater to maintain the appropriate 
temperature for introducing a vaporized sample at the head of the column. 
 
Columns 
The GC column is used to separate the main species of the sample and is typically either a 
packed or capillary design.  The packed column contains layers of coated solid inert support 
material which are designed to promote the sorption and desorption of the sample for effective 
separation.  The capillary column is designed to use the coated wall of the capillary itself for 
separation, and as a result, has much smaller diameter. 
 
Detectors 
The detector, which is located at the end of the column, produces a response that is proportional 
to the amount (mass or concentration) of the component that is separated by the column. 
 
6.3.2.2 Mass Spectrometers 
 
6.3.2.2.1 Introduction and General Comments 
 
Several types of Mass Spectrometers (MS) have been developed, as described below.  All types 
measure the mass-to-charge ratio of ionized gaseous atoms, molecules and molecule fragments.  
This creates a signal composed of peaks versus atomic mass number and is referred to as the 
mass spectrum of the sample. 
 
The mass spectrum is generated by first ionizing all species and then accelerating them with an 
electric field.  The ions are separated by their momentum distribution.  The ions are monitored 
via charge detection as they impact, or approach, one or more detectors.  The signal results are 
then used to calculate volume concentrations.  Special precaution in the instrument design or 
signal interpretation must be used to avoid creating multiple ionization from the initial electron 
impact. 
 
Each mass peak can be uniquely assigned to an element when singly charged, monomolecular 
gaseous atoms are present in a sample.  However, other species and anomalies can make 
identification between mass spectrum peak and elemental form more difficult.  For example, 
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different molecules with the same mass number will all appear as a single species.  Likewise, 
double charging of a molecule can occur in the ionization process.  Overlap between peaks, due 
to non-zero peak width, can make it difficult to distinguish species.  The effect of rare stable 
isotopes of the principal constituent elements of gas streams (H2, C13, N15, O17, O18, S33, S34, and 
S36) may contribute signals.  For molecules, one peak is produced with the same mass as the 
parent molecule.  This is known as the “parent ion”.  In addition, peaks from multiple charged 
molecular ions and molecular fragments are created.  For a single compound, the collection of 
peaks is referred to as the fragmentation pattern.  Interpreting the fragmentation pattern is useful 
to distinguish species with (nearly) the same mass, e.g., CO and N2 at mass 28. 
 
Sample time may be a consideration in applying mass spectrometry to natural gas analysis.  Mass 
spectrometers operate in a data cycle that progresses through the various masses.  A time delay is 
required to allow parameters to stabilize before data acquisition for the next mass can begin.  If 
the sampled gas composition changes during the mass spectrum acquisition, this can lead to 
errors in signal interpretation.  Where significant, this problem can be solved if all the monitored 
ions are created at the same time.  This can be accomplished by using arrays of detectors for 
simultaneous measurement or with time-of-flight mass spectrometers. 
 
Thus, there are multiple factors which affect the accuracy of mass spectrometer measurement 
and signal interpretation.  For this reason, different types of mass spectrometers have been 
developed.  Common mass spectrometer designs with varying capabilities are listed in Table 6-6. 
 

Table 6-6:  Common Mass Spectrometer Types. 

Sensor Price 
($k) Size Species 

Gas Composition 
Update Rate 

(Data Sets/Second) 

Scanning 
Magnetic Sector 40 - 100 60” H x 30” x 

30” (Typical) 

H2, He, CH4, H2O, N2, 
CO, C2H6, O2, H2S, Ar, 
CO2, C3H8, SO2, COS, 
CS2, and hydrocarbons 

> C4 

< 0.1 

Scanning 
Quadrupole 10 - 100 Benchtop “            “ > 1 

Time-of-Flight > 10 Benchtop “            “ > 10 
Detector Array 
Magnetic Sector > 10 Benchtop “            “ 1000 

 
Other types of mass spectrometers include cyclotron resonance, Fourier transform, and ion trap 
instruments.  Some of these are less accurate and more prone to various data artifacts,12 but have 
other advantages.  More details on some types of mass spectrometers are given below. 
 
6.3.2.2.2 Mass Spectrometer Instrumental Components 
 
A mass spectrometer produces the mass spectrum for determination of a sample’s composition.  
The three main components of a mass spectrometer are (1) the ion source, (2) the mass analyzer, 
and (3) the detector. 
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Ion Source 
 
Electron Ionization (EI) and Chemical Ionization (CI) techniques are employed to ionize the 
gases and vapors of the sample.  Electron Ionization sources use a collimated beam of electrons 
that impact the sample molecules and force the release of an electron.  Chemical ionization is 
achieved by using a chemical to promote ionization during collisions in the source.  Both ion 
sources can cause fragmentation of the molecule into smaller ions and neutral fragments, and 
generate both negative and positive ions.  However, only the positive ions are transported to the 
mass analyzer and detector. 
 
Mass Analyzers and Detectors 
 
The mass analyzer is used to separate the positively charged molecules based on the mass to 
charge ratio. Several types of mass analyzers exist:  magnetic sector, quadrupole, ion traps, time-
of-flight, Fourier transform, and ion cyclotron resonance.  The more common analyzers are the 
magnetic sector, quadrupole, and ion trap types.  Brief descriptions of the various types are given 
below. 
 
Scanning Magnetic Sector Mass Spectrometers 
A scanning magnetic sector mass spectrometers are based upon the use of the Lorentz force on a 
charged particle, F = q(E+vxB), where q is the charge of the ion, E is the electric field vector, v 
is the velocity vector of the ion and B is the magnetic field vector.  The ions are first accelerated 
with the electrical field and then deflected with a perpendicular magnetic field toward a detector. 
 
The radius of curvature of the ion trajectories is inversely proportional to the square root of the 
mass, producing well-defined ion beams for each mass, deflecting to a greater degree the more 
charged and faster-moving, lighter ions.  One ion is detected at a time by switching, or scanning, 
the magnetic field strength or static electric field strength to route the selected beam through a 
slit to a single detector.  The analyzer can be used with fixed field values to select a narrow range 
or a single mass (mass to charge ratio) value, or it can be used to scan through a range of 
expected masses. 
 
The accuracy and stability of the scanning magnetic sector mass spectrometers are the best 
available among commercial mass spectrometers.12  Magnetic sector instruments can run for 
weeks on multi-component mixtures without recalibration.  More complex gas mixes, though, 
will require more frequent recalibrations due to the sensitivity of calculated gas concentrations to 
small changes in the fragmentation patterns. 
 
Some drawbacks include the time required to monitor all the required masses, the range being 
from seconds to tens of seconds depending on how many masses are monitored.  The varying of 
large magnetic fields is usually slow.  And the mass spectrometer is large. 
 
Only a subset of the mass range of 1 to 100 or 1 to 200 amu (Atomic Mass Unit) is typically 
monitored due to time constraints, because sampling the entire mass range would decrease the 
throughput by an order of magnitude.  Selecting which masses to monitor involves assumptions 
about the gas composition.  Unexpected components can produce errors in calculated 
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compositions of expected components.  The cost is around $100,000.  With some compact units 
(cycloidal mass spectrometers) available for $40,000. 
 
Scanning Quadrupole Mass Spectrometer 
An electric quadrupole is a four-fold symmetric gradient field arrangement originating from four 
charge sources.  By constructing this with cylindrical metal rods or wires, the field geometry is 
cylindrical and does not vary along the z-axis.  A quadrupole mass analyzer uses four parallel 
metal rods connected together electrically.  When a charged particle travels along the z-axis 
through these gradient fields, it is deflected.  However, if the fields are properly varied in time, 
the charged particle deflection direction can be reversed back and forth temporally.  If the 
deflection rate and the velocity are chosen appropriately, the charge particle propagates along the 
z-axis without colliding with the rods or escaping from the quadrupole field region.  At this point 
the particle motion is said to be in resonance.  This scanning of the mass-to-charge ratio, by 
varying the voltages, allows selection of a particular ion.  Mass analysis is performed 
sequentially in time. 
 
Quadrupoles are more compact than magnetic sectors and can switch between masses faster.  A 
set of masses can be sampled several times a second with some designs.  Sensitivity is higher 
than the case with a magnetic sector because some quadrupoles can operate at a higher pressure 
within the vacuum chamber (e.g., more ions are available). 
 
Quadrupole mass spectrometers tend to be less stable than magnetic sector instruments and 
require frequent calibration (much more frequently than magnetic sectors, based on past 
experience).  Maintenance is expected to be more frequent than with magnetic sectors due to the 
accumulation of static charges on contaminated areas of the quadrupole rods.  Resolution is 
dependent upon the length of the mass analyzer, which is difficult to make into a compact 
device.  Only a subset of the mass range is monitored due to time constraints, leading to errors if 
unexpected components are present.  The cost runs from less than $20,000 for the least 
expensive units (known as residual gas analyzers), to $100,000. 
 
Ion Trap Mass Spectrometer 
An ion trap uses two foci-facing hyperbolic metal electrodes and a third hyperbolic ring 
electrode halfway between them, and AC ~ 1 MHz and DC electric fields to trap ions in space.  
The AC field oscillates in phase between the two facing hyperbolic electrodes and out of phase 
with the center hyperbolic electrode to trap the ions.  The subsequent ion cloud that forms will 
vary with the AC field, resulting in long thin or short wide ion clouds.  When the ion trap is used 
in conjunction with a quadrupole separation technique (described in a previous section) 
improved signal to noise and reduced size of the mass spectrometer are achieved. 
 
Time-Of-Flight Mass Spectrometer (TOFMS) 
In time-of-flight (TOF) mass spectrometer, physical drift is used to separate particles by mass.12  
The measurement process is initiated by a rapid ionization of all species at a single location, 
typically by pulsed electrical current or pulse laser excitation, so that a cluster of ions (plasma) 
originates from one physical spot at the same time.  After ionization, each particle’s charge is 
quantized and ideally will have only one charge per particle.  Provided there are no significant 
ion-ion interactions, all ions are then accelerated, via a uniform electric field, to the same 
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constant kinetic energy per charge, E = (mv2)/2.  Hence, the ions exit the electric field region 
with a velocity which is proportional to the square root of the mass.  Because of the differing 
velocities, after passing through a given distance (drift region) the ions are separated in time as 
they arrive at the detector.  This means that the transit time for lighter mass ions is shorter than 
for heavier mass ions.  The mass separation (resolution) is proportional to the drift region 
distance, so the resolution in time is largely determined by the length of the device.  This 
distance must be very large compared to the physical size of the initial plasma geometry to 
provide adequate mass separation.  For this reason, long distances are required.  This is 
commonly achieved via folded designs. 
 
A reflectron composed of a series of electrically excited rings or grids acting as an ion mirror is 
employed to reverse the direction of the ions.  This mirror provides the added benefit that it 
decreases the differences in flight times of ions that leave the ionization chamber with identical 
mass-to-charge ratios, but different kinetic energies, this improving the instrument's resolution. 
 
A TOFMS provides a snapshot of a gas stream quickly enough so that changing gas 
compositions are not significant.  The duty cycle (the fraction of time the signals are being 
monitored) ranges from 5% to 30%, but may approach 100% for some designs.13 
 
TOF mass spectrometers are the only type of single-detector mass spectrometers that can sample 
rapidly enough to avoid mathematical errors from changing gas compositions.  Several gas 
compositions per second should be easily available.  Many TOF instruments can sample much 
faster. 
 
All of the masses within a given mass range (1 to 100 or 1 to 200 amu for gas turbine 
applications) are sampled, allowing observation of unexpected components in the gas stream.  
However, the analogue/digital (A/D) converter that digitizes the time-domain signals must be 
fast and in some cases has a limited dynamic range.12  The cost is tens of thousands of dollars. 
 
Fourier Transform Mass Spectrometer (FTMS) 
A Fourier transform ion cyclotron resonance mass spectrometer, sometimes referred to as just a 
Fourier transform mass spectrometer (FTMS), consists of an ion source, ion optics to guide the 
ions to a magnetic field and a Ion Cyclotron Resonance (ICR) cell or Penning trap (a static 
electric/magnetic ion trap) to hold the ions.  Once the ions are trapped in the ICR cell they are 
excited by an oscillating RF electric field applied to the transmitter plates of the resonance cell. 
This field, along with the magnetic field of the trap causes ions with the proper mass-to-charge 
ratio to travel in a cyclotron orbit within the cell.  The moving charges induce potentials in the 
receiver plates as they pass by them, producing an oscillating signal.  Applying a Fourier 
transform to this signal gives the resonant frequency of the ions which is determined by ion's 
mass-to-charge ratio.  FTMS provides improved sensitivity and resolution since each ion is 
essentially counted many times, however there are concerns about the overall accuracy of their 
measurements because of signal harmonics.12 
 
Ion Cyclotron Resonance Mass Spectrometer 
Ion cyclotron resonance mass spectroscopy (without Fourier transform signal processing) is 
similar to FTMS.  An RF field is used to excited ions in a Penning trap, forcing the ions to move 



6-17 

in a spiral path until they make contact with the wall.  Different masses are determined by the 
time it takes ions to reach the detector, located at the trap wall. 
 
Detectors sense ions by measuring current flow when an ion impacts the detector, or by 
measuring induced current from passing ions.  Because the ion concentrations leaving the mass 
analyzer at a particular instant are usually quite low (either intrinsically or in order to achieve 
resolution) some type of electron multiplier is typically employed in the detector, although other 
detectors (such as Faraday cups) have also been used.  Significant amplification at the early 
detection process step is often necessary to get the signal above the electronic noise.  The 
common cathode geometry of a photo multiplier tube can be used to understand electron 
multiplication, but Microchannel Plate Detectors are commonly used in modern commercial 
instruments.  This same device is employed in modern night vision goggles to amplify the small 
amount of IR photons available.  The microchannel plate is a porous plate with microchannels 
etched through its thickness.  A field applied across the plate thickness causes electrons, which 
are created by the ions that arrive at the surface or enter the channels, to accelerate down the 
channels to be avalanched (multiplied) as they collide with the channel walls.  Hence, for each 
ion that bombards at the plate surface, hundreds of electrons emerge from the microchannel plate 
to be detected. 
 
6.3.2.3 Hybrid Techniques 
 
6.3.2.3.1 Gas Chromatography/Mass Spectrometry 
 
To achieve a higher performance analysis, mass spectrometry can be preceded by the separation 
process of gas chromatography (GC/MS).  Each of the techniques has its own limitations in 
identifying compositions.  For example, some different species in a mass spectrometer can 
produce the same signal because their ion fragments have the similar charge to mass ratios.  
Likewise, some different species in a gas chromatograph analysis will produce the same signals 
when the species travel through the column in the same time.  Using both techniques together 
can serve to differentiate these species because it uncommon that both techniques are unable to 
distinguish property differences. 
 
6.3.2.3.2 Ion Mobility Spectrometry (IMS)/Mass Spectrometry 
 
The principle of the ion mobility spectrometer (IMS) is a time-of-flight measurement in the 
presence of a medium.  A gaseous sample is injected into the spectrometer and ionized by a 
radioactive source.  Charged ions are accelerated by an electric field and sent to a detector.  
Time-of-flight is measured.  Due to atomic collisions with a neutral gas at atmospheric pressure, 
the transient time is determined by the ion radius relative to the charge of the ion.  In contrast 
with a mass spectrometer, vacuum pumps are not required since the IMS operates under 
atmospheric conditions.  As such, an IMS unit can be made physically smaller. 
 
It is also possible to combine mobility spectrometry and mass spectrometry (IMS/MS).  Ions are 
separated by their transit times as in conventional IMS, and then sent to a conventional mass 
spectrometer.  This approach provides information from both the IMS separation and the mass-
to-charge ratio of the ions. 
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6.3.2.4 Example Commercial Devices 
 
6.3.2.4.1 Quadrupole Mass Spectrometer (QMS) Products 
 
Moorfield Associates has produced a portable QMS system:  the ecoSys-P device.14  The 
following information was taken from the vendor website: 
 
The ecoSys-P can be easily carried by an individual (26kg) and can operate in a full remote 
mode, via a phone line or mobile phone.  The standard system can detect to a single part per 
billion (ppb) level at very high speeds (100 millisecond (ms) per mass) and has a sample transfer 
time between process event and M/S detection of less than 100 ms for capillary versions and less 
than 1 second (s) for membrane inlets.  It can detect up to 64 species in real time.  The addition 
of an automatic thermal absorber allows detection to parts per thousand (ppt) levels, but 
increases the point analysis time to 90 seconds.  It can even identify the unknown species. 
 
This instrument has fast real-time measurement (less than 1 second), good discrimination 
capabilities, and a wide detection range of chemicals in real time.  It is sensitive to ppb~ppt level 
and is portable.  However, it is quite expensive (more than $40,000) and fairly large (26 kg).  No 
information is given on hydrocarbon selectivity. 
 
6.3.2.4.2 Natural Gas Analyzer (NGA) – Agilent 
 
The Agilent 3000 Natural Gas Analyzer (NGA)15 is a gas chromatography system designed for 
natural gas.  The following information was obtained from the vendor website: 
 
A reliable modular design that enables fast instrument repair, and results that can be obtained in 
under 2 minutes (which might take over 20 minutes otherwise).  The NGA is accurate, with 
extended dynamic range, digital pneumatics, and a multi-channel design that supports data 
integrity by performing repeat measurements with confirming peak identification in less time 
than a single measurement would take using a conventional GC.  It is accessible for operators at 
various skill levels, with Cerity Networked Data System for Chemical QA/QC, and is claimed to 
be a superior alternative to most conventional lab GCs.  For routine measurement of fixed gases, 
this instrument measures C1 to C5 hydrocarbons from parts per million (ppm) to high percent, 
and C6 to C12 from ppm to low percent (optional sample conditioners allow analysis of LPG, 
high-calorific-content natural gas, and liquefied natural gas). 
 
6.3.2.4.3 Heated Hydrocarbon Analyzer – CAI 
 
California Analytical Instruments, Inc. (CAI Inc.) has produced a heated hydrocarbon analyzer 
(Model 300 HFID),16 as advertised: 
 
“It is designed to continuously measure the total concentration of hydrocarbons within a 
gaseous sample.  The Model 300 HFID uses the Flame Ionization Detection (FID) method to 
determine the total hydrocarbon concentration within a gaseous sample.  The analyzer has an 
adjustable heated oven (60 to 200 °C) which contains a heated pump and a burner in which a 



6-19 

small flame is elevated and sustained by regulated flows of air and either pure hydrogen or a 
40/60 mixture of hydrogen and nitrogen.” 
 
The methane-only option provides the capability for measuring methane only or total 
hydrocarbons.  The sensitivity is 0.1 ppm carbon.  The response time is less than 1.5 seconds for 
90% of full scale.  There is, however, no selectivity. 
 
6.3.3 Exploratory Sensor Technologies 
 
Most chemical-sensing technologies strive to detect very small amounts of species in a 
background of air or other constant environment.  The gas composition sensing application is 
essentially the inverse of this, for here the materials to be determined are in high concentrations.  
Hence, many of the chemical sensor technologies are not appropriate.  For example, the use of 
organic based sensors, which are quite promising for detection in the ppm range, might very well 
dissolve in the high concentration of certain gas species. 
 
6.3.3.1 Infrared Optical Spectroscopy 
 
6.3.3.1.1 Introduction 
 
The interactions between materials and electromagnetic waves can be used to determine the 
molecular structure of a material.  The electromagnetic wave with a frequency range from 10 to 
13,000 cm-1 (wavenumbers) is categorized as infrared radiation, and its application to organic 
chemistry is known as IR spectroscopy.  Photon energies in this part of the spectra can excite 
vibarational bonds, and absorption lines connected with specific bonds can be used to identify 
molecules. 
 
The IR spectrometer is one of most common analytical instruments used to identify all types of 
organic and many inorganic compounds, and to determine the functional groups in organic 
materials.  The technique involves collecting and plotting the IR absorption intensity, or percent 
transmittance, as the y-axis versus the x-axis wavelength, or wavenumber.  A nondestructive and 
non-contact measurement method, IR spectroscopy has minimal sensitivity to working 
environments.  This quality makes it a good method for various operation conditions. 
 
Since natural gas is composed primarily of organic materials, IR spectroscopy can be a very 
powerful tool to determine the composition of a natural gas sample.  Figure 6-1, shows the 
typical mid-IR (400 to 4000 cm-1) absorption spectrum of some of the more common materials in 
natural gas. 
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Figure 6-1a:  Infrared Absorption Spectrum of Methane 

(from lab measurements of one author of this report). 
 
 

 
Figure 6-1b:  Infrared Absorption Spectrum of Ethane. 
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Figure 6-1c:  Infrared Absorption Spectrum of Propane. 

 
 
 

 
Figure 6-1d:  Infrared Absorption Spectrum of Carbon Dioxide. 
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Figure 6-1e:  Infrared Absorption Spectrum of Carbon Monoxide. 

 
 

 
Figure 6-1f:  Infrared Absorption Spectrum of Water. 

 
6.3.3.1.2 IR Spectrometer Instrumentation 
 
The dispersive IR spectrometer and Fourier transform spectrometer are the two most common IR 
spectrometers commercially available.17 
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Dispersive IR, another widely used IR technique, was first introduced in the mid-1940.  The 
major components of an IR spectrometer include:  (1) radiation (light) source; (2) 
monochromator; and (3) a detector.  The radiation source is usually a blackbody formed by 
electrically heating a cavity or surface between 1000 to 1800 °C.  Due to the spectral range, the 
detector technology is non-trivial.  Semiconductor optical detector technology is limited in this 
spectrum and only recently have new devices started to emerge which can respond over the 
necessary range of wavelengths.  The traditional detector over this range of wavelengths is the 
thermal bolometer, which is composed of a thermal pile made up of a series-connected group of 
thermal couples.  Recent advances in MEMS technology have resulted in thermal piles being 
constructed with fast response times.  Hence, while it has limited sensitivity without cooling, it is 
universal in its responsivity. 
 
The monochromator divides the light into wavelength ranges of interest, similar to a prism.  The 
sample and reference cell signals, at the wavelength of interest, are sent to the detector for 
comparison. 
 
Recently, Fourier transform IR spectrometers have become very popular because they can 
produce an analysis faster, and have better sensitivity than conventional IR systems.  Instead of a 
monochromator, the FTIR uses an interferometer with two beams to generate an optical path 
difference.  This can be used to study IR spectra by modulating the path difference (in time, from 
a translating mirror) to create the signal.  When combined, these beams generate an interference 
signal which is converted from the time domain to the frequency domain a using Fourier 
transform. 
 
6.3.3.1.3 Response Time, Sensitivity, and Selectivity 
 
Depending upon the type of a spectrometer, the response time of an IR spectrometer can vary 
from seconds to tens of minutes.  However, the FTIR spectrometer has the distinct advantage of 
a faster response time than the dispersive IR spectrometer.  An FTIR instrument can achieve the 
same signal-to-noise (S/N) ratio as a dispersive spectrometer in 1 second or less versus 10 to 15 
minutes.  For situations where detection speed is important, such as in-line gas monitoring, the 
response time of the FTIR system is definitely an advantage. 
 
IR spectrometers have very high selectivity with organic materials due to their operation 
principle.  We can clearly see the difference in the IR spectrums of the gases shown in Figure 
6-1.  The distinctive characteristic arrives from the knowledge of the shape of the entire 
absorption of a given species.  That is, considerable information is contained in a measurement. 
 
6.3.3.1.4 Application to Natural Gases Analysis 
 
Due to the advantages of fast response and high selectivity, infrared spectroscopy has gathered 
considerable interest for in situ and online gas monitoring applications.18,19,20,21,22  Since the 
measurement can be made at a distance from the mechanical components, the IR spectrometer 
has no fundamental limitation on operation temperature or gas pressure.  This makes it an ideal 
technique for combustion control of turbines and burners. 
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Natural gas is a combination of several gases, thus the IR spectrum of natural gas is a 
convolution of the IR spectrum from all the gas species in the sample.  Therefore, it is impossible 
to tell the composition of a natural gas from its IR spectrum directly.  However, a calculation 
algorithm can be applied to obtain the composition information.  To do this, Mullins et al.18 
applied principal component analysis to data points taken from a four-wavelength channel in the 
near-infrared spectrum of tested gas mixtures achieving reasonable agreement between estimated 
concentration and real concentration.  Clearly, this opens the possibility of not actually requiring 
a dispersive element if the detector could be constructed to have a minimal optical selectivity. 
 
Kastner22 combined optical techniques with a thermal conductivity measurement of the gas and 
analyzed the correlation between the two sets of information to determine the natural gas 
composition.  An in situ measurement device has been developed with potentially a fairly low 
cost.  Natural gas runs through the inlet to the outlet, and system measures the pressure, 
temperature, total thermal conductivity, and IR optical absorption of hydrocarbons and carbon 
dioxide.  From the IR absorption spectrum, the mole fraction of hydrocarbons and carbon 
dioxide can be determined since their absorption peaks are well separated.  Thermal conductivity 
of the total gas can provide the concentrations of hydrocarbons and nitrogen.  The system has 
about 20 to 25-second response time, but it is conceivable that this can be reduced.  The accuracy 
of the system is satisfactory with a ± 0.25% deviation from a reference chromatography. 
 
6.3.3.1.5 Commercial Availability 
 

• IR spectrometers are available at several vendors.  PerkinElmer, Inc. 
(www.perkinelmer.com) provides complete series of FTIR and FTNIR spectrometers. 

• Newport, Inc. (www.newport.com) provides benchtop IR spectrometers and 
minispectrometers. 

• Ion Optics developed a miniature IR sensor system, named SensorChip.  It is a 
wavelength-tuned, MEMS-based micro-bridge element.  Even though it cannot provide 
the very good resolution of traditional analytic IR instruments, MEMS technology based 
IR systems potentially could have a much smaller size with much lower cost and power 
consumption compared to state-of-the-art IR technology.  This would be very attractive 
for portable applications, or as an in situ device. 

• Currently there are no commercially available in-line monitoring IR spectrometer 
systems on the market. 

 
6.3.3.1.6 Infrared Semiconductor Light Sources and Detectors 
 
Light Sources 
Until recently, infrared light sources in the spectral region stretching from 2 to 12 µm were 
dominated by incandescent lamps or black body sources.  Selection of a particular wavelength or 
spectral region for a specific application such as spectroscopy was accomplished by using a 
monochromator or a filter.  While this approach works quite well, the intensity of the light 
selected is attenuated by the narrowed bandwidth.  In some cases, this can complicate the 
application or the interaction of the infrared light with the sample medium.  In absorption or 
fluorescence spectroscopy, for example, this makes the detection of the resultant or residual light 
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difficult because of the low signal-to-noise ratios.  The advent of infrared laser sources in the 
infrared spectral region has helped simplify some of the spectroscopic applications of infrared 
light.  The first generation of these lasers was based on the Pb-salt semiconductors of PbTe and 
PbSe.  For optimal operation, they are usually cooled to low temperatures during operation, 
depending on the wavelength.  For the spectral region between 2 to 4 µm, they can generally be 
cooled by thermoelectric coolers to about -50 °C; for the spectral range from about 4 to 12 µm, 
they are cooled to cryogenic temperatures (~200 °C). 
 
The PbSe lasers are commercially available from several companies in this country and abroad, 
such as Ekip Tech, Inc, Norman, OK, USA (www.breathmeter.com).  The nominal cost of these 
lasers is about $5,000.  Another type of laser that covers the mid-infrared range (1.8 to 3.8 µm) 
of the spectrum is fabricated from gallium-antimony (GaSb)-based semiconductors.  Lasers of 
this type are commercially available from companies such as the Sarnoff Corporation in 
Princeton, NJ (http://www.sarnoff.com/products_services/optoelectronics/mid_ir.asp).  These 
lasers can be operated at room temperature. 
 
In general, compared to lasers in the near-infrared (0.85 to 1.55 µm), mid-infrared lasers tend to 
be expensive, costing anywhere from about $2,000 to $30,000.  The upper end of the price range 
represents sophisticated, tunable lasers with programmable control electronics.  The higher-cost 
lasers are generally used in very specialized and critical applications.  The price difference 
between the near-infrared lasers and mid- to far-infrared lasers is in part due to technical reasons, 
but mostly due to market size.  In the near-infrared, there are many consumer applications for 
near-infrared lasers.  The other market driver for these lasers is data communications; in the 1.3 
to 1.5 µm range, lasers are used in telecommunications.  Over the years, the large demand for 
products in this range of the spectrum has steadily driven their price down to the point where 
near-infrared lasers can be acquired at the rather inexpensive price of $1 or less in large 
quantities. 
 
The latest and most advanced infrared lasers available today are the quantum cascade lasers 
available from manufacturers such as Alpes Lasers, Switzerland (http://www.alpeslasers.ch).  
These sophisticated lasers can cover the spectral range from 4 to 20 µm.  The quantum 
mechanical concept of cascade tunneling has recently been extended to making Terahertz (THz) 
lasers.  The THz laser sources are only available in small quantities for research and are not yet 
commercially available. 
 
Detectors 
Detectors in the infrared region of the optical spectrum come in two varieties:  thermal, or 
bolometric, detectors and photon detectors.  Bolometeric detectors are spectrally flat and are 
generally used in applications where one is not concerned with spectral resolution or precision.  
Photon detectors, on the other hand, are spectrally sensitive, have finite bandwidths, and exhibit 
a spectral threshold for detection. 
 
The most common infrared photon detector is silicon, however for near-infrared spectroscopic 
applications germanium (Ge) is standard because it can cover the range from 0.6 to 1.6 µm.  In 
the mid-infrared (1.6 to 4.5 µm) range, the detectors of choice are Indium-Arsenic (InAs) and 
lead-sulfur (PbS).  These are usually cooled to low temperatures (<-30 °C) for optimal operation.  
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When the need is for detection of radiation beyond 5 µm, the photon detector commonly utilized 
is a cryogenically cooled mercury-cadmium-telluride (HgCdTe or MCT).  MCT detectors can be 
made to span the spectral range from 3 to 18 µm.  These detectors are commercially available at 
reasonable cost ($300 to $2,000) from a number of companies.  The least expensive of these 
detectors can be obtained for less than $20023 from Judson Technologies, Montgomeryville, PA. 
 
6.3.3.2 Raman Spectroscopy 
 
Just as mass spectroscopy is commonly used to determine composition of gases, Raman 
spectroscopy has become a popular technique for the determination of the composition of 
biological or organic (hydrocarbon) solids and liquids.  However, unlike optical-absorption 
spectra-peaks where the incident light energy is selected to match the spectra peak and the 
optical transition energy, the Raman effect is an indirect optical scattering process related to the 
polarization of an entity by energetic electromagnetic radiation.  In the same way that a change 
in the polarization represents a separation of charge, the excitation represents a vibration mode or 
rotational mode among molecular bonds, or possibly even a direct-absorptive, electronic-energy 
transition.  These vibration and rotation-mode energies are dependent upon the molecule bond 
structure as well as on the neighboring bonded atoms or environment.  Because the probability of 
Raman scattering is only about 1 in 107 of the other photon-molecule interactions (non-
wavelength-altered Rayleigh scattering), the resulting signals are weak unless the optical power 
and the molecule concentration, or both, are high.  This is the reason the Raman spectroscopy is 
traditionally applied to solids or liquids and is less effective with the dilute species 
concentrations in gases.  Also, since highly ionized bonds such as the oxygen-hydrogen (O-H) 
bonds are already highly polarized, the electrical field of the incident radiation is usually 
ineffective at altering the polarization and so show little Raman effect.  On the other hand, bonds 
that are covalent or that distribute electron clouds (such as the pi-electronic structure of a double-
carbon bond) can effectively be polarized by the electric field of the radiation. 
 
Reasonably useful tutorials and references on the Raman effect can be found on a number of web 
sites, such as Kaiser Optical Systems Inc.,24 McPherson Inc.,25 and HORIBA Jobin Yvon.26 
 
The Raman process irradiates the sample with a photon of energy higher than the vibration 
transition energy.  The molecule is excited to a virtual state and immediately (in 10-14 second) 
reradiates a second scattered photon.  The difference in the energy of these two photons is equal 
to that of the Raman transition energy (the vibration or rotational-mode energy).  Hence, the 
Raman photon frequency is equal to the difference between the excitation and the scattered 
photon frequency.  If the species in the ground state is excited, the resulting scattered photon is 
of less energy than the exciting photon (Stokes Raman scattering).  On the other hand, if the 
species is initially at an elevated temperature and the vibration or rotational mode is already 
excited, the Raman signal will be due to a scattered photon energy which is greater than the 
exciting photon because the process leaves the species in the ground state (Anti-Stokes Raman 
scattering).  In either case, the Raman difference wavelength is the same, but the signal intensity 
can differ considerably.  At low or normal temperatures, the Anti-Stokes scattering yield is low 
due to the initially low density of excited species.  As the sample temperature is raised, the Anti-
Stokes scattering intensity grows rapidly, and an intensity measurement can provide a measure of 
the sample temperature.  The choice of the use of the Stokes versus Anti-Stokes scattering 
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measurement depends on the choice of the excitation frequency (νe = c/λe) versus the measured 
scattered frequency (νs = c/λs). 
 
The Raman effect can be produced via ultraviolet, visible or very near IR radiation.  The Raman 
scattering wavelength, λR, is determined by finding the difference between the excitation 
frequency and the scattered photon frequency:  νR = 1/λR = c| 1/λe - 1/λs |.  Since the vibration- 
and rotation-mode frequencies are usually in the IR spectrum (a few microns to tens of microns), 
the spacing between the excitation and scattered wavelength is typically small and is quoted in 
units of cm-1.  Since two large numbers are to be subtracted to obtain a small number, calibration 
is very important.  This also implies that very good dispersive optical systems (monochrometers) 
are needed to separate the two wavelengths to determine the wavelength differences.  When the 
wavelengths are farther into the visible where strong optical sources (lasers) and good optical 
detectors are available, the issue of discerning the scattered signal from the source is 
exacerbated.  An optical interference filter with a narrow bandwidth is commonly employed to 
prevent the source wavelength peak from overlapping with the measured wavelength peak.  
Sources and detectors in the near IR are preferable to allow smaller optical dispersive systems, 
such as simple diffraction gratings in combination with Si photo detector arrays. 
 
As might be expected, the Raman effect intensity can increase by 2 to 4 orders of magnitude as 
the excitation energy approaches the absorption wavelength of the molecule.  This is referred to 
as the resonance-enhanced Raman effect and can be very useful if the optical sources and 
detectors are available.  However, if the excitation wavelength is of sufficient energy to cause 
fluorescence, as in many biological entities, interfering signals can overwhelm the Raman signal.  
Also, if there is considerable difference in the excitation frequencies of different species to be 
detected, then multiple sources and detectors are recommended.  Likewise, when the species 
interacts closely with certain metallic surfaces or particles, surface-enhanced resonance Raman 
spectroscopy (SERS or SERRS) is observed.  SERS is not fully understood, but can result in 
considerably enhanced signal strengths. 
 
For lower performance requirements, there are now portable imaging systems and even 
microscope imaging systems.  However, high performance Raman spectrometers are 
sophisticated bench instruments that are usually composed of high power sources, detector arrays 
such as CCDs or CMOS imagers, a 0.5 meter or larger monochrometer, computer software, and 
wavelength reference library.  As with most bench-type scientific instruments, typical prices run 
in the several tens of thousands.  However, provided the signals are strong the measurement time 
can be quite fast. 
 
Examples of commercially available systems can be viewed at the web sites of McPherson Inc.,27 
Kaiser Optical Systems Inc.,28 and HORIBA Jobin Yvon.29 
 
6.3.3.3 Chemical Sensors Based on Organic Materials 
 
While solid-state chemical sensors are based upon materials such as semiconducting metal 
oxides and silicon carbide, another class of chemical sensors utilize organic materials.  With the 
development of new synthesis techniques, more and more organic materials are being found to 
hold interesting chemical-sensing properties.  Organic materials can be designed with a large 
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number of different chemical structures, and these may be designed to interact more or less 
uniquely with the different chemical structures of the various analytes.  Consequently, organic 
hydrocarbon-based chemical sensors are attracting intensive research attention, as noted by the 
rapidly increasing number of publications. 
 
The most commonly mentioned organic materials for chemical sensing applications include 
conductive polymers, metal-substituted phthalocyanines, carbon black/polymer composites, and 
recently carbon nanotubes.  The sensor device structures most often used for organic materials 
are:  (1) Conductometric sensors, in which a change in the conductivity of the sensing material 
due to analyte exposure is measured; (2) Mass-sensitive sensors, in which the mass change due 
to the adsorption of analytes onto the sensing membrane is detected, such as surface acoustic 
wave (SAW) sensors, quartz crystal microbalance (QCM), and micro cantilever sensors.  The 
detected changes in these sensors are from their vibration mode and frequency; and (3) Optical 
sensors, in which the optical properties of the sensing materials change when exposed to analytes 
such as colorimetric sensors and fluorescence spectrum sensors.  In the following, an 
introduction to each of these three sensor techniques is given as well as a comparison of the 
performance of different organic materials. 
 
6.3.3.3.1 Conductometric Sensors 
 
Probably due to their very small size and simple construction conductometric sensors, also 
known as chemiresistive sensors, are the most common of the organic sensing devices.  They 
function via the measurement of the resistance or conductance change during, or due to, the 
exposure to analyte.  The typical device consists of an insulating substrate and a pair of 
electrodes that form electrical contact to the conductive materials.  A serpentine, or 
interdigitated, electrode structure is commonly used both to enable construction of a compact 
device and to increase the area of measurement.  Depending on the sensing material, the contact 
electrodes are usually made from precious metals like gold (Au) and platinum (Pt) in an attempt 
to make an ohmic contact to the sensing organic material while maintaining inertness and 
corrosion resistance.  The substrate is electrically insulating.  Because of their availability and 
high-temperature properties, the more commonly used insulators are glass, quartz, ceramics, or 
single-crystal silicon with a thermally grown, insulating silicon dioxide.  However, because of 
the low temperature operation, even low-cost insulating plastic is a conceivable substrate.  The 
sensing material is usually deposited after the electrode structure is made via the use of metal 
evaporation through a shadow mask, but the deposition order is sometimes reversed to achieve 
better electrical contact between the metal and the hydrocarbon. 
 
Depending upon the sensing material and the analyte, the conductance measured between the 
two contact electrodes can either increase or decrease upon exposure to the analyte.  The 
mechanism of the conductance change can have many possible origins.  For example, for semi-
conductive materials such as polymers, the most basic electrical properties of the polymer chain 
can be altered by the analyte interaction chemistry.  Likewise, electrical interactions can be 
modulated at the interfaces between the material grains, the molecules, or even between the 
hydrocarbon and the metal electrode.  This can be thought of as modulation of an interface 
potential barrier height.  In some cases this can be thought of as a Schottky barrier.30 
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Summary 
Compared to other sensor techniques, organic sensors can have several advantages: 
 

• Ease of Construction:  It is relatively easy to design and fabricate a conductivity 
measurement sensor when compared to other types of sensors.  The structure is 
essentially a single layer, which has the potential of being easily integrated into today’s 
microelectronics technology so that on-chip interface circuitry is available.  This circuitry 
can enable an entire sensor system while potentially holding costs to only pennies. 

 
• Optimum performance at ambient temperature:  Generally, not only can chemical sensors 

using organic materials be operated at room temperature, but they prefer it.  This is in 
contrast to most of the solid state sensors which require elevated temperatures.  Of 
course, this can be a disadvantage should the sensing have a need to take place at extreme 
temperatures.  Almost all sensor technologies are temperature-dependent.  Hence, the 
temperature needs to either be controlled or measured and accounted for. 

 
• Good linearity and selectivity:  Substitution of various functional groups on organic 

materials, or the substitution of an entirely different hydrocarbon family, can alter the 
selectivity of the sensing device to a large degree, especially when compared to solid-
state sensor selectivity.  Because the sensing mechanism is distributed over the material 
and the material has a certain dispersion to the strength of interactions, these materials 
commonly have a large linear operation range. 

 
• Sensitivity to more than one small molecule:  Due to their ubiquitous characteristics, 

small molecules are hard to distinguish.  Because there are so many possible variations in 
the chemistry that is useable for organic sensors, a matrix of sensors can be used to gather 
multiple responses.  This is essentially how the mammalian nose and the taste systems 
work to distinguish different smells and tastes.  Hence, the electronic version of this 
matrix of sensors has become known as an “electronic nose.”  Of course, this also implies 
that when high concentrations of one analyte are present, it is very difficult to discern 
small concentrations of others.  For example, in some sensing materials the presence of 
water vapor overwhelms the response. 

 
6.3.3.3.1.1 Conductometric Sensor Based On Conductive Polymers 
 
Conjugated polymers are one of most important types of conductive polymers.  They come with 
alternating single and double carbon-carbon bonds in their molecular structure.  This special 
chemical structure forms continuous overlapping of π-orbitals along the polymer backbone, 
allowing the charge carrier (polaron, bipolaron) to transport through the polymer chains.  
Commonly reported conjugated polymers include polypyrroles, polyacethlenes, polythiophenes, 
polyindoles and polyanilines. 
 
Conductive sensors based on conductive polymers are most often studied for their sensing 
properties for volatile organic compounds, a special group of hydrocarbons.  These vapors are a 
concern for public health, environmental monitoring, medical products, diary products, and 
homeland security.  The desired detection concentration of these gases is at the very low end of 
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the detection range, a few ppm or less.  Typical analytes seen in literature are mostly organic 
solvents, like alcohols, toluene, benzene, chloroform, acetone, etc.  Figure 6-2 shows a response 
example of dedecylebenzenesulfonate acid-doped polypyrrole, spin-cast on a gold interdigitated 
electrode, to toluene vapor.31  As can be seen, about 5% change in resistance was observed for a 
high concentration of toluene in nitrogen.  Figure 6-3 shows a response map of various organic 
semiconductors including both conductive polymers and oligomers to 16 saturated organic 
vapors.32  The response difference is clearly shown in the map, which provides evidence to the 
feasibility of using multiple organic sensing materials to develop an electronic “nose” for 
hydrocarbons.  Polythiophene polymers, which are more relevant to this report, have also been 
studied for their sensing properties for methane.  A poly (3-n-dodecylthiophene) thin film was 
tested in air for its sensitivity to 300 ppm of ammonia, chloroform, methane, iso-butane and 
ethanol, with an operating temperature of 25, 40, and 60 °C.33  It was seen that at 25 to 40 °C, the 
polymer has no response to methane; however, at 60 °C the polymer has shown a resistance 
increase of about 10%. 
 

 
Figure 6-2:  Response of a Conducting Polypyrrole Based Sensor to a Stream of N2 

Saturated with Toluene Vapor Passing Over Sensor for 10 minutes, Followed by Pure N2 
for 10 minutes.  The results are given for first 10 complete 20-minute cycles and subsequent 

cycles with a cycle time of 60 minutes.31 
(Used With Permission) 
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Figure 6-3:  Effect of 16 Analytes on 11 Sensor Materials. 
Black - data are not available, white - negligible response, 

blue - increases in sensor current, red – decreases in sensor current.32 
(Used With Permission) 

 
The response time of conductive-polymer sensors range from seconds to minutes depending 
upon the polymer structure, film thickness, film morphology, sensor device structure, and analyte 
transport to the sensor.  Micro-sensors generally have better response time because of thinner 
film thickness and less exposed area, resulting in less time needed for the sensor to reach an 
equilibrium state when exposed.  The response of a polymer sensor is commonly reversible and 
repeatable; however, if the reaction between polymer and analyte is highly energy-releasing 
(exothermic) then reversibility is questionable.  Responses are usually quite linear over a large 
range of analyte concentrations.  With regard to the lowest detection limit, it is not uncommon to 
achieve a reasonable signal-to-noise ratio down to a few ppm of analyte concentration. 
 
Another advantage of polymer chemical sensors is that the easy modification of the polymer 
chemical structure could functionalize a polymer34 to have specific selectivity to certain analytes.  
A study of chemical-sensing properties of various polythiophene polymers with differing 
molecular structures was recently reported by Bo Li et al.35  As they reported, polythiophenes 
with different structures have very different responses to 200 ppm organic vapors.  By applying 
the appropriate pattern recognition algorithm, the response pattern can be used to identify a 
mixture of gases. 
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The sensing mechanism of conductive polymers is still an active research topic.  Very little is 
known about sensing mechanism details for many of the conductive polymers, perhaps due to 
some physical interaction between the polymer material and the tested analytes through 
electrostatic forces.  These interactions correspondingly induce conformational changes inside 
the polymer structure, resulting in a conductivity change. 
 
6.3.3.3.1.2 Conductometric Sensors Based On Carbon Black-Polymer Composites 
 
Conductive chemical sensors use thin films of carbon black particles dispersed into insulating 
organic polymers.36  The carbon black particles provide electrical conductivity to the thin films, 
whereas different organic polymers provide specificity to different chemicals to be detected.  The 
conduction mechanism can be explained in the framework of percolation theory.37  Swelling of 
the organic polymers when exposed to chemicals can increase the distance between conductive 
particles, resulting in an increase of resistance of the films.  On a sensor array, different 
composites can be used for each sensor element to make an electronic nose system.38,39,40  
Dickson et al.38 developed an 18 x 18 sensor array based on carbon black-polymer composites.  
The sensor’s response is linear with concentration, but the response time is several minutes.  A 
portable electronic nose system called E-Nose was also developed by Y. T. Kim et al.39  The 
sensor had 16 sensing elements on a single silicon substrate.  The sensor was installed in a 
handset device, and a laptop or a PDA could be used to interface to the handset device to 
implement the pattern recognition calculation. 
 
6.3.3.3.1.3 Conductometric Sensors Based On Carbon Nanotubes 
 
Carbon nanotubes are molecular-scale wires formed by carbon atoms.  They are generally 
structured as a nanometer diameter cylinder consisting of a single or multiple graphene sheet 
layers rolled up to form a tube.41  Since their discovery in 1991,42 carbon nanotubes have been 
intensely studied for their electrical properties and their potential applications in electronics.  The 
techniques for making them are now quite well developed, and their potential to be used as 
chemical vapor sensors has also been investigated by different groups.43,44,45,46  The simplest 
form of using carbon nanotubes as a chemical sensor is to build a conductometric sensor that 
measures the conductivity change of carbon nanotubes upon exposure to chemical species.  
Depending on the structure of the carbon nanotubes, they can be either metallic or 
semiconducting.  The semiconducting nanotubes seem to show better sensor response than 
metallic ones.43  This type of nanotube chemical sensor was studied for sensing properties to 
NO2 and NH3 by Hongjie Dai’s group.43  A single-walled carbon nanotube (SWNT) was 
deposited between two metal contacts on a SiO2/Si substrate.  The SWNT in their study showed 
p-type transistor characteristics at room temperature. 
 
The sensing mechanism is believed to be a doping and de-doping process.  When exposed to 
NO2, charge transfer is likely to occur from a SWNT to NO2 because of the electron-
withdrawing power of NO2 molecules.  Thus, the conductivity of SWNT increases.  NH3, on the 
other hand, is likely to donate electrons to the SWNT, resulting in a decrease in conductivity.  
The response time of the SWNT sensor ranges from several seconds to several minutes 
depending on the analyte concentration.  The response can be very strong with several orders of 
magnitude changes in conductance.  However, while response time is determined by the arrival 
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of the analyte onto the nanotube, at room temperature, they commonly require several hours to 
release the analyte. 
 
6.3.3.3.2 Mass Sensitive Sensors 
 
Mass-sensitive sensors are devices that measure the mass of species accumulated in a sensing 
layer.  Any analytes that can be adsorbed on the sensing layer should be detectable.  Mass 
changes can be observed via several device structures, such as a surface acoustic wave (SAW) 
device, a quartz microbalance (QMB), and by micro cantilever. 
 
6.3.3.3.2.1 Surface Acoustic Wave Devices (SAW) 
 
SAW devices yield a signal representing the interaction of an acoustic wave propagating along 
the surface of the device with adsorbed chemicals on or near the surface.  An organic receiver 
layer is deposited on top the surface of the piezoelectric material so that the surface acoustic 
wave in the piezoelectric substrate carries the organic layer as a mass load.  An AC voltage is 
applied to the input transducer electrodes generating an electrical field, and this results in a 
temporally and spatially modulated strain in the surface of the piezoelectric substrate.  This 
surface acoustic wave travels away from the excitation electrodes and arrives at the output 
transducer electrodes after passing through a sensing region.  When the surface acoustic wave 
arrives at the output electrodes, it generates an electrical AC signal via the inverse piezoelectric 
effect.  The signal can be monitored via the shift in the amplitude, frequency, and phase.47  As 
the mass loading of the receiver layer changes due to absorption of analyte, the output signal of 
the SAW device will change.  The typical operational frequency of SAW sensors is in the 50 to 
1000 MHz range.  This high frequency and high Q of the piezoelectric material enables SAW 
devices to sensor very small mass changes. 
 
6.3.3.3.2.2 Quartz Crystal Microbalance (QMB) Mass Sensor 
 
The Quartz Crystal Microbalance, QMB or QCM, is also called a Bulk Acoustic Wave (BAW) 
sensor.  The resonance frequency of the QMB depends on the crystal orientation, thickness, mass 
of the crystal, and temperature.  Because of their superior mechanical and piezoelectric 
properties,48 the AT-cut quartz crystals are the most commonly used QMB sensor material.49 
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Figure 6-4:  Sketch of a QMB Sensor and the Operation Principle.49 

(Used With Permission) 
 
The AT-cut quartz crystals can yield nearly zero-temperature coefficients at room temperature.  
The fundamental frequency and nominal oscillation frequency of all standard QMB sensors is 5 
MHz.  The frequency accuracy is within ± 1000 ppm for an unperturbed crystal.  Figure 6-4 
shows a schematic of a QMB sensor and its operation principle.  Voltage-excitation Au 
electrodes are deposited on both side of an AT-cut quartz crystal that is used as a resonating 
element.  The device is placed in a feedback-based oscillator circuit and forms the energy storage 
element.  For sensing, a thin film layer, usually organic, is deposited on top of the device to 
provide an adsorbing layer for the substances to be detected.  As the analyte arrives and sticks to 
the adsorbing layer, the parasitic mass on the device changes, resulting in a change in the 
resonance frequency of the element and oscillator.  Monitoring the oscillator frequency yields the 
mass accumulation.  Selectivity of the detected material is determined by the choice of the 
adsorbing thin-film layer material. 
 
The QMB is an extremely sensitive sensor capable of measuring mass changes in the ng/cm2 
range with a dynamic range extending into 100 μg/cm2 range.48  The minimum detection level is 
typically a few ng/cm2, and it is limited by the noise specifications of the crystal oscillator and 
the resolution of the frequency counter. 
 
Commercial Availability 
International Crystal Manufacturing Company, Inc. (ICM) (www.icmfg.com) provides a series 
of quartz crystal microbalance devices with different frequency ranges and sensor sizes for mass 
sensoring.  Stanford Research Systems, Inc. (www.thinksrs.com) provides OCM measurement 
systems with both OCM sensors and frequency counters in their product QCM100 and QCM200. 
 
6.3.3.3.2.3 Micro Cantilever Based Mass Sensor 
 
The bending cantilever is another type of commonly studied mass sensitive device.  Because of 
the well developed silicon microelectronic-fabrication technology, the device is usually 
fabricated from silicon.  The device structure is composed of a bending cantilever, supporting 
substrate, and organic receiving layer deposited on the cantilever. 
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As analyte arrives at the beam, the mass increases resulting in a signal change.  The deflection of 
the cantilever is dependent upon the entire mass of the cantilever, receiver polymer, and the 
absorbed analyte, but the sensor performance depends upon discerning the deflection due only to 
the change in the analyte mass.  Hence, it is desirable to minimize the parasitic mass of the beam 
and receiving polymer.  Therefore, micro-cantilevers such as those available via MEMS (Micro-
Electro-Mechanical-Systems) processes are preferred.  Generally, a cantilever sensor can be 
operated in two ways.50  1) Static mode:  The cantilever changes its shape due to mass loading.  
This may be in response to the weight of the accumulated analyte or bending resulting from a 
change in stress due to expansion or contraction of the receiver material relative to the ridged 
cantilever.  Measurement of the shape changes is usually done by optical methods such as 
detecting the laser light-reflection angle changes that occur as the reflecting cantilever beam 
bends.51  2) Dynamic mode:  The cantilever is driven into resonance and the resonance frequency 
will shift as the additional mass of the analyte is deposited on the cantilever.  The resonance 
frequency of a spring-mass system is proportional to the square root of the ratio of the spring 
constant to the mass.  Hence, the resonance-frequency shift is proportional the change in the 
mass (mass loading).  The resonance frequency is monitored by electrical signals from built-in 
secondary sensors such as piezoresistors that are placed at the bending portion of the beam or by 
changes in capacitance between electrodes placed on the cantilever and electrodes placed on the 
stationary substrate.52,53  The beam can be excited by the electric fields associated with capacitor 
electrodes or by localized temporal heating of a small portion of the beam to cause a modulated 
strain.  The static mode allows sensor size to be very small, which gives it superior sensitivity.  
However, because of the need for optical components, the system size is large and cost is high.  
For the dynamic mode cantilever sensor, the frequency detection and cantilever can be integrated 
together on a single electronic chip, resulting in reasonable sensitivity.  This piggy-backing onto 
the Si microelectronics technology can result in a low cost system.  MEMS sensors are now 
manufactured in mass for a number of applications.  One of the better advertised applications is 
accelerometers for automobile airbag-deployment.  The selectivity of this sensor is provided by 
different receiver materials. 
 
6.3.3.4 Calorimetric or Specific Heat Determination 
 
Mass flow controllers are based upon the concept of calorimetric measurement and are 
commonplace in the gas-handling technologies.  There are a number of manufactures of these 
devices.  For example, MKS Instruments (http://www.mksinst.com) or the McMillan Company 
(http://www.mcmflow.com) each have a large selection of models.  However, as a chemical 
sensor these devices are of limited value due to the lack of selectivity. 
 
Mass flow controllers operate by measuring the energy absorbed in a unit of gas as it passes a 
heater.  The principle of operation in a mass flow controller is to control the gas flow rate by 
measuring the inlet-outlet temperature difference as a known energy (heat) is input to the gas.  
Likewise, one can measure the amount of energy transfer to or from the gas at the heat sources.  
Since the gas species and the specific heat are known, the instrument is calibrated to allow a 
fixed mass to traverse based upon maintaining a constant temperature difference or constant 
energy transfer. 
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This concept of operation can be inverted to determine the calorimetric properties of the gas.  
That is, for a constant gas flow one could measure the inlet-outlet gas temperature difference for 
a constant energy input.  The temperature difference will be proportional to the calorimetric-
specific heat parameter of the gas mixture.  These devices, at a few hundred dollars, are 
relatively inexpensive and simple to install. 
 
6.3.3.5 Solid State Sensors for Hydrocarbon Detection 
 
There are a large variety of solid state sensors for hydrocarbon detection.  In general they are 
based upon the concept that a surface catalyst promotes the dissociation of the hydrocarbon.  In 
so doing the hydrocarbon transfers charge changing the carrier properties or some interface 
boundary properties.  Hence, the electrical properties of the semiconductor material changes 
according to the chemical interaction between the hydrocarbon and the semiconductor catalyst.  
To promote this process these devices are commonly operated at elevated temperatures.  Because 
of the large number of possible catalyst these devices are prime candidates for use in the 
electronic nose concept. 
 
6.3.3.5.1 Metal Oxide Chemical Sensor 
 
Materials 
There are three basic criteria for material selection of a metal oxide chemical sensor for detection 
of hydrocarbon gases:  (1) oxygen physisorption onto the polycrystalline sensor surface and the 
grain boundaries at high temperatures; (2) subsequent chemisorption of the physisorbed oxygen 
as stable ions; (3) electronic properties such that bound carriers are released into the conduction 
band of the sensor (causing an increase in conductivity/decrease in resistivity) when chemisorbed 
oxygen reacts with a combustible reducing gas.  Employment at high temperatures is necessary 
to ensure a high rate of reaction between the combustible gases and the chemisorbed oxygen.  
The material of choice and industry standard for metal oxide sensors is tin dioxide (SnO2).54 
 
Sensing Mechanism 
The sensing mechanism of the metal oxide chemical sensor is the increase in conductivity 
(decrease in resistivity) upon exposure to a combustible reducing gas.  When a polycrystalline 
metal oxide such as SnO2 is initially heated to between 200 and 400 °C in air, oxygen is 
chemisorbed onto the surface and the exposed grain boundaries as O2

-, O-, and O-2 via transfer of 
electrons from the oxide.  This lowers the total number of negative charge carriers within the 
conduction band of sensor.  The transfer of electrons leave positive charges in space charge 
layers54 located primarily at the grain boundaries.  As shown in Figure 6-5, interface potentials 
with a magnitude Es are thus formed at the boundaries, each of which serves as a potential barrier 
against electron flow (carrier movement) in an applied field.  The electrical resistance of the 
sensor is attributed to these potential barriers. 
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Figure 6-5:  Schematic for Potential Barrier at Crystallite Boundary.54 

(Used With Permission) 
 
Subsequent exposure to a mixture of reducing gas and oxygen results in a reaction involving the 
reducing gas and chemisorbed oxygen, forming CO2 and H2O.  Removal of chemisorbed oxygen 
from the surface releases electrons into the conduction band and removes the space charge layers 
within each grain and grain boundary.  The addition of once-bound charge carriers to the 
conduction band increases the total number of carriers.  The removal of the space charge layers 
causes a decrease in the height of the barrier at the grain boundary (as seen in Figure 6-5).  Both 
cause an increase in conductivity (decrease in resistivity) of the sensor.54 
 
The oxygen contained in the reducing gas acts as a source to replenish the chemisorbed oxygen 
being depleted on the sensor surface and in the grain boundary.  The two competing reactions 
(oxygen chemisorption, and depletion) indicate an equilibrium chemisorbed oxygen density, and 
thus an equilibrium conductivity.  Both are inversely proportional to the partial pressure of the 
reducing gas.54 
 
The relationship between the electrical resistance of the metal oxide sensor and the concentration 
of reducing gas is given by the following formula:55 
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Sensor Response, Sensitivity, and Selectivity 
Figaro USA Inc.,55 produces a sensor that responds to all reducing gases.  The sensitivity to 
certain gases will change depending upon the operating temperature.  The data in Figure 6-6 
indicates that the maximum sensitivity of a very stable gas such as methane will occur at high 
temperatures, while gases that are less stable such as CO will have maximum sensitivity at lower 
temperatures.54 
 
At low temperatures, there is not enough energy to decompose the more stable molecules and 
enable surface reaction.  Therefore only the less stable molecules are detected.  At high 
temperatures, the reaction rates for the less stable molecules are significantly faster than for the 
more stable ones.  Thus it is possible to distinguish among the drops in resistance caused by each 
individual reducing gas based upon the operating temperature.54  However, there is considerable 
overlap below the maxima in the curves for most reducing gases, as shown in Figure 6-6 for CO 
and methane.  In a mixture of gases, it is difficult to determine how each gas is contributing to 
the change in the conductivity/resistivity at a certain temperature.  Thus, temperature is not a 
particularly effective means for controlling selectivity.54 
 

 
Figure 6-6:  Effect of Operating Temperature on Gas Sensitivity.54 

The gas sensitivity is a ratio of the resistance in air and the resistance in reducing gas. 
(Used With Permission) 

 
An additional technique to engineer selectivity is doping the active (metal oxide) part of the 
sensor.  For example, a 0.2% inclusion of palladium will enhance the sensitivity towards CO.  
Adding 1.0% will cause the sensor to be more sensitive to methane at high temperatures.  
Examples of other additives are Au, Rh, Ru, In, and several metal oxides.54 
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Selectivity from one gas to another in separate exposures can be achieved through the techniques 
described above.  However, the discrimination of compositions and concentrations of various 
reducing gases contained in a mixture is difficult to impossible, even when using a metal oxide 
sensor array.54 
 
Commercial Availability 
Figaro USA, Inc. (www.figarosensor.com) has developed tin dioxide sensors for detection of C- 
and H-containing gases.  The TGS 2610 is sensitive to propane and butane.  The TGS 813 is 
sensitive to CO, ethanol, hydrogen, methane, propane and isobutane.  The detection limit for 
both is between 500 to 1000 parts per million.  The TGS 2620 is sensitive to methane, isobutane, 
hydrogen, ethanol, and CO.  The detection limit is 50 to 5000 parts per million.  Gas 
differentiation in all three sensors is difficult. 
 
6.3.3.5.2 Metal Oxide Semiconductor Capacitors 
 
Structure and Materials 
The basic structure of a metal-oxide semiconductor (MOS) capacitor sensor consists of a metal, 
an insulator and a semiconductor, as shown in Figure 6-7.  The semiconductor of choice for high 
temperature, corrosive and reducing atmospheres is SiC.56,57  The metals, used to catalyze the 
decomposition of the combustible gas and for the gate electrode of the device have been Pt,56,57,58 
or Pd,58 or Ir.58  The insulator is SiOx,59 Si3N4,59 or SiO2.57,58  Thermal oxidation occurs easily on 
the surface of SiC (forming SiO2), thus SiO2 is commonly employed.57 
 

Figure 6-7:  Basic Structure for a MOS Parallel Capacitor Sensor. 
The metal (gate) and semiconductor are the electrodes. 

 
Sensing Mechanism 
In general, as the gate voltage is swept from positive to negative bias in a stepwise manner, the 
SiC near the SiC/insulator interface is depleted of majority carriers.  As the device goes from 
accumulation (positive bias) to depletion (negative bias), the capacitance decreases due to the 
increased thickness of the depletion region.  Tobias et al.60 have determined that the capacitance 
– voltage curves for a SiC-based MOS capacitor sensor are different in oxygen and hydrogen 
atmospheres 
 
Traditionally, it has been believed that this shift in the capacitance - voltage curve is caused by a 
three-fold process of hydrogen adsorption and decomposition on the surface of the metal 
catalyst/gate, diffusion of atomic hydrogen through the metal layer, and the formation of a dipole 

Metal: Pt, Ir, Pd

Insulator: SiOx, Si3N4, AlN, SiO2 

Semiconductor: SiC, GaN
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layer at the metal- oxide interface.  If this dipole layer is the sole cause of the shift in the C-V 
curve, the shape of the curve should not be affected.  However, the experimental results reveal 
that a change in shape is observed at high temperatures.60 
 
The experimental results may be explained by the formation of interface states in the presence of 
oxygen.  The nomenclature below is used in the following text, 
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Interface states are states at the SiO2/SiC interface wherein charge carriers can reside.  They are 
not observed during hydrogen exposure.  Interface states are accessible to charge carriers if the 
energy level of the interface state is below the reference energy for electrons (the Fermi level, 
EF, SiC), or are within thermal excitation (kT of EF, SiC).60 
 
Compensating states of opposite polarity are also formed at the oxide/metal interface.  The 
compensating states cause an electric field in the oxide.  This causes a voltage drop, qU, across 
the oxide, which is dependent upon the density of interface states, n. 
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A perusal of the band diagram shows that: 
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Using the previous equation, an equation for the change in applied voltage when switching 
atmospheres can be derived: 
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Regardless of the applied voltage, the change in E is positive and constant, hence the parallel 
shift.  The change in E can be attributed to the initial mechanism, which is the removal of the 
hydrogen dipole layer.60 
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The number of accessible interface states, n, is a direct function of the applied voltage.  An 
increase in the voltage results in an increase in the energy of the electrons in the device.  This, by 
definition, causes an increase in the reference energy (the Fermi level of the semiconductor).  As 
the reference energy increases, more interface states are made accessible.  As one loses carriers 
to these interface states, it will take a larger voltage to reach higher capacitances.60 
 
This explains the change in shape of the C-V curve observed when switching from hydrogen to 
oxygen.  The real shift is a combination of a parallel shift (caused by the loss of a hydrogen 
dipole layer), and a shift which requires larger voltages to reach higher capacitances (caused by 
the interface states). 
 
Sensor Response, Sensitivity, and Selectivity 
A typical test is run at constant capacitance and the voltage required to keep that capacitance in 
different atmospheres is reported as the sensor response.  Hence, the response time of a metal – 
insulator – silicon carbide sensor is variable depending upon the capacitance at which the sensor 
is held constant.  Set at 80 pF, the sensor response time is on the order of 5 minutes.61  The 
extended response time can be due to the complex associated circuitry needed to perform the 
measurements.  Additional research is needed to fully characterize and understand the response 
time for MOS capacitor sensors. 
 
The operation of this type of sensor depends on the chemisorption of hydrocarbons and diffusion 
of hydrogen derived from the decomposition of the hydrocarbon by the metal gate.  Thus, this 
type of sensor, in its present form, cannot discriminate among the different hydrocarbons.  
Arrays of MOS capacitor sensors have not yet been explored.  An array of MOS capacitor 
sensors, each with a different metal catalyst and operating temperature, may offer the desired 
selectivity.  More research is needed to explore this possibility. 
 
A secondary concern is the maximum hydrocarbon concentration to which these sensors can be 
subjected before saturation.  Reported tests57,61 have exposed these sensors to 0.05 to 0.1% 
volume hydrocarbon in nitrogen.  Gases exiting a flue or contained in a pipeline have markedly 
higher percentages of hydrocarbon gases.  Research is needed to determine if this type of sensor 
can detect these gases when they are in high concentration. 
 
In summary, the present embodiment of MOS capacitor sensors seems to lack selectivity among 
different hydrocarbon gases.  However, an array of MOS capacitors may offer the desired 
selectivity.  Further research is needed to fully characterize the response time, understand the 
detection capabilities at high hydrocarbon concentrations, enhance the selectivity of the sensor, 
and explore the possibility of an array of sensors. 
 
Commercial Availability 
Research regarding these devices as sensors at major universities, e.g., the University of 
Michigan in the United States (Dr. R. Ghosh), Linkoping University in Sweden (Dr. A. Spetz) 
and corporations, e.g., Applied Sensors (Linkoping, Sweden) has been conducted, however these 
devices are not yet commercially available. 
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6.3.3.5.3 Metal Oxide Semiconductor Schottky Diode 
 
Structure and Materials 
Capacitor sensors require complex surrounding circuitry to detect the gas response.  The diode 
sensor is attractive in the simplicity of its associated circuitry.57  The structure of the MOS 
Schottky diode is a metal – semiconductor junction, as shown in Figure 6-8.  A thin (~nm) 
interfacial layer is added to increase the stability of the sensor and the reproducibility of the 
response.57  The semiconductor is either Si,62 or SiC57,63,64 or GaN.57,65,66,67  The metal (acting as 
a contact and a catalyst for hydrocarbon breakdown) is either Pt,57,63,64 or Pd.57,62  Mixed ion 
conductors (BaSnO3

57,67) have also been tested as a catalytic contact layer.  The thin (~nm) 
interfacial layer is typically a combination of Ta,57,59,68 TaSix,57,59,68 SiO2,57,59,62 and AlN.57,59,63  
The stability of the interfacial layer is a problem.  Degradation occurs at high temperatures and 
long operating times.57,59  Improved stability and selectivity has been reported by using SnO2.69 
 
 

Figure 6-8:  Basic Structure of MOS Schottky Diode. 
 
Sensing Mechanism 
Additional research is needed to determine the sensing mechanism.  Research is also needed to 
determine the effect of using different interfacial layers and any associated change in the 
mechanism of sensing.  The similarity of the sensor response to hydrocarbons compared to that 
of MOS capacitors is attributed to similarities in device structure (metal/insulator/ 
semiconductor).  Some Schottky diode sensors can be used as capacitor sensors in reverse bias.63 
 
Current starts to flow within the device when a voltage large enough to excite the electrons over 
the potential barrier (thermionic model of diode operation) or to cause tunneling67 through the 
barrier is applied.  Upon exposure to hydrocarbons, dehydrogenation occurs at the metal surface 
and a dipole layer of adsorbed hydrogen forms at the metal – insulator interface.  This lowers the 
potential barrier, thus lowering the turn-on voltage of the diode. 
 
Sensor Response, Sensitivity, and Selectivity 
Typical experiments are conducted under constant current with the applied voltage shifted to 
maintain the current.  In different atmospheres, the voltage needed to maintain the current 
changes and the change in voltage is recorded as the sensor response. 
 
The sensor is very responsive, and the response time is on the order of milliseconds.  It should be 
noted that the sensor response would vary depending on the current at which the sensor is being 
operated.64 
 

Metal: Pt, Pd, BaSnO3

Insulator: Ta, TaSix, SiO2, AlN, SnO2 

Semiconductor: Si, SiC, GaN 
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At high temperatures (above 600 °C), the metal surface undergoes a rapid transition from being 
covered with adsorbed oxygen to hydrogen/hydrocarbon species.  The signal response is 
dependent upon the amount of reducing gas and, at these high temperatures, is more or less 
independent of the gas composition.70 
 
At lower temperatures (below 600 °C) some gas molecules are only partly combusted on the 
metal surface.  Different hydrocarbons could give different responses at a certain temperature.  
This shows promise for use in sensor arrays to give detailed information about a gas mixture.70 
 
Hunter et al.69 reported that diodes having the material structure of Pd/SnO2/SiC give different 
sensor responses depending upon the reducing gas.  They maintained the sensor at a constant 
voltage and measured the effect of the reducing gas on current as a sensor response.  Additional 
research is needed to test the extent of selectivity, as well as to better characterize the effect of 
using SnO2 as an interfacial layer. 
 
Selectivity data of GaN-based Schottky devices have been reported.71  Different responses were 
reported for Ga-face and N-face GaN.  GaN-based Schottky devices show promise in being able 
to distinguish between various hydrocarbons, however more research is needed to explore the 
sensing mechanism and the extent of selectivity achievable. 
 
An array of MOS diode sensors, each with a different metal catalyst and operating temperature, 
may be sufficient to give the needed information.  More research is needed to explore this 
possibility. 
 
Reported tests62,69,71 have exposed the sensor to hydrocarbons in the concentration range of a few 
ppm to a few volume percentages.  The concentration of hydrocarbons in a gas from a flue line 
or contained in a pipeline is significantly higher.  Research is also needed for these devices to 
determine their detection capabilities of MOS diode sensors at high concentrations of these types 
of gases. 
 
In summary, MOS diodes show promise in being selective but are currently unable to give 
detailed information on flue gas mixtures.  An array of MOS diode sensors may have the 
selectivity to give the information needed.  Additional research is needed in certain areas:  (1) 
determination of the sensing mechanism for different interfacial layers; (2) engineering the 
detection capabilities at higher hydrocarbon concentrations; (3) determination of the extent of 
selectivity to different hydrocarbons and the ability to give detailed information about a mixture 
of hydrocarbons; and (4) exploring the possibility of an MOS diode sensor array, each sensor 
having a different metal catalyst and operating temperature. 
 
Commercial Availability 
Research regarding these devices as sensors is being conducted at major universities, e.g., the 
University of Michigan in the United States (Dr. R. Ghosh) and Linkoping University in Sweden 
(Dr. A. Spetz) as well as at corporations, e.g., Applied Sensors (Linkoping, Sweden); however, 
these devices are not yet commercially available. 
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6.3.3.5.4 Metal Oxide Semiconductor Field Effect Transistor Sensors 
 
Structure and Materials 
Metal-oxide field-effect transistor sensors (MOSFET) have been explored57 due to the 
disadvantages of capacitors (complex associated circuitry) and Schottky diodes (degradation of 
the thin interfacial layer at high operating temperatures and times).  While some field-effect 
transistors are very complex, the basic structure, shown in Figure 6-9, consists of a 
semiconductor substrate, source (S), drain (D), insulator, and catalytic metal gate.72  As in the 
previous MOS devices, the catalytic metal gate is either Pt,57,59,73 or Ir.57,59  The insulator is 
typically SiO2

73 and the semiconductor is typically SiC.57,59,73 
 

Figure 6-9:  Structure of Basic MOS Field Effect Transistor. 
 
Sensing Mechanism 
The sensing mechanism for MOSFET gas sensors has not been studied as extensively as that for 
MOS capacitors and more research is needed to better characterize the sensing mechanism.  The 
similarities in gas response to the MOS capacitor and diode can be attributed to the similar 
structure (metal/insulator/semiconductor) of the active sensing part. 
 
In standard MOSFET operation, the source and drain are disconnected (cut-off mode) until the 
voltage applied to the gate metal exceeds a threshold voltage.  The gate/insulator/semiconductor 
structure between the source and drain can be viewed as a capacitor.  When the voltage applied 
to the gate exceeds the threshold voltage, an inversion channel is formed between and connects 
the source and drain.74 
 
If the metal/insulator/semiconductor is considered as a capacitor, the response and mechanism 
for the MOS capacitor apply.  Higher capacitances can be reached at lower voltages when the 
sensor is exposed to hydrogen as opposed to oxygen.  This means that the inversion channel 
forms at lower applied voltages, effectively lowering the apparent gate threshold voltage.  Thus 
under hydrogen exposure, a higher drain current can be reached at lower drain voltages. 
 
Sensor Response, Sensitivity, and Selectivity 
The device is held at a constant current and the response is the change in drain voltage required 
such that the constant current is maintained.  The response depends upon the operating current of 

Metal: Pt, Ir

Insulator: SiO2

Semiconductor: SiCS D
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the device.  Sensor response as reported by Savage et al.75 indicated approximately 2 seconds for 
the sensor signal to reach saturation. 
 
Like the MOS capacitor and diode, hydrocarbon breakdown on the metal surface is required for 
sensing.  Due to this, the selectivity of this type of sensor should be comparable to that of the 
MOS capacitor and Schottky diode.  Operating the sensor at high temperatures should result in 
very little selectivity due to the rapid rate of the surface reaction.  At lower temperatures, partial 
hydrocarbon breakdown occurs, which can lead to different responses to different hydrocarbons 
at specific temperatures.  Additional research is needed to characterize the selectivity of this type 
of sensor. 
 
An array of MOSFET sensors may provide the sensitivity and selectivity needed.  The array 
would consist of multiple sensors, each with a different catalyst metal and operating temperature. 
 
The results of tests that have exposed the sensor to hydrocarbons in the concentration range of a 
few ppm to a few volume percentages have been reported.73,75  Additional study is needed to 
understand how these devices will respond to the high hydrocarbon concentrations typical of flue 
and pipeline gases. 
 
In summary, a single MOSFET shows promise in being selective but is currently incapable of 
analyzing gases with high concentrations of hydrocarbons with great detail.  Additional research 
is needed in certain areas, including the determination of (1) the sensing mechanism, (2) the 
detection capabilities at higher hydrocarbon concentrations, (3) the selectivity to different 
hydrocarbons and the ability to give detailed information about a mixture of hydrocarbons, and 
(4) the possibility of using a MOSFET sensor array. 
 
Commercial Availability 
Research regarding these devices as sensors has been conducted at major universities, e.g., the 
University of Michigan in the United States (Dr. R. Ghosh) and Linkoping University in Sweden 
(Dr. A. Spetz), and at corporations, e.g., Applied Sensors in Linkoping, Sweden. 
 
Applied Sensors of Linkoping, Sweden (www.appliedsensor.com) has developed two SiC-based 
MOSFET hydrogen sensors (AS-FHH-400 and AS-FHH-450).  The response time for both is 
approximately 5 seconds.  The detection limit of the AS-FHH-400 is between 10 and 2000 ppm 
in air.  The detection limit of the AS-FHH-450 is between 500 ppm and 5% in air.  Both sensors 
are more sensitive to hydrogen than hydrocarbons.  Neither is selective between different 
hydrocarbons. 
 
6.3.3.5.5 High Electron Mobility Transistor 
 
Structure and Materials 
The operation of a high electron mobility transistor (HEMT) is based on the formation of a two-
dimensional electron gas (2DEG).  The basic structure consists of a thin AlN layer (buffer layer, 
~20 nm), thicker GaN layer (~1 nm), thin AlGaN layer (~30 nm), source (e.g., a Ti/Al bilayer), 
drain (e.g., a Ti/Al bilayer), and catalytic metal contact (Pt).  The GaN layer can be either Ga-
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polar or N-polar, the difference being the principle atom on the surface.  The Al content in 
AlGaN is typically 15%. 
 
Sensing Mechanism 
The 2DEG is formed at the interface between GaN and aluminum gallium nitride (AlGaN), due 
to the differences in both the piezoelectric polarization and the spontaneous polarization in these 
two materials.  The piezoelectric polarization is caused by the mechanical distortion of the 
lattice.  Ambacher et al.76 has shown that when AlGaN is grown on top of GaN, the distortion is 
always a tensile stress in the AlGaN.  This causes a piezoelectric polarization that is parallel to 
the spontaneous polarization.  Spontaneous polarization is due to permanent dipoles caused by 
ionic bonding among the constituent atoms of the lattice, as shown in Figure 6-10.  The arrows in 
Figure 6-10 symbolize permanent dipoles, pointing from negative nitrogen ions to positive Ga or 
Al ions.  The lengths of the arrows indicate the relative magnitudes of the dipoles.  The 
spontaneous polarization in AlGaN is larger than that of in GaN.77,76 
 
As noted above, the discontinuity in the polarization gives rise to a positive, fixed polarization 
charge, +σ, at the interface, as shown in Figure 6-10.  The termination of the crystal causes a 
negative polarization charge, -σ, that can interact with ions with which it comes into contact.71,77 
 



6-47 

 
Figure 6-10:  (a) Atomistic Representation of the GaN (Both Ga-polar and N-polar)/AlGaN 

Interface and Near-interface Regions.  The large arrows represent the direction and 
magnitude of the dipole.  (b) Epitaxial representation of the 2DEG (Both Ga-face and N-

face).  Note that the 2DEG for Ga-face and N-face are on opposite sides of the AlGaN layer.  
This is due to the opposite direction of the spontaneous polarization, and the tensile 

strain.76 
 
The polarization charge gives rise to a pronounced downward band bending, causing electrons to 
accumulate at the interface, forming a 2DEG that is typically confined within 2 nanometers (nm).  
The carrier density of the accumulated electrons can be as high as 1013 cm-2 (mobility is 
approximately 1000 cm2/Vs @ 300 K).76,77 
 
The Pt gate catalyzes the breakdown of the hydrocarbons.  The hydrogen ions diffuse through the 
metal, adsorbing onto the AlGaN/Pt interface.  These ions act as compensating charges to the 
polarization charge present at the terminating end of the AlGaN, and will alter the charge density 
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in the 2DEG, and thus the conductivity.  More research is needed to better understand the 2DEG 
and to characterize the detection mechanism of this type of sensor.77 
 
Without the Pt gate, it has been shown by Stutzman et al.77 that there is still a response to a 
combustible environment.  This is due to free ions and dipole moments present in the gas, 
however additional study is needed to characterize in greater detail this type of response. 
 
Sensor Response, Sensitivity and Selectivity 
Sensor response for the GaN HEMT structure has been reported.  In an experiment conducted, a 
fixed forward bias was placed upon the transistor.  The current was recorded with respect to time 
and environment (switching from pure N2 to 10% H2/90% N2).  The response time was very fast, 
on the order of and perhaps shorter than 10 seconds.78  However, in this experiment, the feed gas 
was stopped before allowing the sensor response to saturate. 
 
Reported selectivity data is limited.  Data examining the selectivity of the HEMT structure 
towards various hydrocarbons are not available at this writing.  The low gas concentrations at 
which the sensor saturates at are of great concern.71 
 
An array of GaN HEMT sensors may yield the selectivity needed to analyze flue gas lines in 
great detail.  The array would consist of many GaN HEMT sensors, each with a different catalyst 
metal and operating temperature. 
 
Summary 
The HEMT structure shows considerable promise of selectivity towards various hydrocarbons, 
however the ability to effectively operate under high hydrocarbon concentrations is of great 
concern.  Additional research is needed in (1) sensing mechanism (2DEG formation, effect of 
gas on conductivity); (2) sensor selectivity (ability to distinguish between various hydrocarbons); 
and (3) sensor response (ability to be sensitive at higher concentrations). 
 
Commercial Availability 
Research regarding these devices as sensors has recently been conducted at major universities, 
e.g., the University of Florida in the United States (Dr. S. J. Pearton), and institutes, e.g., Walter 
Schottky Institute in Germany (Dr. M. Stutzmann); however, these devices are not yet 
commercially available. 
 
6.3.3.5.6 Electrochemical Cell 
 
Structure and Materials 
An electrochemical cell typically consists of a solid electrolyte, active electrode (catalyzes 
hydrocarbon breakdown), and reference electrode.  The solid electrolyte is typically yttria-
stabilized zirconia (YSZ).  Yttria is added for better mechanical properties, and to create oxygen 
vacancies.  Other stabilizing compounds include CaO and MgO.79  The inert electrode is reported 
as Au.80,81  The active electrode is reported as Pt,82 Pd,80 Au, or MnO2,82 with various additives 
(e.g., InO2, proton conductors.79) 
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Sensing Mechanism 
More research is needed to fully understand the sensing mechanism and the mechanism changes 
associated with changing electrode metals.  The electrochemical cell gas sensor is based upon an 
electromotive force (EMF) being produced as the degradation of hydrocarbons occurs at the 
active electrode.  It is assumed that there is no hydrocarbon breakdown at the inert electrode.79 
 
Upon exposure to a mixture of hydrocarbons and oxygen, oxygen physisorbs onto the solid 
electrolyte surface.  The physisorbed oxygen then moves across the solid electrolyte surface until 
it reaches the metal-solid electrolyte interface.  The oxygen then chemisorbs onto the metal as 
one of a few stable ions (e.g., O-, O2-).  The stable oxygen ion reacts with the hydrocarbons, 
forming either CO2 and H2O, or CO and H2 (depending upon the amount of oxygen available).83 
 
Since no reactions involving the hydrocarbon occurs at the inert electrode, the potential of the 
inert electrode is solely dependent upon the extent of oxygen chemisorption, and thus the partial 
pressure of oxygen.  The difference in potential between the inert and active electrodes will give 
rise to a voltage drop across the solid electrolyte.  This voltage drop from the inert to the active 
electrode can be calculated by:81 
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Hence, the larger the voltage difference, the lower the oxygen partial pressure at the active 
electrode.  This indicates that more oxygen is used up in reactions with the hydrocarbon.  Thus, 
the voltage drop is related to the hydrocarbon concentration.81 
 
A dual electrochemical cell gas sensor has been reported.80,81  The active electrodes of the two 
electrochemical cells (i.e., Cell I and II) are facing each other.  One electrochemical cell (Cell I) 
is connected to a voltmeter measuring the voltage drop caused by the depletion of oxygen over 
the active electrodes.  The second cell (Cell II) is connected to a DC source which supplies 
current to Cell II.  The EMF generated in Cell I is compensated by supplying a direct current to 
Cell II.  The current applied turns Cell II into an oxygen pump.  Thus, the oxygen depleted by 
hydrocarbon breakdown is replenished by that pumped through the solid electrolyte.  The 
amount of current applied is thus an indicator for how much hydrocarbon is in the atmosphere. 
 
Sensor Response, Sensitivity, and Selectivity 
A single-celled electrochemical gas sensor was placed in an atmosphere containing oxygen and 
ethane.  The EMF generated was measured and used as the sensor response.  The sensor response 
is a result of the breakdown of hydrocarbons on the active electrode surface.  More hydrocarbons 
in the atmosphere would require a longer time for the hydrocarbons to decompose, hence the 
sensor response time is based upon the amount of hydrocarbons in the atmosphere.  The response 
times are on the order of a few hundred seconds.84 
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The electrochemical cell seems to have the ability to differentiate between different 
hydrocarbons.  However, more research is needed to understand the extent of selectivity and the 
potential to fabricate a sensor array to analyze a mixture of hydrocarbons in great detail.  An 
issue of great concern is the concentration of hydrocarbon that the sensor can be exposed to 
before saturation.  Reported tests have exposed the sensor to only low hydrocarbon 
concentrations (lower than 1000 ppm).80  Research is needed to determine the detection 
capabilities of this type of sensor at high concentrations. 
 
In conclusion, the electrochemical cell gas sensor shows potential in being able to distinguish 
between various hydrocarbons.  However, the sensor response time and low saturation 
concentrations are of concern.  More research is needed to further investigate ways to engineer 
shorter sensor response times and higher saturation concentrations. 
 
Commercial Availability 
Research regarding these devices as sensors has recently been conducted at Nagoya University in 
Japan (Dr. Takashi Hibino); however, these devices for the detection of hydrocarbons are not yet 
commercially available.  Electrochemical cell gas sensors have been used in other applications 
(e.g., oxygen sensors in cars and Nitrox analysis in the self-contained underwater breathing 
apparatus [SCUBA] diving industry) to detect other gases.  A large number of companies 
(e.g., Drager Safety) market electrochemical cell gas sensors for detection of gases such as 
oxygen, hydrogen, hydrogen sulfide, etc.  The sensors that are marketed possess a wide range of 
detection capabilities (~ ppm to high concentrations), and target a wide range of applications. 
 
6.3.3.6 Hybrid Sensor Technology Concept 
 
It appears that any given sensor family may have performance deficiencies or failures under 
some conditions.  Analogously to the concept of the electronic nose, or the combination of gas 
chromatography with the mass spectroscopy detection technologies, it is often desirable to utilize 
the information from a variety of sensing technologies to reach a final detection conclusion.  The 
combined sensor approach can often provide better accuracy for both qualitative and quantitative 
analysis.  The term “spectroscopy” or “spectrometer” implies that the technology has multiple 
sensor “channels” and so does detection over a variable range.  Many of the sensor technologies 
can be so employed if the costs can be tolerated.  Also, it is sometimes viable to use not only 
multiple but diverse technologies to produce a complete sensor data set.  For example, many of 
the calorimetric types of sensors provide very little detailed information about the specificity of 
the chemical species.  This is especially the case when the sample is a mixture of gases.  
However, the information obtained can be quite valuable as it provides an integrated picture of 
the sample attribute.  The same can also be envisioned for a total mass detector such as a 
gravimetric MEMS device where the analyte receptor, such as a high surface-area activated-
carbon powder, is specifically designed to capture all materials.  Hence, should a sensor, even 
one with multiple channels, be blind to a given chemical or confused by the presence of multiple 
chemical species, then it may be possible to utilize the multiple channel sensor information along 
with that from other sensors, either integrating type or multiple channel type, to extract a more 
precise picture of complete sample composition.  In many cases, this approach can be 
advantageous as to cost, size, or response time.  Kastner’s natural gas sensor system22 illustrates 
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this very technique while utilizing a minimalistic set of sensor technologies:  two-channel I.R. 
absorption spectroscopy, conductivity, and total pressure. 
 
6.4 Summary of Sensor Technologies for Gas Turbine Control 
 
A summary of capabilities of the sensor technologies discussed is shown in Table 6-7. 
 

Table 6-7:  Summary of Detection Technologies. 
It is noteworthy that the costs estimates for several technologies largely represent 

engineering development and not production costs. 
(Used With Permission) 

Sensor 
Estimated 
Unit Cost 

($k) 
Size Species 

Gas Composition 
Update Rate 

(Data Sets/Second) 
GC/Mass 
Spectrometer > 10 Benchtop Detector Dependent < 0.1 

Scanning 
Magnetic Sector 
Mass 
Spectrometer 

40 -100 
60” H x 

30” x 30” 
(Typical) 

H2, He, CH4, H2O, N2, CO, C2H6, O2, 
H2S, Ar, CO2, C3H8, SO2, COS, CS2, 

and hydrocarbons > C4 
< 0.1 

Scanning 
Quadrupole Mass 
Spectrometer 

10 - 100 Benchtop Same as above > 1 

Time-of-Flight 
Mass 
Spectrometer 

> 10 Benchtop Same as above > 10 

Detector Array 
Magnetic Sector 
Mass 
Spectrometer 

> 10 Benchtop Same as above 1000 

Dispersive IR < 10 
Benchtop 

to 
Compact 

Requires IR absorption < 1, SNR dependent 

FTIR > 10 Benchtop Requires IR absorption > 10 
Raman > 10 Benchtop Requires IR absorption ~ 1 
Conductometric 
Sensors < 5 Compact Chemical alterability dependent ~ 1 

Mass-Sensitive 
Sensors < 5 Compact All ~ 1 

Calorimetric of 
Specific Heat 
Determination 

< 10 Compact All ~ 1 

Solid-State 
Sensors < 5 Compact Oxidizable materials ~ 1 

 
For gas turbine control, the emphasis is placed on composition measurements within 1 second 
and with a 1% volume fraction accuracy.  This table represents only an estimate of the sensor 
technology attributes for the application, and since some of these technologies could be designed 
more specifically for the application these estimates could change.  For example, cost is highly 
dependent upon product volume as well as upon the configuration for the application.  In high 
volume, one might anticipate integrated sensor technology such as MEMS-based or Solid State 
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devices to be very inexpensive.  High production volume accelerometers, as employed for 
automobile airbag systems, cost only a few dollars.  While the manufacturing cost for such a 
device or other solid state devices could be quiet low, one would expect the system cost to be 
dominated by system engineering issues and service.  Likewise, for example, Raman 
spectroscopy is usually applied to solids, but due to the anticipated high gas pressure and 
concentrations it may very well be suitable for this application as a benchtop tool.  As such, its 
cost and response time would very well be dominated by the laser system employed to achieve a 
satisfactory signal-to-noise ratio. 
 
Depending upon how the information for such a sensor system might be employed, a more or 
less complex computer analysis and control system may be needed.  Hence, once again the cost 
may be more accurately reflected by consideration of the system issues.  If one simply desired a 
fixed embedded control system based upon a few channels of sensor information, then one could 
expect the unit cost to be low.  However, if the device has to be so versatile as to be used on a 
large variety of customized turbines, then engineering costs will again dominate.  It may be more 
appropriate to focus on the attributes of size, detection accuracy, and response time. 
 
6.4.1 Gas Chromatography 
 
Gas Chromatography is considered accurate and reasonably reliable and can be constructed for 
the analysis of a large variety of materials.  However, it is usually slow, somewhat bulky, and the 
columns require considerable maintenance.  By itself, it is not considered practical for this 
continuous on-line application. 
 
6.4.2 Mass Spectrometers 
 
Mass spectrometers can be used to measure principal components and many minor components 
with varying accuracy, depending on the mass spectrometer design and the complexity of the gas 
mix.  A stand-alone unit is usually rather large, and much of the cost is associated with the high 
engineering content.  Its system complexity allows it to be used to obtain more information than 
may be needed for the control system.  Most mass spectrometers have software that determines 
gas concentrations from peak intensities and allows the user to set up real-time calculations for 
the Wobbe Index, mass balances, and other items.  A spectrometer appropriate for fuel gases 
should be capable of observing masses 1 through at least 100, and preferably 200 if there are C8 
or heavier hydrocarbons present.  Expected components in fuel gas are H2, He, CH4, H2O, N2, 
CO, C2H6, O2, H2S, Ar, CO2, C3H8, SO2, COS, CS2, and hydrocarbons C4 and heavier, including 
straight-chain and branched hydrocarbons.  Alkenes, alkynes, cycloalkanes, and hydrocarbons 
with heteroatom substituents (N, O, S) are assumed to be negligible.  (The accuracy of this 
assumption is uncertain for coal-derived synfuels.) 
 
A mix in which all of the expected species are present produces a complex spectrum with 
overlapping fragmentation patterns that require deconvolution.  This necessitates the complexity 
of the computer software in most laboratory analysis applications, but a somewhat reduced 
amount of analysis should be allowed for the turbine control application.  Lighter hydrocarbons 
(CH4, C2H6, and C3H8) have only one isomer and one fragmentation pattern.  Heavier 
hydrocarbons have more than one isomer, each one having its own unique fragmentation pattern.  
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Butane, pentane, and hexane, for example, have 2, 3, and 5 isomers respectively.  A mixture of 
the above components up to and including C6 (as may occur in coal-derived synfuels) requires 
sampling a minimum of 25 different mass numbers (one for each component) to deconvolute the 
individual fragmentation patterns.  The sensitivity of calculated concentrations to slight 
variations in fragmentation patterns can produce significant errors, whether from calibration 
errors or from changes in gas composition during a sampling cycle.  Accurate analysis requires a 
mass spectrometer that is both fast and accurate.  Sampling 25 masses several times a second is 
beyond the reach of most commercially available scanning mass spectrometers but may be 
possible with TOF and detector array mass spectrometers. 
 
6.4.2.1 Detector Array Mass Spectrometers 
 
Detector array mass spectrometers are in an early stage of development.  Existing models can 
sample the entire mass range, including signals from unexpected species, several times a second 
or faster.  Long-term stability data is scarce with prototypes and is invalid after improvements 
are made.  An inexpensive way to test the stability of a particular unit is to run it for extended 
periods (e.g., 24 hours or longer) on room air.  If the instrument performs satisfactorily, a long-
term test using a complex hydrocarbon mix of C1-C6 would indicate the stability of the 
fragmentation patterns.  The composition of this gas does not need to be known or specified very 
accurately; only changes in the ratios of different peaks are important for such a test. 
 
Detector array mass spectrometers are expected to become more compact and portable as the 
technology develops.  One prototype weighs 395 grams and is small enough to fit into the palm 
of a hand.85  This miniaturization means detector array mass spectrometers will become more 
versatile and competitive with bulkier and more expensive machines. 
 
6.4.2.2 Time-of-Flight Mass Spectrometers 
 
TOF mass spectrometers can provide a snapshot of the gas stream several times a second and 
observe all the masses, including those from unexpected species.  Long-term stability data is not 
readily available, but can be evaluated in the same way as detector array mass spectrometers, 
e.g., with extended runs on room air and hydrocarbon mixes. 
 
Compact TOF mass spectrometers are being developed for use in spacecraft.86  TOF 
spectrometers potentially may be miniaturized to the size of a soda can, and will become more 
versatile and portable than the present state-of-the-art technology.87 
 
6.4.3 Optical Spectroscopy (Dispersive IR, FTIR, Raman) 
 
Benchtop dispersive IR optical spectroscopy, FTIR spectroscopy and Raman spectroscopy 
normally employ physical displacement of an optical element to perform the sensor channel 
(wavelength) scan.  In order to achieve high resolution scanning over a large bandwidth, a long 
optical path and a bright source are required.  Hence, they are rather bulky for the application 
and can be rather expensive.  Their response to particular species is totally dependent upon the 
vibrational absorption bands of the species.  Since the IR absorption bands are formed via the 
atomic bonding and because the bonding is similar for several natural gas species, they are not 
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independent from each other.  However, the spectra are perturbed by the secondary atomic 
bonding and so has a considerable degree of uniqueness.  In this regard, after the spectra are 
taken, a mass-spectroscopy analogous software-based deconvolution is required.  However, 
unlike the mass spectroscopy there are some species which are transparent in the IR and so 
produce no optical signal.  Hence, all optical spectroscopy techniques are blind to some materials 
and the optical sensor channels must be supplemented with some complimentary sensor 
technology. 
 
With a finite number of natural gas species to be detected, it is quite feasible to measure via only 
a finite number of a pre-selected measurement channels (wavelengths).  Doing so could be 
accomplished with optical filters as the wavelength selection mechanism.  This would 
significantly reduce the physical size, cost and measurement time.  In the IR, black-body thermal 
detectors (thermal piles) have been traditionally utilized.  These can easily be constructed via 
MEMS technology and be fully integrated with signal-conditioning electronics.  More recently, 
MEMS technology, combined with new quantum well emitter/detector structures, is enabling the 
development of vertical-cavity surface-emitting laser (VCSEL) technology with a built-in 
voltage-tunable, wavelength-selectable etalon (Fabry-Perot interferometer) for precision 
wavelength selection.88  This technology could also be applied to the IR for detectors.89  Using 
MEMS technology, reflective parallel-plate etalons can be constructed with controllable spacing 
between the plates.  These can therefore be tuned to the desired wavelength.  This technology 
could enable individual, wavelength-specific, matched emitter-detector sensor pairs at the 
integrated circuit device size. 
 
6.4.4 Electronic and Physical (Solid-State, Mass, Calorimetric) 
 
While calorimetric sensor technology has been actively used for many years in flow controllers, 
it is an integrating technology with virtually no specificity.  It is reasonably inexpensive and can 
be utilized with other technology as a complementary channel.  Furthermore, calorimeters could 
be constructed via MEMS technology to further reduce size and cost.  Likewise, gravimetric, or 
mass sensing, technology via QMB and SAW devices are available technology.  MEMS-based 
devices, which should be integratable into multi-channel systems, are still largely in the research 
phase but the technology appears to be viable.  All of these rely upon receptor chemistry coatings 
which are largely hydrocarbon-based.  As such, they are limited in their operating temperature 
range.  They may also be limited in the concentration range by the solubility of the receptor 
chemistry. 
 
Electronic conductometric- and solid-state devices, which are being actively studied, fall into 
two very broad classes, which can be further bifurcated.  Some are based upon organic receptor 
chemistries, which may have specificity via the chemical make up of the receptor.  They would 
suffer from the same limitations associated with the hydrocarbon-based gravimetric sensors; 
however, they can be extremely simple to construct, are potentially very small, and lend 
themselves well to the multi-channel electronic-nose concept.  As such, they are potentially 
inexpensive.  They are also, integratable with on-board signal-processing technology and other 
sensor techniques that are compatible with MEMS. 
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A number of purely solid state technologies were discussed at length.  They can be constructed 
as either passive (variable resistance) or active (transistor with internal gain) devices.  They all 
appear to rely upon chemical reactions via surface catalytic activity to decompose the gas and 
inject carriers into the solid state materials.  The decomposition rate is dependent upon the 
analyte, the catalysis, and the temperature.  Hence, they too may lend themselves well to the 
electronic-nose concept.  Even if a single catalytic material was used for several sensors, the 
temperature might be swept to generate analysis channels.  If device response time is critical, an 
array of MEMS based devices might be constructed with individual heaters and temperature 
controllers.  The response time of an individual channel device is anticipated to be very fast and 
primarily limited by the surface diffusion time of the gas to be broken down.  Assuming the 
signal in such a sensor is limited by the analytic concentration or the response time, an active 
device, with gain, would be appropriate. 
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7 ASSESSMENT OF HYDROCARBON DEW POINT, 
HYDROCARBON DROPOUT AND EQUATIONS OF STATE FOR 

NATURAL GAS CONTAINING LONG CHAIN 
HYDROCARBONS SUPPORT 

 
This status report outlines the progress that has been made to date on the ongoing project to 
address growing interest in improved prediction of hydrocarbon dewpoints.  An accurate method 
for predicting the vapor-liquid equilibrium for various natural gas mixtures is being assessed and 
developed to predict liquid dropout conditions in hydrocarbon mixtures. 
 
7.1 TASK 1.0 – Identification of Gas Compositions for Assessment 
 
Informational postings with compositional data for heavy hydrocarbons (C6+) were tracked and 
averages for a selected set are found in Table 7-1.  The determination of the actual compositions 
selected for equation of state evaluation was largely determined by the availability of 
experimental data on the dewpoint for natural gas mixtures.  Often, informational postings 
include the Cricondentherm Hydrocarbon Dew Point (CHDP); however, in all cases this value is 
predicted using an equation of state. 
 

Table 7-1:  Average Compositions of Pipeline Gas from 
Selected Informational Posting Data. 
Component Average 

Mole % Std. Dev 

CO2 1.59 0.45 
N2 0.27 0.27 
CH4 90.86 0.21 
C2H6 5.28 5.28 
C3H8 1.47 2.30 
i-C4H10 0.21 0.21 
C4H10 0.19 1.50 
i-C5H12 0.05 0.05 
C5H12 0.04 0.59 
C6+ 0.05 0.05 

a) East Louisiana Trunkline 4/24/06 – 8/2/06, 
Trans-Colorado 5/2/06 – 8/2/06, 
Duke Energy 11/23/05 – 7/23/06 

 
7.2 TASK 2.0 – Literature Assessment 
 
Subtask 2.1 
 
It is absolutely imperative in the evaluation of equation of state performance that one has access 
to experimental dewpoints for natural gas mixtures.  Therefore, a comprehensive literature 
assessment of hydrocarbon dew point and liquid dropout in natural gas has been conducted.  As a 
result of an extensive review of informational postings, academic literature, and any other 
available public data, sixteen different natural gas mixtures for which there has been an 
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experimental dewpoint curve determined have been found an examined.  The compositions of 
the gases can be found in Table 7-5.  Experimental details regarding the measurement of the 
dewpoint curves can be found in the corresponding references in Table 7-5. 
 
Subtask 2.2 
 
A comprehensive literature assessment of the commonly used equations of state (e.g., Peng-
Robinson and Soave-Redlich-Kwong, etc.) used to describe pipeline quality natural gas was 
conducted.  To date seven common equations of state have been investigated to determine their 
predictive ability for the behavior of natural gas vapor-liquid equilibriums.  The investigated 
equations of state were Peng-Robinson1 (PR), Soave-Redlich-Kwong2,3 (SRK), Predictive 
Soave-Redlich-Kwong4,5,6,7 (PSRK), Statistical Associating Fluid Theory8,9,10 (SAFT), American 
Petroleum Institute11,12 (API)-SRK, Benedict-Webb-Ruben-Starling13,14 (BWRS), and Grayson 
Streed15 (GS).  These seven equations were chosen based on perceived accuracy for hydrocarbon 
mixtures. 
 
7.3 TASK 3.0 – Identification of Hydrocarbon Dropout Conditions 
 
Based on the gas compositions selected in Task 1 and the literature assessments conducted in 
Task 2, conditions conducive for hydrocarbon dropout were identified and experimental 
dewpoint envelopes are shown in Figure 7-1.  As can be seen from Figure 7-1, the included 
mixtures are representative of varying concentrations of higher hydrocarbons (C6+), and thus 
spans a wide range of CHDPs (–60→+10 °C, –76→+50 °F).  The dependence of the 
experimental CHDP on the gas composition was determined.  As one might expect, higher 
hydrocarbons (C6+) affect the CHDP much more strongly than the lower hydrocarbons.  The 
increase in CHDP per increase in mole fraction [ΔT(K)/Δmol%] is given in Table 7-2. 
 
These values were determined by performing a multiple linear regression analysis on the 
relationship between the composition of the 16 gas mixtures and their experimental CHDPs.  
While a rigorous determination of these relationships would require independently varying the 
composition of individual components, this would be experimentally challenging and nearly 
intractable with the shear number of experiments necessary to find the experimental CHDP for 
many varying mixtures.  Given the variability in the 16 gas mixtures studied here, statistically 
significant (i.e., P-value < 0.05 corresponding to a 95% confidence interval) values for 
ΔT(K)/Δmol% have been determined for many of the gas components.  The negative value of 
ΔT(K)/Δmol% for ethane seems to contradict conventional wisdom on the subject of dewpoint 
curves for hydrocarbons and warrants further study.  One would anticipate that the 
cricontentherm for a binary mixture of methane and ethane would increase with increasing 
ethane concentration; however, this is not the case in the mixtures studied.  One possible 
explanation could be that mixtures of hydrocarbon gases may exhibit characteristics similar to 
that of a eutectic, where under the right conditions the dewpoint temperature is suppressed with 
increasing ethane concentration. 
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Figure 7-1:  Experimental Dewpoint Envelopes for the 16 Natural Gas Mixtures. 
Symbols represent data points and the lines are simply curve fits to help illustrate 

the phase envelope. 
 

Table 7-2:  Dependence of Experimental Cricondentherm 
Dewpoint Temperature on Composition. 
Component Coefficient 

(ΔT(K)/Δmol%) 
P-value test for 

significance 
N2 2.26 0.331 
CO2 0.09 0.844 
C2 -2.12 0.051 
C3 9.38 0.009 
C4 7.42 0.004 
C5 36.89 5.0e-5 
C6+ 108.56 0.334 

 
7.4 TASK 4.0 – Equation of State Modeling 
 
Subtask 4.1 
 
Equations of state identified in Task 2 were evaluated using the 16 experimental mixtures based 
on their ability to accurately predict hydrocarbon dropout conditions.  While the assessment of 
the ability of the various equations of state in predicting liquid dropout amounts would be useful, 
this study is limited to the prediction of the dewpoint curve.  However, these two predictive 
abilities are directly linked and the evaluation of the prediction of the dewpoint curve should 
provide insight into the liquid dropout amount predictive capabilities of the various equations of 
state.  The first step in predicting the amount of liquid dropout under pipeline conditions is to 
predict the conditions that correspond to the dewpoint.  Therefore, phase envelopes were 
calculated with each equation of state for every gas to determine how well the predicted values 
for hydrocarbon dewpoint match the reported experimental data.  The Mean Absolute Deviation 
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(MAD) was calculated by determining the difference in temperature at a given pressure, to 
quantify how well each of the equations predicted the vapor-liquid equilibriums.  The MAD 
equation is shown as Equation 7-1, where TM is the experimentally measured temperature, TP is 
the temperature predicted by the equations of state, and n is the number of data points. 
 

n
TT

MAD PM∑ −
=  (7-1) 

 
All of the equations of states were tested for the first three gases; however, for gases 4-16 the 
BWRS equation of state was eliminated due to the poor prediction of the first three vapor-liquid 
equilibriums.  Generally, the SAFT, SRK, API-SRK, and the GS equations of state were all very 
comparable and usually agreed best with the experimental data.  There were three major 
exceptions, in gases 14 and 16 PSRK out-performed the other equations of state and in Gas 10 
PSRK and PR closely modeled the data, whereas the others greatly overpredicted the phase 
envelope.  The MAD for the 16 gases and 7 equations of state can be found in Table 7-3.  The 
overall MAD for the seven EOSs are listed in Table 7-4. 
 

Table 7-3:  Mean Absolute Deviation (MAD) for 16 Gas Mixtures. 
 PR SRK PSRK SAFT API-SRK BWRS GS 
Gas 1 3.15 0.41 0.25 0.37 0.43 3.89 0.41 
Gas 2 2.86 1.36 1.95 1.36 1.32 2.22 1.36 
Gas 3 3.2 0.43 0.33 0.43 0.46 4.03 0.43 
Gas 4 3.26 1.02 1.06 1.02 1 ----- 1.02 
Gas 5 3.48 0.85 1.08 0.85 0.8 ----- 0.85 
Gas 6 1.78 1.13 1.52 1.13 1.13 ----- 1.13 
Gas 7 2.59 0.8 1.3 0.8 0.73 ----- 0.8 
Gas 8 1.95 0.81 1.35 0.81 0.72 ----- 0.81 
Gas 9 2.31 0.82 1.06 0.83 0.78 0.83 ----- 
Gas 10 0.88 4.67 0.2 4.67 4.71 4.66 ----- 
Gas 11 2.48 0.31 0.98 0.31 0.26 0.31 ----- 
Gas 12 3.51 2.23 2.41 2.23 2.14 2.23 ----- 
Gas 13 2.45 1.27 1.79 1.27 1.18 1.27 ----- 
Gas 14 3.39 2.2 1.54 2.2 2.13 2.2 ----- 
Gas 15 4.2 2.17 2.91 2.17 2.1 2.17 ----- 
Gas 16 4.08 2.46 1.72 2.46 2.35 2.46 ----- 

 
Table 7-4:  Overall Mean Absolute Deviation (MAD). 

PR 2.95 
SRK 1.48 
PSRK 1.41 
SAFT 1.43 
API-SRK 1.48 
BWRS 3.36 
GS 1.48 
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Subtask 4.2 
 
Appropriate numerical models and modifications to the existing database of interaction 
parameters will be used to improve existing equations of state for varying natural gas 
compositions in order to enhance predictive ability over all ranges of composition and 
thermodynamic conditions that are identified in Task 3.  Currently, molecular dynamics 
simulations are being designed and developed that will assist in determining the interactions 
between heavy hydrocarbons and the light hydrocarbons that determine the hydrocarbon 
dewpoint curve for these mixtures.  The solvent effect of the methane phase on the confirmation 
of the large hydrocarbons will be determined, along with the change in free energy of the 
mixture due to introduction of large hydrocarbon molecules.  These free energy changes will 
assist in the improvements over the existing equations of state. 
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Table 7-5:  Synthetic Natural Gas Compositions. 
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