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J.3 Benchmark Instructions

J.3.1 Overview

In order to be considered for award, Offerors must successfully complete the benchmarks
described below. The benchmarks may be obtained by following the instructions at
http://www.gfdl.gov/hpcs/RFI/gfdl_bench.html. Vendors that have already completed and
submitted a Benchmark Software Agreement need not do so again.

The Offeror must provide in tar/gzip format the source code used and the requested
verification output for all aspects of the benchmark, as described in Sections J.3.2.2.3,
J.3.2.3.3, J.3.3.2 and J.3.3.3, on 100MB Zip disk or ISO-9660 CDROM. All written responses
and spreadsheets called for in these sections must be returned with the RFP response in
printed form and digitally on 100MB Zip disk or ISO-9660 CDROM. 

J.3.1.1 Source Code Changes

The Offeror may make changes to the compilation process and run script as necessary to
accommodate their particular compilation and runtime environment(s).

Additionally, the Offeror may make changes to source code. However the Government
requires that its applications be able to run on many different types of machines. Source code
changes that reduce portability increase the costs of software maintenance and upgrades
across multiple architectures. Therefore, certain types of code changes are preferred while
others are discouraged. For the purpose of evaluating offerings, source code changes are
divided into 4 Classes:

A. Modifications required to make a model run correctly, consistent with ANSI standard
FORTRAN90 and C

B. Modifications to the program parallel communication

C. Modifications consistent with ANSI standard FORTRAN90 and C

D. All other modifications

Class A modifications are those required to allow a benchmark to run to completion correctly
if, without such changes to source code, the benchmark will "fail" either by exiting prior to
completion or producing incorrect answers. Class A modifications do not include any changes
to source solely for performance.

Since there may be many causes for such changes (e.g. GFDL non-standard language
usage within the application, work-arounds required for compiler bugs, etc), the Government
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cannot state categorically that such modifications will not be evaluated without some sort of
risk factor assigned. Still, it is the Government's desire to consider such changes as
"essentially unmodified" code with no negative impact on evaluation.

Among the types of "changes" which will be taken as Class A are:

- Use of commercially supported libraries which are bid as part of the offering that requires no
changes to benchmark source code or introduction of wrapper subroutines

- Compiler command lines with performance-specific options including, but not limited to,
automatic parallelization

- Automatic parallelization and multitasking mediated through the operating system

- Use of commercially available and supported source pre-processors which are bid as part of
the offering.

Class B modifications are source code changes either to the MPP library (mpp.F90,
mpp_io.F90 and mpp_domains.F90) or to the direct use of MPI within an application (as
within the HIM application). This includes use of communication libraries other than MPI.
Such changes are encouraged though maintenance of MPI will still be required.

Class C modifications are limited to those which do not reduce code portabi lity and which
remain consistent with ANSI standard FORTRAN90 and C (it is acknowledged that the codes
as they exist may already contain some ANSI non-compliant features). Performance is
important and the Government is interested in performance-enhancing code modifications.
However, resources to implement and maintain such changes are l imited. Thus while a risk
assessment will be made of any such changes, they are encouraged.

Among the types of changes taken to be Class C are:

- Use of commercially supported libraries which are bid as part of the offering

- Use of compiler "directives" within the source

Class D modifications are all  those changes to application source not included in Classes A,
B, or C. Such modifications reduce code portability and tend to make development and
maintenance more difficult and costly. Class D modifications are very strongly
discouraged.

All acceptable changes must produce output consistent with the verification provided as
described with each benchmark.
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As described in the instructions below, baseline performance numbers comprised of only
Class A modifications will be required. MPI will be the required communication library for this
baseline where a communication library is employed. MPI (or any other communication
library) is clearly not applicable for systems which use compiler or operating system mediated
AUTOMATIC parallelization for the baseline benchmark.

Offerors wishing to make code changes for evaluation must submit complete performance
numbers for the entire test suite containing the code changes IN ADDITION to the baseline
numbers. Having satisfied the baseline requirement, the Offeror is free to mix classes of
changes. Offerors are cautioned, however, that a set of performance numbers and the
associated changes will be evaluated as a single entity and accepted or rejected as such.

While it is highly desirable, it is not required that the Offeror reach minimum
performance requirements based on Class A changes alone. However, Offerors are
again cautioned that source changes associated with a set of performance numbers
are assessed risk as a single entity.

J.3.1.2 Performance Data

Gathering of performance data is targeted to a system equivalent to that offered for the initial
delivery. In this vein, the Test Systems on which the benchmarks are run and for which
performance data is reported should be as close possible to the initial offered system. In
general, any component of a Test System which is not the component proposed for the initial
offered system will require the Government to make a risk assessment. The reasons for
assigning risk will be clearly stated to each Offeror in their evaluation.

Still, the Government acknowledges that it may not be possible to use the offered system for
either the RFP response or the LTD. Therefore two scenarios are provided to allow Offerors
to respond to the RFP. Note that each scenario carries its own level of risk assessment.

Scenario A

Risk Assessment: low to medium risk

The Offeror shall develop performance data for the RFP response on a Test System with not
less than 25% of the proposed number of processing elements, 25% of the computational
performance, and 25% of the application memory. Further, a system at least as capable shall
be used in the LTD.

A variation of this scenario is one where the Offeror has access to a Test System fulfilling at
least the "25% criteria" for the purposes of providing the RFP response data, but may not
have access to such a system for the LTD. In this event, the Offeror will provide output from
Test Systems with no less than 25% the number of processing elements, 25% the
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computational performance, and 25% application memory of the offered system. The Offeror
will then run components of the benchmark on the systems which are available at LTD to
verify aspects of the performance numbers provided.

In either case, for Test Systems less than 100% of the offered system, the Offeror shall
define, document and demonstrate the scalability features which will allow the delivered
system to meet the offered performance values of the full system at installation. Clearly the
smaller the Test System and LTD systems the greater the need for extrapolation and the
higher the associated risk. Conversely the level of risk assessed for this scenario declines as
the Test System for which data is collected for RFP response AND demonstrated at LTD
reaches 100% of the offered system. The burden of proof and associated risk is increased
when the LTD system is less than the Test System used for the RFP response.

It is the Offeror's responsibility to develop, document and explain the extrapolation
methodology. This may require data not called out in this RFP. It is the Offeror's responsibility
to define and provide this data. The Offeror must detail all aspects of the extrapolation
methodology, the supporting data and the demonstration methodology in the RFP response.
The offer may be judged non-compliant if the extrapolation or demonstration methodology or
the supporting data is determined to be unsuitable.

Scenario B

Risk Assessment: highest risk

The Offeror may extrapolate performance of the delivered system entirely from Test Systems
meeting less than the 25% criteria described in Scenario A. Similarly, the LTD would take
place on systems meeting less than the 25% criteria.

As with Scenario A, it is the Offeror's responsibility to develop, document and explain the
extrapolation methodology. This may require data not called out in this RFP. It is the Offeror's
responsibility to define and provide this data. The Offeror must detail all aspects of the
extrapolation methodology, the supporting data and the demonstration methodology in the
RFP response.

While not wishing to exclude a priori Offerors in this situation, the Government is highly
skeptical that responses developed under Scenario B can be found compliant. Offerors
following this approach accept an exceptional burden of proof. 

These two scenarios cover the RFP response and pre-award Live Test Demonstration (LTD)
phases. The only acceptable post-award LTD will be to successfully run the entire throughput
suite at the performance level proposed by the successful Offeror and as described by the
Acceptance Criteria section of this document. Note that the software and hardware system
configuration for this post-award LTD is required to be the same as that proposed for
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the initial production configuration at GFDL.

J.3.2 Large Scale Cluster (LSC) Benchmark

J.3.2.1 Overview

The LSC benchmark is comprised of 2 parts with the following goals:

i) Throughput Benchmark: A measurement of system performance under quasi-realistic
GFDL workload and Offeror proposed runtime environment to be completed in a maximum
wall clock time of 14400 seconds.

ii) Scaling Study: A measurement of application performance, scaling and resource
requirements with respect to a given GFDL "experiment".

There are 3 appl ications (or 4 depending on how one counts; the FMS "bgrid" and FMS
"spectral" may be viewed as separate applications utilizing the same infrastructure) and 14
experiments derived from these. The experiments will be tested as a throughput suite in i)
and individually tested in ii). They are:

1. FMS Spectral Atmosphere T42L20 coupled to 2deg MOM3 ocean
2. FMS Spectral Atmosphere T42L20 coupled to 1deg MOM3 ocean
3. FMS Spectral Atmosphere T106L30
4. FMS Lo-resolution N45L20 coupled to 1deg MOM3 ocean
5. FMS Hi-resolution N90L30 coupled to 1deg MOM3 ocean
6. FMS Standard Atmosphere N45L160
7. FMS Development N30L40
8. FMS Atmosphere N30L40 with Tracers
9. FMS Hi-resolution N270L40 Atmosphere
10. MOM3 2deg L36 ocean
11. MOM3 1deg L50 ocean
12. MOM3 3deg L25 + tracers
13. MOM3 p5deg MESO
14. HIM p25deg MESO

All experiments are to be run in 64-bit, IEEE floating point precision.

The throughput suite has been constructed from a set of "job streams" which can be
completed in the 372 - T90 processor equivalent hours available to the lab in a 12 hour
period. The phrase “T90 processor equivalent” means the computational capability of a single
processor on the GFDL T932 with respect to a given experiment segment, or the number of
GFDL T3E processing elements (PEs) required to produce the equivalent performance. A
"job stream" is the set of sequentially processed segments of a given experiment which
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completes in the 12 hours.

It is important to note that throughout the benchmark instructions, a one to one, though not
necessarily static, mapping of application processes to physical, application processors is
assumed. For architectures where this is not the case, it is incumbent upon the vendor to
document the distinction between the number of application processes and application
processors. In this context, "application processors" means those processors with some part
of the GFDL application running on them. This does not include auxiliary processors who's
role is to provide specific support functions (such as communications assists). Auxiliary
processors do need to be documented as part of the system configuration.

Many of the jobs utilize input files, some of which are rather large restart files. Further, restart
files as well as other output files are written by the jobs. It is highly desirable that the vendor
test and demonstrate movement of these files from and to the data archive and the file
system in which the experiment segment will be run as is performed by the scripts which
accompany the individual experiments. It is assumed that the data would be on the "spinning
disk" portion of the archive (i.e. there is no intent that retrieval from tape storage be part of
this benchmark). The Government is specifically interested in tests which move data through
the same software and hardware interconnect between "archive" and "LSC" as will be
proposed by the Offeror.

It is understood that an offered HSMS may transfer data directly between the HSMS
nearline tier and LSC disk (i.e. does not require transferring data from archive staging
disk to a runtime directory on the LSC). In this case, the Offeror clearly should not
introduce artificial file transfers into the benchmark. 

J.3.2.2 LSC Throughput Benchmark

J.3.2.2.1 General Comments

The Throughput Benchmark should be performed within the following framework.

The queuing and scheduling software being proposed for the installed system should be used
for the Throughput Benchmark. The Government acknowledges that the details of queues
and scheduling used at install and after will likely be an evolving process. Still, based on the
description of lab processing activities as well as the job stream for the Throughput
Benchmark, the Offeror should construct queues and scheduling which may be generalized
to be used by GFDL at install. Queue and scheduling structures which appear to be
specialized merely to optimize throughput of the particular job stream of the benchmark fail
generality and will be penalized. It is incumbent upon the Offeror to convince the Government
that the queue structures and scheduling used during this throughput test meet the
requirements of generali ty and extensibility.
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Operators may not intervene to specify or alter the number of processing elements on which
a job is running. If a job is paused or migrated in any way by the (human) operator, a
description of the reason why and what was done must be provided.

The Offeror must not forget to include the time required for the file staging and storage to
archive disk in extrapolations to the offered system. The Offeror is reminded that the 14400
second maximum throughput time for this benchmark on the installed system includes all file
transfers necessary to and from "archive disk" and "application runtime" file systems, but
does not include retrieval of files from tape storage to "archive disk".

By way of definition, a "job stream" is defined as the set of job segments totaling 12 hours of
T90 processor equivalent time which completes an experiment. For the Throughput
Benchmark, there are a total of 31 "job streams" comprised of the 14 different experiments.

It should be understood that three job streams have been combined into a single experiment
for HIM (that is, the total run length of HIM has been specified such that it would take 36-T90
equivalent processor hours to complete). This will require that HIM be run on a
proportionately larger number of processors than other experiments. As each experiment has
2 segments, there are a total of 29x2=58 experiment segments to be run for the Throughput
Benchmark. Each of the 2 experiment segments must be completed sequential ly.

Segments within a job stream are constrained as follows. The only changes to the job script
allowed between segment submission within a given job stream (e.g. a single MOM3 p5deg
stream) are changes required for starting from a restart file after the run from the 0 time step
has been completed (where applicable).

PE specification may be different BETWEEN streams of the same application. It is the PE
specification WITHIN a stream which must remain invariant. In particular, the specification for
the number of processing elements employed by the job may NOT be changed in either the
script or on the submission command line between submissions within a stream. Also as
mentioned above, the number of PEs may not be specified by operator intervention. This
does not mean that a stream segment must run on the same number of processors for each
submission. But it does imply that selection from a range or set of possible processor
configurations for a given run must be specified within the job script and thereafter handled
automatically by software.

The reasons for the constraints on specifying PEs within a job stream are as follows.
Assuming that a given application will run on a range of PE configurations, scientists at GFDL
will not know a priori the processor configuration on which to run a given job that will optimize
turn-around time and resource utilization efficiency at the time the job finally starts. Therefore,
the scientists will choose a PE configuration (or a range or set of PE configurations if the
queuing software allows) at the time of submission which they feel meets their requirements
for turn around time and resource utilization efficiency. This choice of PE configuration will
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remain fixed in subsequent job segments as they are automatically submitted by the previous
job segment. It is one of the goals of the Throughput Benchmark to simulate this aspect of
GFDL’s batch production environment.

Jobs may be run from existing executables. Time for compilation and linking as will be
seen by the user of the delivered system will be reported elsewhere.

J.3.2.2.2 Running the LSC Throughput Benchmark

The Offeror will submit all of the 29 experiment first segments to the test queuing system in
the following order:

 1) FMS Spectral Atmosphere T42L20 coupled to 2deg MOM3 ocean
 2) FMS Spectral Atmosphere T42L20 coupled to 1deg MOM3 ocean
 3) FMS Spectral Atmosphere T106L30
 4) FMS Lo-resolution N45L20 coupled to 1deg MOM3 ocean
 5) FMS Hi-resolution N90L30 coupled to 1deg MOM3 ocean
 6) FMS Standard Atmosphere N45L160
 7) FMS Development N30L40
 8) FMS Atmosphere N30L40 with Tracers
 9) FMS Hi-resolution N270L40 Atmosphere
10) MOM3 2deg L36 ocean
11) MOM3 1deg L50 ocean
12) MOM3 3deg L25 + tracers
13) MOM3 p5deg MESO
14) HIM p25deg MESO
15) FMS Spectral Atmosphere T42L20 coupled to 2deg MOM3 ocean
16) FMS Spectral Atmosphere T42L20 coupled to 1deg MOM3 ocean
17) FMS Spectral Atmosphere T106L30
18) FMS Lo-resolution N45L20 coupled to 1deg MOM3 ocean
19) FMS Hi-resolution N90L30 coupled to 1deg MOM3 ocean
20) FMS Standard Atmosphere N45L160
21) FMS Atmosphere N30L40 with Tracers
22) MOM3 p5deg MESO
23) FMS Spectral Atmosphere T42L20 coupled to 2deg MOM3 ocean
24) FMS Spectral Atmosphere T42L20 coupled to 1deg MOM3 ocean
25) FMS Lo-resolution N45L20 coupled to 1deg MOM3 ocean
26) FMS Hi-resolution N90L30 coupled to 1deg MOM3 ocean
27) FMS Standard Atmosphere N45L160
28) FMS Spectral Atmosphere T42L20 coupled to 2deg MOM3 ocean
29) FMS Lo-resolution N45L20 coupled to 1deg MOM3 ocean

This submission may itself be performed through a shell script. The next segment of a job
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stream will be submitted as part of the completion process of the segment which is running.
The detai ls of the submission scenario are described below.

The queuing system should be "live" and begin initiating jobs as they are submitted. The
Government acknowledges that there may be start-up effects associated with flooding the
queuing system with 29 jobs, but knows of no other reasonable way to assign a start time
from which to measure the required 4 hour runtime maximum. The start time is measured
from the time the first job is submitted (e.g., when the “Enter” key is pressed to execute the
submission shell script).

It is desirable to run the Throughput Benchmark on a Test System that is as close to the
offered system as possible. Offerors are cautioned that benchmark environments, procedures
and methodologies which are judged by the Government to lack generality and/or extensibility
for the lab will be penalized and run the risk of being rejected outright as non-compliant.

The details of the Throughput Benchmark job structure are as follows:

1. FMS Lo-resolution T42L20 coupled to 2deg MOM3 ocean

a. 4 jobs of 2 segments each comprised of 180 days per segment (FMS:
time_units=days; trun_length=180; MOM: NDAYS=180.0, diag=18.0).

b. Segment 1 of each job is started from input data.
c. After "storage" of all output files to archive disk, the segment 1 run script should

submit the script for segment 2.
d. Segment 2 is re-run from the original input data; there is no unique

segment 2.

NOTE: Because there are multiple streams of this job running over the same time domain,
care must be taken that output from one stream does not overwrite that of another. Moreover,
the output from segment 1 should not overwrite the output from segment 2.

2. FMS Hi-resolution T42L20 coupled to 1deg MOM3 ocean

a. 3 jobs of 2 segments each comprised of 21 days per segment (FMS:
time_units=days; trun_length=21; MOM: NDAYS=21.0, diag=3.0).

b. Segment 1 of each job is started from input data.
c. After "storage" of all output files to archive disk, the segment 1 run script should

submit the script for segment 2.
d. Segment 2 is re-run from the original input data; there is no unique

segment 2.

NOTE: Because there are multiple streams of this job running over the same time domain,
care must be taken that output from one stream does not overwrite that of another. Moreover,
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the output from segment 1 should not overwrite the output from segment 2.

3. FMS Spectral Atmosphere T106L30

a. 2 jobs of 2 segments each comprised of 48 hours per segment
(time_units=hours; trun_length=48).

b. Segment 1 of each job is started from input data.
c. After "storage" of all output files to archive disk, the segment 1 run script should

submit the script for segment 2.
d. Segment 2 is run from the input data and the restart file generated by the

successful completion of segment 1.

NOTE: Because there are multiple streams of this job running over the same time domain,
care must be taken that output from one stream does not overwrite that of another.

4. FMS Lo-resolution N45L20 coupled to 1deg MOM3 ocean

a. 4 jobs of 2 segments each comprised of 14 days per segment: (FMS:
time_units=days; trun_length=14; MOM: NDAYS=14.0, diag=2.0)

b. Segment 1 of each job is started from input data.
c. After "storage" of all output files to archive disk, the segment 1 run script should

submit the script for segment 2.
d. Segment 2 is re-run from the original input data; there is no unique

segment 2.

NOTE: Because there are multiple streams of this job running over the same time domain,
care must be taken that output from one stream does not overwrite that of another. Moreover,
the output from segment 1 should not overwrite the output from segment 2.

5. FMS Hi-resolution N90L30 coupled to 1deg MOM3 ocean

a. 3 jobs of 2 segments each comprised of 5 days per segment (FMS:
time_units=days; trun_length=5; MOM: NDAYS=5.0, diag=1.0).

b. Segment 1 of each job is started from input data.
c. After "storage" of all output files to archive disk, the segment 1 run script should

submit the script for segment 2.
d. Segment 2 is re-run from the original input data; there is no unique

segment 2.

NOTE: Because there are multiple streams of this job running over the same time domain,
care must be taken that output from one stream does not overwrite that of another. Moreover,
the output from segment 1 should not overwrite the output from segment 2.
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6. FMS Standard Atmosphere N45L160

a. 3 jobs of 2 segments each comprised of 45 hours per segment:
(time_units=hours; trun_length=45)

b. Segment 1 of each job is started from input data.
c. After "storage" of all output files to archive disk, the segment 1 run script should

submit the script for segment 2.
d. Segment 2 is run from the input data and the restart file generated by the

successful completion of segment 1.

NOTE: Because there are multiple streams of this job running over the same time domain,
care must be taken that output from one stream does not overwrite that of another.

7. FMS Development N30L40

a. 1 job of 2 segments comprised of 17 days per segment: (time_units=days;
trun_length=17)

b. Segment 1 of the job is started from input data.
c. After "storage" of all output files to archive disk, the segment 1 run script should

submit the script for segment 2.
d. Segment 2 is run from the input data and the restart file generated by the

successful completion of segment 1.

 8. FMS Atmosphere N30L40 with Tracers

a. 2 jobs of 2 segments each comprised of 17 days per segment:
(time_units=days; trun_length=17)

b. Segment 1 of each job is started from input data.
c. After "storage" of all output files to archive disk, the segment 1 run script should

submit the script for segment 2.
d. Segment 2 is run from the input data and the restart file generated by the

successful completion of segment 1.

NOTE: Because there are multiple streams of this job running over the same time domain,
care must be taken that output from one stream does not overwrite that of another.

9. FMS Hi-resolution N270L40 Atmosphere

a. 1 job of 2 segments comprised of 69 minutes per segment:
(time_units=minutes; trun_length=69)

b. Segment 1 of the job is started from input data.
c. After "storage" of all output files to archive disk, the segment 1 run script should

submit the script for segment 2.
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d. Segment 2 is run from the input data and the restart file generated by the
successful completion of segment 1.

10. MOM3 1deg L50 ocean

a. 1 job of 2 segments comprised of 10.5 days per segment: (days=10.5,
diag=1.75)

b. Segment 1 of the job is started from input data (initial=true).
c. After "storage" of all output files to archive disk, the segment 1 run script should

submit the script for segment 2.
d. Segment 2 is run from the input data and the restart file generated by the

successful completion of segment 1 (initial=false)

11. MOM3 2deg L36 ocean

a. 1 job of 2 segments comprised of 180 days per segment: (days=180.0,
diag=30.0)

b. Segment 1 of the job is started from input data at t=0 (initial=true).
c. After "storage" of all output files to archive disk, the segment 1 run script should

submit the script for segment 2.
d. Segment 2 is run from the input data and the restart file generated by the

successful completion of segment 1 (initial=false).

12. MOM3 3deg L25 + tracers

a. 1 job of 2 segments comprised of 1800 days per segment: (days=1800.0,
diag=300.0)

b. Segment 1 of the job is started from input data at t=0 (initial=true).
c. After "storage" of all output files to archive disk, the segment 1 run script should

submit the script for segment 2.
d. Segment 2 is run from the input data and the restart file generated by the

successful completion of segment 1 (initial=false).

13. MOM3 p5deg MESO

a. 2 jobs of 2 segments each comprised of 45 days per segment: (days=45.0,
diag=7.5)

b. Segment 1 of each job is started from input data at t=0 (initial=true).
c. After "storage" of all output files to archive disk, the segment 1 run script should

submit the script for segment 2.
d. Segment 2 is run from the input data and the restart file generated by the

successful completion of segment 1 (initial=false).
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NOTE: Because there are multiple streams of this job running over the same time domain,
care must be taken that output from one stream does not overwrite that of another.

14. HIM p25deg MESO

a. 1 job of 2 segments comprised of 2592 time steps per segment.
b. Segment 1 of the job is started from input data at t=0 (initial=true).
c. After "storage" of all output files to archive disk, the segment 1 run script should

submit the script for segment 2.
d. Segment 2 is simply a re-run of segment 1.

NOTE: The output from segment 1 should not overwrite the output from segment 2.

NOTE: Three of the job streams have been combined into a single experiment for HIM (that
is the total run length of HIM has been specified such that it would take 36-T90 equivalent
processor hours to complete). This will require that HIM be run on a proportionately larger
number of processors than other experiments in the job mix. 

As each experiment has 2 segments, there are a total of 29x2=58 experiment segments to be
run for the Throughput Benchmark. There should be unique ASCII and archive output for
each segment at the end of the throughput test.

As per section J.3.1.1, Source Code Changes, the baseline measurements required of all
compliant offers must be made with only Class A modifications using MPI as the message
passing library for those systems employing an explicit message communication library in the
benchmark. Any extrapolations of values from Test Systems to the "baseline" performance of
the offered system must be based on this data.

As further described in section J.3.1.1, the Offeror may supply additional measurements and
extrapolations based on any combination of Class A, B, C, or D modifications. But as noted,
such a data set is accepted and assessed risk, or rejected, as a whole. The Government will
not attempt to selectively assess modifications associated with a given data set.

J.3.2.2.3 LSC Throughput Benchmark Output

The Offeror shall keep the responses to this section focused on the technical and
engineering aspects of the benchmark data as pertains to their proposed solutions.
Appropriate data includes CONCISE descriptions of Test System configuration and
extrapolation and demonstration methodologies. References to competitors or other
aspects of the general computing market place are NOT appropriate material for this
section.

1. Provide a complete, concise description of the system configuration used for the



April 5, 2000

J-14

Throughput Benchmark. Be sure to include:

A. the queues and scheduling used to run the Throughput Benchmark
B. the job submission {environment, process and command lines}
C. all system operator activity during the runtime of the benchmark
D. the number of PEs on the Test System
E. the PE characteristics (e.g. processor cycle time and peak performance)
F. the cache configuration of each PE
G. the total and application memory available to each PE
H. the “communication fabric” of the system (where applicable)
I. the hardware and software supporting the file system(s) for the benchmark
J. how the archive disk is being simulated for the benchmark

2. Provide a complete, concise description of the data gathering procedures and the data
gathered and the extrapolation methodology used. All timings are to be presented in
whole units of seconds. Fractional timings which are less than 0.5 shall be rounded
“down” to the nearest integer; timings which are greater than or equal to 0.5 shall be
rounded “up” to the nearest integer.

3. With respect to the data provided in 1., how will the installed system differ from the
Test System used for the RFP response? How does the data provided and the
extrapolations from the Test System show that the installed system will perform as
offered?

4. The file “LSC_Benchmarks.xls” has been distributed with the benchmark codes. In this
file, an Excel 97 Throughput spreadsheet template has been provided for the
Throughput Benchmark. One spreadsheet must be completed for each of the following
cases:

A. Running the Throughput Benchmark on the Test System with Class A
modifications

B. Running the Throughput Benchmark on the Test System with Class A-D
modifications, if distinct from A.

C. Running the Throughput Benchmark on the Offered system with Class A
modifications, if distinct from A.

D. Running the Throughput Benchmark on the Offered system with Class A-D
modifications, if dist inct from C.

5. Please return all verification files, cited in each benchmark’s README file, that were
produced on the Test System during the execution of the Throughput Benchmark.

The Government requires the following data be recorded in the Throughput spreadsheet for
each experiment segment:
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Column Heading Definition

#PE The number of PEs employed for the run

Run WCT The wall clock time (WCT) from initiation to termination of the segment
run script

Seg WCT The WCT required from program invocation to program end for the
segment

Agg CPU The aggregate CPU time (user + system) used by the program

Agg Mem Use The aggregate memory "highwater" mark

PE Mem Use The per PE memory "highwater" mark

At the top of each spreadsheet, the end-to-end throughput wall clock time must be filled in.

J.3.2.3 LSC Scaling Study

J.3.2.3.1 General Comments

The goal of the Scaling Study is to measure individual application performance, scaling and
resource requirements. Descriptions of the individual benchmark experiments are provided
with each of the benchmark codes. See the README files included with the benchmark
source for details. Data for the Scaling Study should be collected using the same Test
System that was used for the Throughput Benchmark.

Applications should be run on as few processing elements as practical for the given
experiment and should be scaled to as many PEs as possible. It is clear that at some number
of PEs, the performance improvement of an application with respect to a particular
experiment may flatten and perhaps decline. Termed a performance "rollover" point of the
scaling curve, the Government requires data and documentation up to and including this
point for all of the experiments.

The Government requires scaling data to 50% of the PEs on the offered system for the
following experiments regardless of the presence of rollover points in the scaling curve:

  9. FMS Hi-resolution N270L40 Atmosphere
14. HIM p25deg MESO

There may be multiple rollover points in the scaling curves for these experiments. Offerors
may provide data beyond the first rollover point for other experiments at their discretion.
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J.3.2.3.2 Running the LSC Scaling Study

In order to obtain a reasonable understanding of the scaling curve, the Government requires
the following minimum number of performance data points for each experiment:

# Experiment Description # data
points

1 FMS Spectral Atmosphere T42L20 coupled

to 2deg MOM3 ocean

1 segm ent (FMS: time _units=days;

trun_length=30; MOM: NDAYS=30.0,

diag=30.0)

5

2 FMS Spectral Atmosphere T42L20 coupled

to 1deg MOM3 ocean

1 segm ent (FMS: time _units=hour s;

trun_length=84; MOM: NDAYS=3.5,

diag=3.5)

5

3 FMS Spectral Atmosphere T106L30 1 segm ent (time_ units=hours;

trun_length=8)

5

4 FMS Lo-resolution N45L20 coupled to 1deg

MOM3 ocean

1 segm ent (FMS: time _units=hour s;

trun_length=54; MOM: NDAYS=2.25,

diag=2.25)

5

5 FMS Hi-resolution N90L30 coupled to 1deg

MOM3 ocean

1 segm ent (FMS: time _units=hour s;

trun_length=18; MOM: NDAYS=0.75,

diag=0.75)

5

6 FMS Standard Atmosphere N45L160 1 segm ent (time_ units=minute s;

trun_length=450)

5

7 FMS Development N30L40 1 segm ent (time_ units=hours;

trun_length=68)

4

8 FMS Atmosphere N 30L40 with Tracers 1 segm ent (time_ units=hours;

trun_length=68)

4

9 FMS Hi-resolution N270L40 Atmosphere 1 segm ent (time_ units=minute s;

trun_length=12)

6

10 MOM3 1deg L50 ocean 1 segment (days=1.75, diag=1.75) 5

11 MOM3 2deg L36 ocean 1 segment (days=30.0, diag=30.0) 5

12 MOM3 3deg L25 + tracers 1 segment (days=300.0, diag=300.0) 4

13 MOM3 p5deg MESO 1 segment (days=7.5, diag=7.5) 5

14 HIM p25deg MESO 1st segment for 144 time steps 6

Run scripts for the scaling studies have been provided with the source code.
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The Government requires that at least one of the data points be "reasonably close" (i.e. plus
or minus 10%) to 1/30 of the proposed number of application PEs for the LSC for
experiments 1-13 and 1/10 for experiment 14. It is acknowledged that experiment 12 is likely
to scale poorly at 1/30 of the application PEs.

Data points should be provided at reasonable intervals between the minimum number of
processors used and the maximum. As an example, a requirement for "6 data points" in an
experiment which needs to span "minimum practical number of PEs" to "50% of the offered
sytem" on a system with 1024 application PEs might look something like the set
{16,32,64,128,256,512}. Offerors are encouraged to use processor configurations taking
advantage of a "load balanced" number of PEs where this proves advantageous. Offerors are
free to provide more data points at their discretion.

As per section J.3.1.1, Source Code Changes, the baseline measurements required of all
compliant offers must be made with only Class A modifications using MPI as the message
passing library for those systems employing an explicit message communication library in the
benchmark. Any extrapolations of values from Test Systems to the "baseline" performance of
the offered system must be based on this data.

As further described in section J.3.1.1, the Offeror may supply additional measurements and
extrapolations based on any combination of Class A, B, C, or D modifications. But as noted,
such a data set is accepted and assessed risk, or rejected, as a whole. The Government will
not attempt to selectively assess modifications associated with a given data set.

J.3.2.3.3 LSC Scaling Study Output

The data to be gathered and returned with the Scaling Study benchmark is as fol lows:

1. Provide a complete, concise description of the system configuration used for the
Scaling Study if different from the Test System used for the Throughput Benchmark.
Be sure to include:

A. the job submission {environment, process and command lines}
B. the number of PEs on the Test System
C. the PE characteristics (e.g. processor cycle time and peak performance)
D. the cache configuration of each PE
E. the total and application memory available to each PE
F. the “communication fabric” of the system (where applicable)
G. the hardware and software supporting the file system(s) for the benchmark
H. how the archive disk is being simulated for the benchmark

2. Provide a complete, concise description of the data gathering procedures and the data
gathered and the extrapolation methodology used. All timings are to be presented in
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whole units of seconds. Fractional timings which are less than 0.5 shall be rounded
“down” to the nearest integer; timings which are greater than or equal to 0.5 shall be
rounded “up” to the nearest integer.

3. With respect to the data provided in 1., how will the installed system differ from the
Test System used for the RFP response? How does the data provided and the
extrapolations from the Test System show that the installed system will perform as
offered?

4. The file “LSC_Benchmarks.xls” has been distributed with the benchmark codes. In this
file, an Excel 97 Scaling Study spreadsheet template has been. One spreadsheet
must be completed for each of the following cases:

A. Running the Scaling Study on the Test System with Class A modifications
B. Running the Scaling Study on the Test System with Class A-D modifications, if

distinct from A.
C. Running the Scaling Study on the Offered system with Class A modifications, if

distinct from A.
D. Running the Scaling Study on the Offered system with Class A-D modifications,

if distinct from C.

Items to be completed in the spreadsheet include: 

i. The time required to compile and link the application
ii. The number of PEs employed for the run
iii. The wall clock time from initiation to termination of the experiment run

script
iv. The wall clock time required from program invocation to program end for

the experiment
v. The aggregate CPU time used by the program
vi. The per PE and aggregate memory "highwater" mark.

5. Please return all verification files, cited in each benchmark’s README file, that were
produced on the Test System during the execution of the Scaling Study.

J.3.3. ANALYSIS CLUSTER (AC) BENCHMARK

J.3.3.1 Overview

The AC benchmark is comprised of 2 parts with the following goals:

i) Throughput Benchmark: A measurement of system performance under quasi-realistic
GFDL workload and Offeror proposed runtime environment.



April 5, 2000

J-19

iI) Contention-Free Study: A measurement of individual application performance and resource
requirements

There are 8 applications comprising the AC benchmark:

1. BASIN precipitation analysis
2. EIGEN eigenvalue calculation
3. SEASONAL postprocessing of climate integrations
4. LAN Analysis
5. LBL Line-by-Line radiation code
6. NC_COMBINE netcdf file combination
7. FMS Development N30L40
8. MOM3 3deg L25

These include unitasked applications as well as small parallel development codes
(applications 7 and 8,whose source code has been distributed with the LSC benchmark) that
users may wish to run on small (2-8) numbers of processors.

 All experiments are to be run in 64-bit, IEEE floating point precision.

As with the LSC benchmark, the scenarios for RFP response and LTD systems apply.
Similarly, the only acceptable post-award LTD will be to successfully run the entire throughput
suite at the performance level proposed by the successful Offeror and as described by the
Acceptance Criteria section of this document.

The Offeror may make changes to the application compilation and run scripts as necessary to
accommodate their particular compilation and runtime environment(s).

Additionally, the Offeror may make changes to the source code. The same comments and
classification scheme as described in Section J.3.1.1 applies to the AC benchmarks.

All requirements with regard to baseline performance measurements and evaluation of Class
A modifications and Class A-D modifications are the same as for the LSC benchmarks as
described in Section J.3.2.2 and will not be repeated here. Offerors are advised to review
those instructions to ensure consistency between AC and LSC data.

Gathering of performance data is targeted to a system equivalent to that offered for the initial
delivery. In this vein, it is highly desirable that the Test Systems used to provide performance
numbers for the RFP response and the LTD be as close to the offered system as possible.

Still, the Government acknowledges that it may not be possible to use the offered system for
either the RFP response or the LTD. See Section J.3.1.2. for details concerning RFP Test
Systems and LTD systems.
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J.3.3.2 AC Throughput Benchmark

All of the constraints for the LSC Throughput Benchmark apply to the AC Throughput
Benchmark. A review of the constraints in Section J.3.2.2 would be prudent.

The AC Throughput Benchmark is comprised of a total of 40 job streams using the following
number of job streams for each application (all job streams have one segment per stream):

1. BASIN precipitation analysis - 2 jobs
2. EIGEN eigenvalue calculation - 21 jobs
3. SEASONAL postprocessing of climate integrations - 2 jobs
4. LAN Analysis - 2 jobs
5. LBL Line-by-Line radiation code - 2 jobs
6. NC_COMBINE netcdf file combination - 4 jobs
7. FMS Development N30L40 - 3 jobs
8. MOM3 3deg L25 - 4 jobs

NOTE: When there are multiple streams of a job running at the same time, care must be
taken that output from one stream does not overwrite that of another.

The small parallel  applications (applications 7 and 8) should be run on 2 to 8 processors.
Offerors should use resources adequate to produce performance consistent with that of the
offered system.

The instructions for running the AC Throughput Benchmark are the same as for the LSC
Throughput Benchmark described in Section J.3.2.2. All jobs in the AC throughput stream
should be submitted to a "live" queuing system. Timing begins from submission of the first
job. Although there is no specified time within which the AC Throughput Benchmark must
complete, shorter completion times for the AC Throughput Benchmark will receive higher
ratings in the evaluation.

The data to be gathered and returned for the AC Throughput Benchmark are identical to
those to be gathered and returned for the LSC Throughput Benchmark, except the
Throughput spreadsheet template to be used is found in the Excel 97 file
“AC_Benchmarks.xls”, which has been distributed with the benchmark codes.

J.3.3.3 AC Contention-Free Performance Study

Descriptions of the individual benchmark experiments are provided with each of the
benchmark codes. See the README files included with the benchmark source for details. 

The goal of running the AC benchmark codes individually is to measure contention free
application performance and resource requirements. Scaling of the parallel applications
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7. FMS Development N30L40
8. MOM3 3deg L25

is not an issue. These jobs should be run on the same number of processors used for the
jobs in the AC Throughput Benchmark. 

The data to be gathered and returned for the AC Contention-Free Study are identical  to those
to be gathered and returned for the LSC Scaling Study, except the Contention-Free
spreadsheet template to be used is found in the Excel 97 file “AC_Benchmarks.xls”, which
has been distributed with the benchmark codes.

J.3.4. HIERARCHICAL STORAGE MANAGEMENT SYSTEM (HSMS) ARCHIVE
BENCHMARK

J.3.4.1 Overview

The HSMS archive benchmark measures the sustained throughput for moving files between
Analysis Cluster (AC) local scratch filesystem(s) and the HSMS.

The pre-award archive benchmark is designed to measure the performance of the network
and protocols, or other interconnect, used to move files between the HSMS and the AC.
Disk-to-disk file transfers are done between the AC and a computer which represents the
HSMS. The complete HSMS software need not be used, but file transfer and filesystem
software should be as close as possible to the offered system.

At installation, the archive benchmark must be run using the complete HSMS, including the
nearline tier robotic library, under control of the HSMS software.

Both the pre-award and installation benchmarks must be run concurrently with the AC
Throughput Benchmark and must complete in no more than 3600 seconds of wallclock time.

J.3.4.2 Running the Archive Benchmark

The archive benchmark is defined by (1) and (2) below. Approximately 48 dGB of data must
be moved (24 dGB each way). In the pre-award benchmark, "the HSMS" means disk storage
on a computer which represents the HSMS. In the installation benchmark, "the HSMS"
means HSMS nearline tier tape storage as specified below. The AC local scratch
filesystem(s) used must conform to the AC filesystem configuration proposed for production
use.

(1) Move the specified number of copies of the files in the table below from the HSMS to AC
local scratch filesystem(s):
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(2) Move the specified number of copies of the files in the table below from AC local scratch
filesystem(s) to the HSMS: 

# copies file size (dMB) file

80 108 BASIN/archive/input/v2.precip.beta.1901_2000.unf3

20 783 LAN/archive/input/rthrm144

The files in the above table are analysis benchmark input files included in the analysis
benchmark distribution. The requested copies should be prepared by running the provided
"make_archive_files" script. This script creates files for the benchmark which follow an easily
understood naming convention. 

File transfers may be distributed over any combination of interactive and/or batch AC nodes.
Batch nodes may be used without involvement of the batch queuing software. One possible
implementation is a driver script run on one node which uses remote-shell commands to
execute file transfers on several other nodes. The provided "run_in_parallel" script serves as
an example driver script. 

The benchmark execution time must be determined to the nearest second from "date"
command output, AC process accounting reports, HSMS software log files, or other system
timestamps. 

In the installation benchmark, if tape technologies intended for small or large files are
proposed, the 108 dMB files must be treated as small files, and the 783 dMB files must be
treated as large files. 

In the installation benchmark, for the files in (1) above which originate on HSMS tape storage,
each file must reside on a separate tape volume. During setup of the installation benchmark,
offerors must use administrator commands or other means to direct these files to separate
tape volumes. 

In the installation benchmark, execution time must include completion of writes to HSMS tape
media. Also, the HSMS disk cache or staging filesystem must be cleared before running the
benchmark, so that the files in (1) above are read entirely from tape storage. 

J.3.4.3 Offeror Response

Offerors must provide written responses to the instructions below. In the technical proposal,
respond for the pre-award benchmark only. At installation, respond for the installation
benchmark. Reproduce each instruction above the response given. 
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1. Describe the hardware and software configuration used to run the benchmark, including
file transfer and filesystem software. 

2. Describe the distribution of the file transfers over the AC nodes. How does this differ from
normal production use of the AC? 

3. Give the benchmark execution time in seconds. 

J.3.5 Legacy Archive Benchmark

J.3.5.1 Overview

The legacy archive benchmark measures the sustained throughput for moving files from the
legacy archive to Analysis Cluster (AC) local scratch filesystem(s).

The legacy archive benchmark will be run stand-alone on the Analysis Cluster (AC)
configured for production use. No other workload is run concurrently with this benchmark. 

Throughout the base contract period, this benchmark must complete in no more than 1800
seconds of wallclock time. Higher levels of performance will not be given credit when
evaluating proposals. 

J.3.5.2 Running the Legacy Archive Benchmark

The legacy archive benchmark is defined by (3) below. Approximately 4.8 dGB of data must
be moved from the legacy archive to AC local scratch filesystems(s). 

(3) Move the files specified below from the legacy archive to AC local scratch filesystem(s):

# files file size (dMB) file names

32 50 legacy.S.01, ... legacy.S.32

4 783 legacy.L.01, ... legacy.L.04

These benchmark files will be prepared in the production legacy archive before HPCS
installation. The 783 dMB files will be on 50 GB Redwood tapes, and the 50 dMB files will be
on Timberline tapes. Each file will likely reside on a separate tape volume. 

File transfers may be distributed over any combination of interactive and/or batch AC nodes.
Batch nodes may be used without involvement of the batch queuing software. One possible
implementation is a driver script run on one node which uses remote-shell commands to
execute file transfers on several other nodes. The provided "run_in_parallel" script serves as
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an example driver script.

The benchmark execution time must be determined to the nearest second from "date"
command output, AC process accounting reports, or other system timestamps. 

The legacy archive disk cache or staging filesystem must be cleared before running the
benchmark, so that the files in (3) above are read entirely from tape storage. 


