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EXECUTIVE SUMMARY

The decrease in manpower and increase in material handling needs on many Naval vessels
provides the motivation to explore the modeling and control of Naval robotic and robotic assistive
devices. This report addresses the design, modeling, control and analysis of position and force
controlled robotic systems operating on the deck of a moving ship. First we provide background
information that quantifies the motion of the ship, both interms of frequency and amplitude. Wethen
formulate the motion of the ship in terms of homogeneoustransforms. Thistransformation providesa
link between the motion of the ship and the base of a manipulator. We model the kinematics of a
manipulator as a serial extension of the ship motion. We then show how to use these transforms to
formulate the kinetic and potential energy of ageneral, multi -degree of freedom manipulator moving on
aship. Asademonstration, we consider two examples: aone degree-of-freedom system experiencing
three sea states operating in a plane to verify the methodology and a 3 degree of freedom system
experiencing all six degrees of ship motion to illustrate the ease of computation and complexity of the
solution. Thefirst seriesof simulations explore the impact wave motion has on tracking performance
of aposition controlled robot. We provide a preliminary comparison between conventional linear
control and Repetitive Learning Control (RLC) and show how fixed time delay RLC bresksdown due
to the varying nature wave disturbance frequency. Next, we explore the impact wave motion
disturbances have on Human Amplification Technology (HAT). We begin with a description of the
traditional HAT control methodology. Simulations show that the motion of the base of the robot, due
to ship motion, generates disturbances forces reflected to the operator that significantly degrade the
positioning accuracy and resolution at higher sea states. As with position-controlled manipulators,
augmenting the control with a Repetitive Learning Controller has little impact due to the variable
nature of the wave period. We then introduce a new approach to HAT control, Ship Motion
Compensation for Force Control Systems (SMCFCS). This basic approach uses inclinometer and
acceleration information from the base of the robot to compensate for ship motion disturbances.
Results of the simulation study show over an order of magnitude decrease in the disturbance force
reflected back to the operator and an order of magnitude increase in positioning accuracy and
resolution.
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1. INTRODUCTION

There is a growing need for robotics in the Navy. Reduction in personnel with no tolerance for
reduction in capabilities requiresincreased levels of both machine automation aswell as advanced human
assistive devices. One example was the development of the Next Generation Munitions Handler (NGMH)
by ORNL for thearmed services[1]. Traditionally, bomb-loading crews consist of anywhere from four to
eight personnel to load bombs and missiles ranging from 500 to 2000 pounds. The current technology to
assist crewsis based on crude machines with names such asthejammer” and “herniabar”. With existing
and projected future reduction in military workforce, the armed services are exploring the devel opment of
technol ogies that enable fewer personnel to accomplish the same tasks in the same amount of time. There
are awide variety of potential applications of robotic and human assistive systems on a ship (munitions
handling, maintenance, damage control, material handling to name a few). However, the nature of the
environment provides ahost of unique problems. Specifically, the environment in which the robot operates
is continualy moving. The motion of the ship generates low frequency disturbance forces on the system,
bothinterms of inertial forcesaswell as shiftsin thedirection of gravity. Subsequently, thereisaneed for
the devel opment of advanced control methodol ogiesto compensate for sea state disturbances. Whilethere
has been ample research directed towards the design and control of surface vessels, underwater
mani pulators and vehicles, there has been surprisingly little effort devoted toward the design and control of
robotic manipulation systems operating on aship experiencing heavy seastates. A recent exception iscrane
control on ships[2,3,4,5]. Thegenera problem addressed with maritime crane control isthat waveinduced
motion of a ship produces a low frequency disturbance on the motion of a crane. A robotic system,
operating under motion or force control onaship, will likewise experience low frequency disturbancesthat
can impact the precision and performance of the machine. Thisreport addresses two fundamental problems
associated with maritimerobotics. First, the nature of the environment makesit difficult to experimentally
test competing control methodologies in a laboratory setting. There are only a handful of sea state
simulation platforms that have the capacity to hold a moderately sized robotic system.[6,7,8] However,
much can be gained by having a high fidelity numerica smulation of a robot that includes ship motion
disturbances. The first portion of this report focuses on a high fidelity simulation capability for general
manipulation systems operating on ships in heavy sea states. The remaining effort is devoted to an
exploration of control methodol ogies devoted to masking sea state disturbances on maritime human strength
amplification systems.

1.1. Resear ch Objectives

Thefocus of thisresearch wasthe exploration of fundamental control concepts for wave motion-induced
disturbance compensation on general manipulation systems. Thisincludesrobotic, teleoperated, and human
assist devicesthat are, and will increasingly be, used on-board ships. Both the frequency and amplitude of
the disturbances generated on ship-based systems by wave motionsaretypically variable, either asadirect
result of changesin the seamotion, or asthe result of movement of the system to different locations on the
ship. Existing compensation control methodol ogies arelimited in scope and capabilitiesto fixed frequency
disturbances on systemswith known dynamic characteristics. Our objective wasto devel op novel concepts
and methodol ogiesfor compensation control of disturbancesthat can vary in frequency aswell asamplitude
and are applicable to avery broad class of systems including highly nonlinear time invariant systems.
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One pervasive problem associated with control design for maritime systemsis experimental validation
of the control performance. While there are many existing sea state systems (Naval ships), experimental
validation of control design on seafaring shipsis prohibitively difficult dueto cost, time, and availability.
There are existing land-based sea state simulators, however there are still similar difficultiesin terms of
access and flexibility. Subsequently, one of the preliminary objectives of this research isto formulate a
simple and efficient methodol ogy to derive the dynamic equations of motion for amulti-degree of freedom
manipulator moving on a six degree of freedom platform with emphasis placed on numerical simulation.
The motivation isto develop a basic framework for developing a high fidelity numerical simulation. We
begin in Section Il with a basic description of models used to describe a variety of sea states. Thisis
followed by an abbreviated analysis of the motion of a marine vessel experiencing wave loading. The
results of this section provide some relevant information quantifying the amplitude and frequency of
disturbances expected for avariety of vessels operating under various seastates. We show how theclassic
homogeneous transform, combined with the energy approach can easily be configured to symbolically
calculate the dynamic equations of motion of a general serial link manipulator operating on the deck of a
moving ship. We model the ship motion as a six-degree of freedom system. The manipulation system is
coupled serialy to the ship model. Elements of the homogeneous transform can be used to symbolically
compute the position, velocity, angular position, and angular velocity vectors of the center of mass of each
link and the payload of the manipulator. Thisbasic methodology is applicableto any symbolic computation
program. However, we use Matlab® and the Symbolic Toolbox and show through two examples how the
resulting symbolic equations of motion can be easily integrated with Simulink? to provide a numerical
simulation of the system. In section I11, we exploit this simulation capability to explore position and force
control issues of a general maritime manipulation system. We begin with a detailed description of one
example system: an existing three degree of freedom human amplification system. The smulation model
includes detailed modeling of the nonlinear dynamics of both the arm and hydraulic actuation system. Asa
preliminary example, we explore the impact sea state disturbances have on the accuracy of the system under
position control. We then explorethe potential for using Repetitive Learning Control (RLC) to suppressthe
impact of periodic seastate disturbances. In Section IV, emphasis shiftstowards force control, specificaly
human amplification technology. We provide a detailed description of the basic methodology and usethe
simulation tool to demonstrate the basic characteristics of the system as well as the impact of sea motion.
Aswith position-controlled systems, we show how RLC islimited to only periodic disturbances and bregks
down with realistic waves. However, we then introduce a s mple sensory-based approach to suppress sea
state disturbances on aforce controlled system. Simulation results show an order of magnitude reduction in
the disturbance forces reflected to the operator and an order of magnitude reduction in the tracking error.
The motivation for thiswork isto devel op aplatform for testing control algorithms and alternative designs
for ship-board robotic and human assistive machines.

2. MARITIME RoOBOT DYNAMICSAND CONTROL

2.1 Wave Motion
We begin by considering the source of our problem, wave motion. There has been considerable effort

devoted towards the modeling and analysis of wave motion. Anirregular wave pattern can be generated
through acombination of sinusoidal waves of different amplitudes and frequencies. Since standard waves
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are characterized as a combination of wave amplitudes and frequencies, it is standard practice to model
wave motion as an energy spectrum. The actua units of the spectral model are normalized with respect to
water density and gravity, thusthe unitsarein terms of displacement squared over frequency. One popular
model is the two-parameter Bretschneider wave spectral model used to define the frequency content of
random seawaves. Thetwo parametersare, by definition, the significant wave height (Hy3) in centimeters,
and the modal wave period (T) in seconds. Thissignificant wave height is defined asthe average height of
the top 1/3 highest waves. The wave spectral density, S(w,), is defined in Equation (1).

S(w) = %e' B with A =173H2,/T* and B = 691/T* (1)

It is common to describe the wave conditions, which include Hyz and T, in terms of a specific “sea
state”. Tablel providesacondensed version of the relevant datafrom the popular Pierson-Moskowitz sea
condition definition [9]. Figure 1 shows a representative spectrum for sea state 5.

Table1l: Seadate definitions

Sea Description Wind velocity | Significant wave | Average
State {(knots) height (ft) period {sec)
0 Ripples with appearance of scales, without foam crests 0-2 0-0.01 0.5
1 Small wavelets, short but pronounced crests do not break 5-8.5 0.5-1.3 1.3-2.3
2 Small waves becoming larger 10-13.5 1.8-3.3 2.7-3.6
3 Fairly frequent “white horses” 14-16 3.6-4.7 3.8-4.3
4 Moderates waves, taking a more pronounced long form. 18-20 5-6.6 4.8-5.1
5 Large waves begin to form. 22-24 7.3-10.5 5.4-6.4
6 ‘White crests are more extensive everywhere. 25-28 10.9-14.3 6.6-7.5
7 Sea heaps up and white foam from braking waves blown in | 30-40 16.4-29.1 8.0-10.7
streaks along wind direction
8 High waves. Seabegins to roll. Visibility affectes. 42-54 40.8-67.4 11.3-14.5
9 Rolling ofthe sea becomes heavy and shocklike. =54 =725 16-17.2
0 i i xiv
! Ml
\
b
, 1
£ [ |
[ |
f | 1
: ol
= |
I 1}
X
IlI ,

Figure1: Sea state spectrum

The distribution of wave spectral energy as a function of ship heading is considered either to be
unidirectional (long crested) or spread £90° about a predominant direction (short crested), shownin Figure
2. Equation (2) accountsfor the spread of the energy, transforming from long crested to short crested wave
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models,
S(w,n) = (2/p) cos®(n- MS(w) 2

where misthe predominant heading of the wave front containing the principal amount of energy and an
represents the variation of wave energy asafunction of the predominant direction of thewavefront. There
are avariety of methods available for the computation of the wave amplitude time history. It iscommon
practice to quantize the above energy spectrum into N equally spaced elements. The amplitude, zy, at the
discrete frequency wy, is extracted from the spectral energy in Equation (1) and Figure 1. Equation (3) is
the discretized expression for long crested waves

N
z, (t)=a z,cos(wgt+g,) (3)

k=1
where wg is the encountered wave frequency and g isarandom phase angle. The encountered wave
frequency is actually a doppler shift in the wave frequency, w, asafunction of ship speed (V) and heading

(m.

W, =|w- WPV /g) cos(m) (4)
The component amplitude, z,, is computed by:
Wy +dw/ 2
z, =\/2Qk-0w/282 (w)dw 5)

The number of frequencies, N, used to compute the wave time history should be large enough to obtain a
representative Raleigh distribution of singleamplitudes. Likewise, theincrement in frequency, dw, isequd
to the range of frequencies (WmaxWrin) divided by N where w» and w,, are based upon the frequency
range that provides ample representation of the total wave energy. The computation of short crested wave
time history is dightly more complex, accounting for angular spread in wave energy. Theabovedescription
provides the background necessary for the computation of wave time histories.

predominant

wavefronts wavefront
.Ar\:\lv
[ >

Figure2: Wave fronts

2.2. Ship Mation dueto Sea State

There has been a great deal of effort devoted towards modeling ship motion due to wave loadings.
However, the primary focus had been directed towards ship design [10,11,12]. Our motivation for
understanding ship motion is to quantify the expected magnitude and frequency of disturbance loads for a
motion and/or force controlled manipulation system. Subsequently, this section will provide an abbreviated
explanation of one of the techniques presently used to model ship motion.



Figure 3: Ship displacements

Figure 3 showsasimplified mode of aship with the corresponding displacements due to wave motion.
The motion of the ship is defined by six displacements (surge, sway, heave, roll, pitch, and yaw) at the
ship’slongitudinal center of gravity, from which motionsat all other locations on the ship can be devel oped.
Whilethere are anumber of techniquesto simulate ship motion, the strip theory of Salvensen et al. isone of
the more popular approaches to modeling the 6 DOF response for a ship advancing at a constant forward
speed with arbitrary heading in regular sinusoidal waves[13]. Init’ssimplest form, aship actsasaset of
filters, called the Response Amplitude Operators (RAOs), that transforms wave motion into the six degrees
of motion (surge, sway, heave, roll, pitch and yaw). Each degree of freedom has its own characteristic
RAO. Asillustrated in the previous section, there is ample information for characterizing the frequency
content of thewaves. The challengeisto design accurate models of the ship that faithfully characterizesthe
behavior of the ship. Strip theory is able to provide reliable estimates of RAO’ s for awide range of hull
formsand seaconditions. There are three main stagesto computing the motion response of the ship. First,
divide the ship into a number of transverse sections (or strips), generally from 10 to 40, and compute the
two-dimensional hydrodynamic coefficients such as added mass, damping, wave excitation and restoring
force. Next, integrate these values aong thelength of the vessal to obtain global coefficientsfor the coupled
motion of the vessel. Finally, the equations of motion for the ship can be solved to give the amplitudes and
phases of the heave, surge, sway, yaw, pitch and roll motions. Clearly, the motion of a ship isacomplex
phenomenon and the above description ismerely asimplified explanation of one method used for modeling
ship motion. The above description is intended to only provide insight into the problem of ship motion
simulation. The interested reader isreferred to thefollowing list of articlesfor adeeper understanding of
ship motion simulation [14,15,16]. Fortunately, there are a number of commercia software packages
available for the analysis and simulation of marine vessels. The level of sophistication, as well as
magnitude of cost, varies dramatically. The package used for the analysis in the paper is the Simulation
TimeHistory (STH) and Access Time History (ACTH) programs developed at the Naval Surface Warfare
Center in BethesdaMaryland and are avail able through the National Technical Information Service (NTIS).



Table2: Ship size/displacement

Sea Wave Boat Pitch Pitch Heave Heave Acc Beam Roll Roll
State Ht Length (deg) Period (fty (g) () Angle Period
() (f (sec) (deg) (sec)
4 6.8 <150 2 35 22 0.10 <50 7 7.1
150-250 2 4 22 0.10 50-75 6 11.5
250-350 1 5 22 0.10 75-105 6 13.7
350-500 1 6 1.7 0.08 =105 5 14.8
500-700 1 7 13 0.06
>700 1 8 0.9 0.04
5 9.8 <150 3 35 52 0.17 <50 12 7.1
150-250 3 4 52 0.17 50-75 10 11.5
250-350 2 5 52 0.17 75-105 10 13.7
350-500 2 6 4.3 0.14 >105 9 14.8
500-700 2 7 3.1 0.10
=700 1 8 2.1 0.07
6 17 <150 5 35 15.0 0.27 <50 19 7.1
150-250 4 4 15.0 0.27 50-75 16 11.5
250-350 4 5 15.0 0.27 75-105 15 13.7
350-500 3 6 11.7 0.21 >105 13 14.8
500-700 3 7 8.9 0.16
=700 2 8 6.1 0.11
Table3: Ship dimensions
Type of ship Displacement (tons) Length (ft) Beam (ft)
Aircraft Carrier 97,000 1092 134
Queen Elizabeth 1T 66,000 887 103
Battleship 59,000 860 108
Amphibious Assanlt 40,500 844 106
S.S. Rotterdam 38,650 748 94
Ammunition ship 18,000 564 81
Command ship 14,650 520 84
Cruiser, Destroyer 9600 567 55
Frigates 4100 445 45
Rescue and Salvage 3280 255 51
Coastal patrol 331 170 33

Table 2 provides a general description of the expected motion of a ship based upon the sea state and
vesselslength and beam dimensions[15]. A listing of naval and commercial vesselswith their respective
displacement, length and beam dimensions follow thisin Table 3. A full listing of the data on each of the
above Navy war shipsis available through a Navy web site [16].

2.3. Dynamic Equations of Motion

At this point, we have the ability to model the motion of a ship asafunction of the sea state and vessdl.
We now are interested in understanding the impact this ship motion has on the dynamics of a generd
manipulation system. Our approach to modeling the dynamics of arobot on a moving platform, such asa
ship, consists of: modeling the ship motion and robot kinematicswith homogeneoustransforms, constructing
kinetic and potentia energy terms using these transforms, and symbolically computing the dynamic equations
of motion viathe Lagrange approach. First, asareview, the homogeneoustransform isexpressed using the
traditional Denavit-Hartenberg (D-H) representation found in most roboticstextswhere the four quantitiesg
(angle), a; (twist), d; (offset), |; (length) are parameters of link and joint i [17, 18].
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The conventional use of the homogeneous transform treats each subsequent transformation as a body
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fixed rotation and trandation. However, the sea state is generaly described in terms of space fixed
displacements. e.g. al of the trandations and rotations are with respect to the same space fixed reference
frame. Referring to Figure 3, roll and surge are about afixed X-axis, pitch and sway are about afixed Y -
axisand yaw and heave are about afixed Z-axis. Webegin by constructing ahomogeneous transformation
using space-fixed rotations and trandationsfor atransformation from the sea coordinate frame to the base of
therobot. Equation (7) isthe final expression for the displacement of the base of arobot with respecttoa
sea state where ¢, is cos(q) and s, issin(q).

? quitchcqyaw quitchsqyaw - quitch Surgeg
u

H base — gsqrollsqpitchcqyaw - quollsqyaw SqroIIquitchquaw + quoIIquaw Sqroll quitch vaay l:l (7)
sea A -
g:qrollsqpitchcqyaw +Sqrollsqyaw quollsqpitchsqyaw - SqroIIquazw quoIIquitch Hea\/el}
g 0 0 0 14

We assume for now that the sea states are defined with respect to the base of our robot. If necessary,
additiona transformations can be included from the coordinate system of the sea state to the base of the
manipulator. We also assume that we can define homogeneoustransformsfrom each joint to apoint on each
link where the associated mass properties (mass and inertiamatrix) are known. So, our basic methodol ogy
consists of using the homogenous transforms to identify the displacements and vel ocities, both trandation
and rotation, of the center of mass of each link and payload with respect to the manipulators state and the sea
state. Weextract out of thetransformsthe vertical displacement of each center of massfor an expression of
thetotal potential energy of the system. Likewise, computation of the system’skinetic energy is based on
computing the linear and angular and velocity of each link center of gravity with respect to the inertia
frame. Once the kinetic and potential energy terms are derived, we ssimply use the jacobian() function to
symboalically calculate the mass matrix and nonlinear dynamic terms following the Lagrange formulation.

First, the position of the center of massfor each link, with respect to the system’ sinertial coordinate

system, is computed by post multiplying the displacement of the robot base with respect tothe sea, H Qgge,
by a homogeneous transform from the robot base to thelink’s c.g., H ibase.
= HEH

-

éRbase KbasegéRi Xi U
=g sea A base baseu
6 0 1 B0 14

(8)

The potential energy due to gravity for link i isthe vertical component (zL..in direction of gravity) of
X . times the mass of the link.
V' = migzeen (9)
To computethe kinetic energy, we must first derive expressionsfor the linear and angular vel ocity of the
center of gravity for each link as a function of the sea state and states of the manipulator. We have an

expression, X._in Equation (8), for the position of the c.g. of link i with respect to the seainertial frame.
Thevelocity vector, v, , iscomputed by multiplying the Jacobian (with respect to the combined states of the

mani pul ator G}ae and sea displacment Geey ) Of X', J( X, ) , by the state velocity vector, §. Notefrom
equation (10) that geey IS a vector of the sea displacement, aLaseis avector of robot joint displacements
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from the base of the robot (joint o) to thei™ joint (g). The displacement vector § combinesthe seastate
displacement with the robot joint displacement vector.
o
Vi = TX sea
‘ﬂt
6+|
¢
= a 7 sea
j= 14

qj
(10)
=J(X Xsea1 a)q
where G =[Tgea T']
with Tge = [roll, pitch, yaw, surge, sway, heave]
and Ghase =[0G - ]
Therotational velocity isalittle moreinvolved, but can be simplified by again using the homogeneous
transform. Starting at the base of the robot, project the net rotational velocity vector forward to the c.g. of

each link using the rotational component, Risea. We begin by defining the base rotational velocity.

WO = [qroll Upitch qyaw] (11)
We combinethe rotational velocity of thefirst link (with respect to thelink), G, , with the projection of
w2 to the center of mass of thelink, again using the rotational component of the homogeneoustransformin
Equation (7).
W, =G + Rppee W0 (12)
Each subsequent joint consists of projecting the total angular velocity vector of the previousjoint to the
current joint’ s coordinate system, using the rotational component of that joint’s homogenous transform, and
adding the joint angular velocity.
W =0, +RLW,, (13)
We now have expressions for the linear and angular velocity of the center of mass for each link. The
total kinetic energy of the system is

N

:%é m,v;v, + Ribasev_vit[li]v_vi (14)
i=1

where m isthe mass of link i and [; isthe inertiamatrix of link i about the center of gravity. Asafina

step, we add external forces applied to the system. For now, we assume forces are applied only to the

joints and tip of the robot. We use the principle of virtual work to lump these terms together.

N
w= a t.9q; + tlpﬂ—tlp +M tlpﬂqtlp

i=1
i F, uu
= A’[_+J:|p(Q)| Mtp
@ T Vhiip g (15)
=QTq
X
‘Jtip(q): ﬂba

Equations (9) and (14) provide expressionsfor the kinetic and potential energy of the system. We start
with the classic definition of the Lagrange equations of motion.
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laﬂg_ﬂ+ﬂ:6 (16)

18G5 19 T
Thefirst term in Equation (16) can be expanded using the chain rule.

1_1%, 1%

=11 i 17
ft 79N 99t (1)
Substituting Equation (17) into (16),
1m0 &M M WV _=
b=t =0 -+t ==-Q 18
fiq gﬂQﬂ fiq g‘ﬂqﬂ fla 19 (18)

Aswith the vel ocity computation in Equation (10), we can exploit thejacobian() functionin Matlab® for
the evaluation of many of the terms in Equation (18). First, theterm T/ 1q isthe differential of the scalar
kinetic energy term with respect to thefull state velocity vector defined in Equation (10). Thisresultsinthe
vector, L, in the script files in Appendix A and B. The first term in Equation (18) represents the mass
matrix. This expression is easily computed by taking the Jacobian on L, with respect to the full state
velocity vector. The remaining elements in Equation (18) represent the nonlinear dynamics (coriolis,
centripetal, gravitational) of the system. Thus, it should be clear that once the kinetic and potential energy
terms are defined, it is straightforward to symbolically evaluate the dynamic equations of motion using
Matlab’' sjacobian() function. The Jacobian for projecting external forcesto the generalized coordinates can

similarly be computed using the tip position of the robot and the jacobian function.
Ay,

Figure4: One DOF Modéel

We provide two examplesto verify this methodology: asimple one degree of freedom system operating
in aplane and athree degree of freedom system experiencing all six degrees of motion from the sea state.
The first example is simple enough © verify through hand calculations. The second example is more
complex, yet practical. Figure 4 shows the basic kinematic model of the one degree of freedom system
experiencing 3 sea states in the X-Y plane. We are assuming aone DOF system with mass M and rotary
inertial, located at thetip of alink of length L. The system is experiencing only three of the six sea states:
surge (Xs), heave (ys), and pitch (gs). The only external force applied to the system is ajoint torque, t,
applied at joint 1. Appendix A showsthelisting of code used to generate the dynamic equations of motion.
Thetwo output variables of interest arethe MassMatrix and NLT. Theresulting output islisted in Equation
(19) and can be easily verified by thereader. Clearly, for thissimple case, thereisnot agreat advantageto
using a symbolic package over hand calculations.



MassMatrix =M * L1* +1,
NLT =M* ledp + Ilzdp +M*L1*cos(q, +,)¥, - M*L1*sin(q, +q,)X, +M*g* L1* cos(q, +0,)
combining

(M*L2* +1,)(g, +q,) + M * L1* cos(q, +,)y, - M* L1*sin(q, +d,)X, + M *g* L1* cos(q, +0,) =t,

The power of this approach is more evident as we progress to more complex systems. Additiona
degrees of freedom only require additional homogeneoustransforms. Asasecond example, we derivethe
dynamic equations of motion for the 3 degree of freedom system, shown in Figure 5, with thefull six degrees
of freedom from the sea state. A listing of the code used for computing the dynamics of the strength
amplifying machine on the deck of a ship is shown in the listing in Appendix B. It should be clear
comparing the listings in Appendix A and B that there is only a dight difference in the formulation of the
transformations, but the methodology for deriving the dynamicsis the same. The resulting equations of
motion can be partitioned into a compact form, Equation (20),

éM, M uigu INLT 0_iQu_ 1J(q,)F,U

é ¢ LII' .yt i = I = + i —

eMrs Mssu'l\qsz | NLTSE\; | OE\; T 0
where M,, isthe 3x3 mass matrix for the robot with respect to the robot’ s state acceleration, Mg isthe 6x6
mass matrix of the robot with respect to the sea state acceleration, M istheinertia coupling of the seagate
to the robot state, NLTr is a 3x1 vector of the nonlinear terms (gravitational, Coriolis, centripetal) as a
function of both the robot’ s state and the sea state, Q; isthejoint force input vector to the system, Fe isan
external force vector applied to the end effector and J'(q) isthe Jacobian from the end effector to thejoint
space. In order toinclude the dynamic equations of motion in Simulink?, we use Equation (21) to solve for
the acceleration of the robot’s state vector as a function of all of the inputs (externa forces and joint
torques), system state (position and velocity) and external disturbances (sea state position, velocity, and
acceleration).

(20)

._qr =M ;rl{ér +Jt (qr)Fext - NLTr - M rsas} (21)
While the output of the single degree of freedom, planar case can belisted in Equation (19), the results
of the dynamic equations of motion for the second system generates 84 pages of c-code and would require
considerable effort to derive by hand. One primary concernisthe validity of theresults. For now, we can
only verify the basic methodology by comparing to simple cases. To date, we have compared the
methodology to a number of manipulators with stationary bases and achieve the same symbolic results. In
addition, we have considered only simple one and two degree of freedom systems experiencing oneto three
degrees of ship motion. In each case, the symbolic solutions are the same leading us to believe the
methodology issound. Anobviousquestionis*“what can you do with 84 pages of c-code?’ Fortunately, the
code can be directly imported into Simulink? through the S-Function builder. Finally, one might ask “ how
long does it take to simulate a system with 84 pages of c-code?’ The smulation was surprisingly fast. It
takes 178 seconds to execute a 120 second simulation with a fixed 0.01 second time step and 4™ order
Runge-Kutta integration. This was executed on a 750 MHz Pentium 111 laptop. The moativation for
computing the dynamics equations of motion aretwo fold. First, by having the dynamicsinasymbolic form,
itispossibleto aid in the design process, changing parametersto optimize the system. Second, amodel of
the system dynamics can aid in increasing the fidelity of ssimulation for control design and analysis.
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3. SIMULATION PLATFORM

The objective of thisresearchisto devel op advanced control methodol ogiesto reduce the influence ship
motion disturbances have on position and force controlled manipulation systems. As a preliminary
approach, we use detailed ssimulation models to explore the impact wave motion has on the tracking
performance of general manipulation systems. To increasethefidelity of the simulati on, weindudenat only
the mechanical dynamics, detailed in the previous section, but include the nonlinear dynamics associated
with the actuation. Since our motivation is to develop advanced control methodologies for strength
amplification systems, our target systems have similar components that are generally found on Human
Amplification Technology (HAT). The system modeled inthisinvestigationisdisplayed in Figure5. This
system has a 500-pound payload capacity and has three active degrees of freedom. The actuator models
include nonlinear dynamic modeling of the hydraulic system (servo-valve orifice equations equations,
asymetric cylinders, fluid compliance ...), controls and the dynamic equations of motion computed above.

Figure5: Strength Amplifying Machine

The hydraulic actuator models generate force as afunction of the servovalve current, actuator position
and velocity. The Simulink® model of the full HAT controlled system, including the sea state inputs,
hydraulic models, controls, and dynamic equations of motion is shown in Figure 6.
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Figure6: HAT Simulation Model

The nonlinear model of the hydraulic manipulator, shown as the LDRD Arm block in Figure 6, is
expanded in Figure 7. Thismodel includesauxiliary inputsfor system identification. However, the inputs
to the modd include the desired joint positions, the eighteen elements of the sea state (displacement,
velocity and acceleration of roll, pitch, yaw, heave, surge, and sway), and the external force applied to the
robot (from human and/or environment).
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Figure7: Detailsof HAT Controller and Manipulator Model

There are two primary blocks to note in Figure 7. The first is the System Dynamics block. This
contains the c-code generated previoudly that represents the forward dynamics of the LDRD arm. The
second is the Hydraulics block, expanded in Figure 8. From the expanded hydraulics block, each of the
threejoints hastwo primary e ements. the servo valve and the actuator. In the case of the second and third
joint, there is al'so a transmission associated with the coupling of the linear actuator with the joint. The
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servo valve models, shown in Figure 9, are based on the full nonlinear orifice equations and regulate the
fluid flow to the actuators as a function of excitation signal (command to the moving coil on the servo

vavle), the supply and return pressure, as well as the pressure on both sides of the actuator. The actuator
model, Figure 10, generates aforce based on the position, vel ocity, and bulk modulus (stiffness) of thefluid.
The position and velocity of the actuator come from the dynamic model of the manipulator. Theforcefrom

the actuator isthe excitation to the dynamic model of the manipulator. There arethree elementsto thejoint
controllers, one of which is shown in Figure 11. There is the general joint compensator, the repetitive
learning controller (which can be switched on or off), and an inner pressure control loop (shown in the
actuator models). Hydraulic actuators are generally characterized as type one systems with a lightly

damped pair of poles. The pressure control feedback controls te joint damping, much like velocity

feedback on an electric motor. Thejoint position compensators provide adegquate motion tracking, with a
target closed oop bandwidth approaching 3 Hz, the nominal bandwidth of gross human motion. Finally, the
repetitivelearning controller, detailed shortly, allows easy integration of the learning control with thejoint
compensator. It should now be clear that, to the best of our ability, the full nonlinear behavior of the
manipulator isembodied in the s mulation of the manipulator. We now will explore theimpact the seastate
has on the position and force tracking capability of the manipulator.
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3.1 Impact of Sea State on Conventional Control

We now consider the impact sea state has on the performance of aHAT system. By performance, we
mean accuracy of tip position and perturbations on the force experienced by the operator. Inputs to the
system consist of a human command regulating about a single point and a sea state with conditions
commensurate to a destroyer moving at 20 knotsin seastate 5. Figure 12 showstheforce provided by the
human while attempting to regulate thetip position. Thereisthe expected DC biason the Z-direction force
required to offset the gravitational load. The payload weight is2224 N which projectsto ahuman force of
22.4 N when in static equilibrium (asillustrated in Figure 35). However, the maximum perturbation, after
theinitial transient, during a120 second simulation run was 11.38 N, approximately 51% of the actual |oad.
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In addition, there are orthogonal disturbances in the X and Y -directions due to the rolling, swaying and
surging motion of the ship. The resulting tip motion isdisplayed in Figure 14, Figure 15, and Figure 16. It
is clear that the vertical direction is the most sensitive to the sea state. The variation in the vertical tip
position is 22.8 mm. Thetracking error above isafunction of two inputs. the force (due to the sea state)
applied to the arm and the commanded motion from the force applied by the operator. In the following
sections, we will explore alternative control strategies that address compensation of these disturbance
forces in order to increase the positioning accuracy and reduce the disturbance force reflected to the
operator.

15p \ b -1000 [+
Z Direction Force

-1500

sk Xand Y Direction Force B -2000 1

Sk - -3000p

Tip Force (N)

a ) » » r » B r » » r »
0 20 0 60 80 100 120 0 20 0 60 80 100 120
Time (sec) Time (sec)
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3.2. Preliminary Experimentswith Repetitive L ear ning Control

This investigation explores control strategies for both position and force controlled systems
experiencing severe sea state disturbances. In the previous section, we illustrated the impact of sea state
disturbances on a force controlled system, emphasizing the disturbance reflected to the operator and
reduction in positioning resolution. Emphasisnow shiftsto alternative control strategiesfor attenuating the
sea state disturbance on position and force controlled systems. Thefirst seriesof experiments concentrates
on position controlled systems. For our first smulation, we start with a sinusoidal model with a fixed
frequency for each of the six seastates. We assume asignificant wave height of 7 ft and average period of 6
seconds (sea state 5). For demonstation purposes, the system has a 500 |b payload, has linear position
control with a gain margin of 10 dB and phase margin of 60 degrees, and is commanded to regulate the
initial joint configuration. Under these sea states, the vertical and horizontal tracking error (displayed in
Figure 18, Figure 20, and Figure 22) exceed 1 inch. We then introduce a Repetitive L earning Controller
(RLC) with afixed delay (Ty) that is the same as our ssimulated wave period. Details on the design of an
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RLC, seeFigure 17, (specifically thefiltersg(s) and b(s)) can be found elsewherein theliterature.[17,18]
Without the RLC (Figure 18, Figure 20, and Figure 22), the amplitude of thetip position error is1.3mmin
the X direction, 3.05 mm in the Y -direction and 4.05 mm in the Z-direction. Withthe RLC (seeFigure 19,
Figure 21, and Figure 23), the error reducesto 0.11 mminthe X -direction, 0.23 mm intheY -direction and
0.33mminthe Z-direction. Theseresultswould indicate aclear advantageto using RL C for compensating
for the periodic disturbance of wave motions. However, while the sea state, asillustrated in Figure 1, is
generaly characterized as periodic and sinusoidal, there is some noticable varition in the amplitude and

frequency of the ship motion.
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Figure17: RLC Joint Control Strategy
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We now repeat the same series of smulations. However, we replace the periodic wave disturbance
with a more representative disturbance generated by the SMP program. Figures 24, 26 and 28 show the
response of the system using the same conventional control as used previoudly. Likewise, Figures 25, 27,
and 29 show the system response when using afixed period RLC algorithm. Clearly, the variationsin the
wave period negatively impact the performance of thefixed timedelay RLC. There are sometime segments
(from 90 to 120 seconds) where it appears there is some benefit to using RLC. However, the variable
nature of the wave period degenerates the tracking capacity of the RLC. Attemptswere made to track and
adapt to the variable frequency of the disturbance. However, the disturbance frequency does not vary
dowly with respect to time and making adaptation futile. A detailed analysis of the sensitivity of RLC is
provided in Appendix C.

4. MARITIME FORCE CONTROL

Our emphasis now shifts towards force control with specific emphasis on the impact of sea state
disturbances on human amplification systems. We begin with a basic description of human strength
amplification technology and include simulation resultsto demonstrate the basi c characteristics of ageneral
strength amplification system, specifically human strength amplification and contact stability. Thisis
followed by an investigation of the impact of sea state disturbanceson HAT systems and an exploration of
alternative control methodol ogies to mask these disturbances from the operator.

4.1. Basdline Performance of HAT System Simulation

We now transition from position controlled manipul ation systemsto force controlled systems. Our focus
ison aForce-Force control strategy to realize strength amplification. We begin with abasic description of
the HAT control strategy. Next, we show through simulation the characteristics of a HAT control
architecture on adynamic model of thesystemin Figure5. Finaly, weillustrate our primary problem: the
influence sea states have on the performance of aHAT controlled system.

HAT controlled systems basically consist of arobot with two forceinputs: the force from the payload
and the force from the human. The force-force control strategy, Equation (22), amplifies the human force
vector, F, (a istheamplification factor), and strivesto balance this amplified human force with the payload
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force, Fe.
DF=aF,- F, (22)

There are a wide variety of control strategies that enable force-force control and human
amplification.[19] A few examples are illustrated in Figure 30, Figure 31 and Figure 32. The primary
motivation isto control the manipulator so that it drivesthe force error to zero. However, there are many
other aspects to the control of a strength amplification system beyond the tracking and amplificication of
human forces. First, safety isaways a primary concern. As an example, the Next Generation Munitions
Handler, Figure 33, was designed to enable a single human to carry and manipul ate a payload in excess of
2000 Ibs. Contact stability and fault tolerence are high priorities. The control architecture should enable
loss of human excitation (accidentally let go of system). Such systems are designed to provide human
interaction with the payload and environment. Subsequently, the system requires aclosed loop bandwidth
similar to gross human movements (approximately 2 Hz) aswell as sub-millimeter positioning resolution.
All of these characteristics must be considered in the control design. For this study, we adopt the
Accomodation Control architecture.
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Figure 33: ORNL's Next Generation Munitions Handler

One of the challenges faced with this study is assessing the performance of a human controlled system
through smulation. Human behavior and physical responseisacomplex phenomenon. However, Flash and
Hogan suggested that planning multi-joint movementstakes place in the Cartesian space rather than thejoint




gpace of thelimbs. Thisapproach, the equilibrium trgjectory hypothesis, models human forces asastiffness
relationship between a target trgjectory and actua trgjectory of the limb[20]. Clearly, human stiffness
varies from subject to subject, limb to limb, configuration to configuration. However, from the studies of
Flash, a good approximation would be adiagonal stiffhess matrix with a magnitude of 500 N/m. For our
HAT controlled simulations, human commands are model ed, shown in the left portion of Figure 6 asaforce
vector that isthe product of ahuman stiffness matrix and the cartesian tracking error (error between where
the human wants thetip of the robot to be and the actual tip position of therobot). For theHAT control, the
human force vector isamplified by the gain alphaand compared to the measured tip force of therobot. This
force error is passed through an accomodation matrix, generating adesired tip velocity of therobot. The
manipulator Jacobian provides the transformation from adesired tip velocity to the desired joint velocity,
which is subsequently integrated and fed into the manipulatorsjoint controller. Thisisthe essense of the
HAT control methodology. Wewill now provide further detailsinto the modeling of the hydraulic actuators
with the combination of the dynamic equations of motion described previoudly.

As a baseline, we consider the performance of the HAT system using only conventional control
techniques. Thefirst smulation smply looks at the force amplification, without any sea state disturbances.
Figure 34 and Figure 35 display thetip and human applied forcewhen the system starts. Theinitial transient
isdueto theimmediate gravitational loading on the arm and quickly damp out. The amplified human force
balancesthetip force (dueto the gravitational load of the payload) with the appropriate amplification factor
of 100.

Tip Force Human Force

X -
Iv\ ° \ Z Direction Force
-2000 [P\/ /Z Pirection Force B / X and Y Direction Force
0 2 4 Tlmeﬁ(sec) 8 10 12 0 2 4 Tlmeﬁ(sec) 8 10 12
Figure 34: Tip force when stationary Figure 35: Human force when stationary

The next aspect of the HAT control is motion tracking. When unconstrained, the human applied force
directs the motion of the arm, in Cartesian space, scaled through the accommodation matrix. In the
simulation, we areinterested in the decoupling of Cartesian motion. The motion of thetip should beinthe
direction of the force applied to the arm by the human. Figure 36 through Figure 41 show theresponse of the
arm when isolating one Cartesian motion at the operator input. It isclear that, when unconstrained, theHAT
system operates with the appropriate behavior.
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Onefinal concern is contact stability of the HAT system. When the system contacts a hard surface, it
should not only be stable, but not exhibit oscillatory behavior. Any contact vibration should die out rapidly
and not exhibit abouncing characteristic. To test contact stability, wemodd the environment asanonlinear
spring representing a surface that has zero stiffness in one direction and large stiffness in the opposite
direction. The operator commands motion in the y-direction. The trgectory consists of a trapezoidal
trajectory in which the target position is dightly behind the wall, ensuring contact. The magnitude of the
surface stiffnessis set at the 1.12e6 N/mwhich isdightly larger than the mechanical stiffness of thelast link
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of thearm. Thisshould provide agood approximation for contact with ahard surface. Figure 42 showsthe
various stages of the human applied force. Figure 43 shows the corresponding tip position. Thereisan
initial transient when the arm isloaded and all initial conditions are zero. Next, the operator commands a
congtant velocity in they-direction. Thiscommand manifestsitself asthe momentum force profilefrom 3to
4 seconds. Thedesired velocity is65 mm/sec during contact with thewall. Theforce continuesto increase
while the trgjectory (representing the desired motion of the human) continuesinto thewall, and levels out.
Asdesired, the human contact pressure (approximately 26 N) is 100 times|lower than the force measuredin
the y-direction on the manipulator. So, this series of simulations demonstrates contact stability with force
amplification.
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Figure 42: Human Force during contact Figure43: Tip position during contact task
4.2. Ship Motion Compensation for Force Control Strategy

In earlier sections, weillustrated the impact ship motion has on the tracking performance of aposition
controlled manipulation system. First, it was clear that the disturbance was low frequency in nature.
Second, while the disturbance appears to be sinusoidal, the frequency istime varying. Our analysis and
simulationsillustrated the potential for Repetitive Learning Control if the period of oscillation wasfixed. If
the period of the disturbance was dowly varying, thereis potential for adapting the target period. However,
there may be significant variation in the period in less than 2 cycles of the disturbance complicating any
attempt at RLC adaptation. The impact of ship motion becomes more significant when dealing with force
control architectures. With position control, the disturbance forces due to ship motion only influences the
system response through the dynamics of the manipulator. With a force control architectures, the force
disturbance has potentially two avenues to influence system response:  the system dynamics and the
feedback of the disturbance force to the force control. Finaly, withaHAT controlled system, thereisthe
possibility for athird avenue for the disturbance force to influence the response of the system: the human
command. Inertia (dueto accelerations dueto the seastate) and variationsin the gravitational force (due
to rolling and pitching motion of the ship) generate significant variationsin the interaction force between the
robot and payload. Theseforcesare not only part of the feedback strategy in Equation (22), but also cause
the system to deviate from its target configuration. Hogan and Flash described force commands from a
human as a Cartesian stiffness control analogy[20]. If the human simply triesto hold the system stationary,
variations in the systems configuration will cause the human to feel a reflection of the inertia and
gravitational effects, which isthe objective of the original control strategy. However, it isquite possible
that these disturbance forces, while part of the environment, are not beneficia to the execution of the tasks
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and actualy serve as a third avenue for the ship motion to disturb the performance of the system. Asan
example, Figure 46 through Figure 48 show thetip position of the system at seastate 5 when the operator is
trying to hold the system stationary. Figure 45 showsthe resulting interaction force between the payload and
manipulator, measured by the force sensor. If the HAT control architecture is working properly, the
operator will feel ascaled version of thisforce asillustrated in Figure 44. Our objective isto identify a
control approach that can effectively mask off this ship motion disturbanceforcethat isreflected back to the
operator.
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It is clear that, while attractive from the simplicity standpoint, the performance of the RLC will not
sufficiently improve the fidelity of a ship-based HAT system. The advantage of the RLC approach isthe
lack of sensory feedback. If the period of the excitation is know and fixed, the RLC exploits the joint
sensory feedback for mitigation of the periodic error signal. Unfortunately, while the sea state appears
periodic, the frequency of the disturbance can shift by relatively large amounts from period to period.
Attempts at adaptive RLC, varying the period of the RLC as the disturbance frequency varies, work only
when the shift in disturbance frequency isslow. Subsequently, we must explore other avenuesfor mitigeting
the sea state disturbance. The basic problem isvery similar to the work in noise cancellation. Widrow
describesthefeasibility of canceling noisein speech signals, specifically the problemswith cockpit noise
in flight. Engine noise contains strong periodic components, rich in harmonics, that occupy the same
frequency band asthe pilot’ s speech. These problemsare very similar to the ship motion disturbance where
the frequency and intensity are comparable to the command signals. For noise cancellation, a second
microphone is placed at a suitable location in the cockpit to measure the ambient noise free of the pilot’s
speech.[?'] We adopt a similar strategy, called from here on the Ship Motion Compensation for Force
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Control Strategy (SMCFCS), for the reduction in ship motion disturbances on a force controlled
manipulator. Instead of measuring background acoustical noise with amicrophone, we measure background
ship motion using accel erometers and inclinometers on the base of the manipulator. There are two dight
modificationsthat must be considered. First, weare primarily interested in removing the disturbance force
from the force sensor at the end of the robot. With acoustic noise cancellation, the noise measurement and
speaker were both acoustical signals. For theforce signa cancellation, the noise measurement isbased ona
displacement sensor (accel erometers and inclinometers) whilethe actual signal of interestisaforcesignal.
Therefore, the agorithm hasthe additiona constraint of transforming the noise measurement to a predicted
force measurement. Second, the coordinate frame of the force transducer at the end of the robot is most
likely in adifferent configuration than the accelerometers and inclinometers. Sincethe basic HAT control
architectureisforce based, it is straightforward to feedforward an effective sea state force to mask off the
resulting inertial and gravitational loads. Note in Figure 31 that the force compari son between the human
and payload is executed in the Cartesian frame. |f we know the effective impedance of the payload, the
disturbance force can be computed directly in the Cartesian frame if the accel erometers and inclinometers
are calibrated with respect to this configuration on the robot’ s platform. The basic feedforward term for the
noise cancellation is provided in Equation (23). Thisterm representsthe effectiveforce dueto the seastate,
Fseastate: defined with respect to the base of therobot. Thefirst term representstheinertial forcesdueto the
sea state while the second term accounts for the change in the gravitationa field due to the ship
configuration. The actual force error filtered through the accommodation matrix isexpressed in Equation

(24) where R E)gse isssmply the coordinate transformation for the base frame to the end-effector framewhere
the force signal, Feensor, IS Measured.

Facastte = OM p| Vpaseyi- Mg REZETOY =
Seastate =~ GV pl Ypasey - MpQ Nsea 1Yy + (23)

& 1Zvaseh 1o

— é( tip )t u
DF = aFyyman - gRbase Fsensor - FSeaStateH (24)

Figure 49 through Figure 53 display the response of the system with the addition of SMCFCS. Table4
provides acomparison of the performance of the system, using the same operating conditions and sea state
described in the previous simulations, under different levels of feedback. It isclear that this approach to
noise cancellation looks promising. We must consider the fact that we assumed perfect knowledge of the
payload mass. In addition, we did not account for any possible errors or dynamics in the sensing of the
accelerations and inclination.
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Table 4: Control Performance Comparison

Strategy Force Variation (N) Position Variation (mm)
No Compensation DF,=3.587 DX'P=7.2
DF,=3.825 Dy"*=7.7
DF,=11.384 DZ'P=22.8
SMCFCSw/Vertical Acceleration DF,=3.420 DX'P=6.8
DF,=3.646 Dy"*=7.3
DF,=1.246 P=25
SMCFCSWwI/X, Y, Z Acceleration DF,=2.366 DX"P=2.5
DF,=2.102 Dy"P=4.2
DF,=1.242 DZ'P=2.5
SMCFCSW/X, Y, Z Acceleration and DF,=0.951 DX'P=1.9
Inclination DF,=0.777 Dy'P=1.6
DF,=1.217 DZ'P=2.4
SMCFCSwI/X, Y, Z Acceleration and DF,=0.598 DX"P=1.2
Inclination and RLC DF,=0.774 Dy'P=1.5
DF,=0.847 DZ'P=1.7

It is clear that the SMCFCS with full acceleration and inclination feedback provides significant
improvement in both the tracking (an increase in senditivity by a factor of 9.5) and force reflection
(reduction of disturbance force by afactor of 9.4). The fact that these two improvements are so similar
should not be asurprise. Asnoted earlier, the motion of thetip isdueto two stimuli: the disturbance force
and the command. The SMCFCS masks off the disturbance force in the HAT agorithm that generates
motion commands to the manipulator. So, the SMCFCS eliminates the disturbance from the command that
significantly reduces the relative motion between the ship and the operator. The SMCFCS framework is
based intheinertia frame of the robot (the sameframe asthe HAT methodol ogy), instead of the joint space.

This dramatically simplifies the complexity of the algorithm. It may be possible to further reduce the
sengitivity of the system to the sea state. However, the disturbance forces and tracking performance are
bordering on human sensitivity. Any additional gain would not be perceived by the operator. The only
motivation would be operation at sea states 6 and higher.
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Figure51: X-Position, Figure52: Y-Position, Figure53: Z-Position,
SMCFCS SMCFCS SMCFCS

5. CONCLUSIONSAND RESULTS

This report has described the fundamental problems associated with motion control of manipulation
systems operating on the deck of a moving ship. We provided a brief survey of present wave modeling
techniques and ship motion smulation procedures. This is followed by a methodology to compute the
dynamic equations of motion, using energy methods, of agenera seria link manipulator on asix-degree of
freedom base. We provide as an example a three-degree of freedom manipulator and show, through
simulation, theimpact of wave generated disturbance on the tracking control of thissystem. Asanexample
system, we devel oped adetailed model of an ORNL HAT system to demonstrate theimpact seastateshave,
through simulation, on a typical human amplification technology system operating on the deck of a ship
experiencing heavy sea states. We first demonstrated human amplification through simulation showing
comparable performance as that experienced on the real system. These simulation studies included force
tracking, strength amplification, and contact stability. This was followed by a series of simulations that
displayed the impact ship motion has on strength amplification on a moving platform. Thetest casewasa
strength amplification factor of 100:1 with a2224 N payload. The gravitational load experienced by the
operator is22.2 N (5 1bs). At seastate 5, the variation in the vertical load was 11.4 N, 51% of the load.
Thisvariationin the load generated adisturbance motion of 22.8 mm inthevertical direction, dramatically
limiting the positioning resolution of the arm during operation. Our initia control investigation focused on
Repetitive Learning Control. This control methodology isbased on the elimination of periodic disturbances
through asimple feedforward strategy. The advantage of thisapproachisitssimplicity. If the disturbance
period is known and of a fixed period, there is no need for any additional sensory feedback. If the
disturbanceisperiodic, but of an unknown frequency, we can use on+linefrequency identification techniques
to extract the period of the disturbance. Simulation results demonstrated the feasibility and resulting
performance. However, realistic sea state disturbances, while low in frequency, are not purely periodic.
All of our attempts at frequency adaptation for the Repetitive Learning Control provided negligible
improvement in the HAT performance when we introduced realistic sea state disturbances to the system.

Our second approach to masking off the sea state focused on exploiting the force control methodology.
We assume that the HAT system has a stationary base from which it operates. This base can be amobile
platform, but during sensitive HAT operations, we assumethe baseis stationary. Thefundamental problem
that we addressed isthat the sea state generated accel erations and shiftsin the direction of the gravitational
field on the system and payload. The HAT control algorithm is based on sensory feedback of the human
applied force and the force, measured at the interface between the mani pul ator and payload, experienced by
the payload. This end-effector force signal, which is fed back to the HAT controller, includes all of the

27



disturbance forces (acceleration and gravitational) due to the sea state. We assume that the mass of the
payload isknown or can be rapidly measured during aninitial pick up of the payload. We also assume that
we can measure the accel eration and inclination of the base of the robot using conventiona accelerometers
and inclinometers. We believe these assumptions are valid due to the low frequency nature of the
disturbances. We exploit the fact that the HAT control methodology is based on a task space formulation
(the forces of the human and payload are defined with respect to the Cartesian coordinate frame of the
robot). We then use the sensory feedback of the base inclination and acceleration to formulate the
disturbanceforce, dueto the seastate, experienced by the HAT system. The control strategy then consists of
feeding forward this disturbance to mask off its effect on the HAT system. Simulation resultsillustrate a
significant reduction in the disturbance experienced by the operation. Under the same operating conditions,
the maximum vertical disturbance force was reduced from 11.4 N to 0.847 N. In addition, thetip position
error reduced from 22.8 mm to 1.7 mm.

There were two fundamental contributions of the research. The first was the development of a new
methodology to rapidly compute the full nonlinear dynamic equations of motion of ageneral manipulation
system experiencing the full six degrees of disturbances due to a sea state. We demonstrated how this
methodology could be easily included in a numerical simulation tool such as Simulink. Such atool is
extremely valuable in terms of exploring design and control issues for maritime systems. The second
contribution was the devel opment of anew control algorithm for compensation of sea state disturbanceson
amaritime Human Amplification System. Simulation studies showed an order of magnitudeimprovement in
both the tracking performance and reduction in the disturbance force experienced by the operator. Future
efforts are focusing on the experimentally validating this control methodology. These experimentswill be
based on alarge sea state ssimulator that will induce the inclination and acceleration loads on our ORNL
IRAD HAT system.
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Appendix A: Symbolic Computation of 1 DOF System, 3 Sea States

syns ai alfai di thi mass g

synms ql1 ql_d gl_dd

syms roll pitch yaw heave surge sway

synms roll _d pitch_d yaw d heave_d surge_d sway_d

syns roll _dd pitch_dd yaw dd heave_dd surge_dd sway_dd
syms thl thld thildd

syms th2 th2d th2dd

syms th3 th3d th3dd

syms L1 I1x I1ly 11z M

pi = sym('pi');

% Synbol ically derive notion of base of robot on deck of ship experiencing

% 6 dof of sea notion (roll, pitch, yaw, heave, surge, sway).
Rls=[1 0 0;

0 cos(roll) sin(roll);

0 -sin(roll) cos(roll)];

o

R2s=[ cos(pitch) -sin(pitch);
0 1 0
sin(pitch) 0 cos(pitch)];

R3s=[ cos(yaw) si n(yaw) 0;
-sin(yaw) cos(yaw) 0;
0 0 1];

Hsea=[ [ si mpl e( Rls*R2s*R3s) [surge; sway; heave;]];[0 0 0 1]];

% mask off 3 of 6 sea states (keep sea states in x-z plane)
Hsea=subs(Hsea,'roll',0);

Hsea=subs(Hsea, ' yaw , 0);

Hsea=subs(Hsea, ' sway', 0);

% conpute kinematics of arm start off by rotating z fromvertical to horizontal
ai =0; al f ai =pi / 2; di =0; t hi =0;

Hl=[ cos(thi) -sin(thi)*cos(alfai) sin(thi)*sin(alfai) ai *cos(thi);
sin(thi) cos(thi)*cos(alfai) -cos(thi)*sin(alfai) ai *sin(thi);
0 sin(al fai) cos(alfai) di;
0 0 0 1];

ai =L1; al fai =0; di =0; t hi =t h1;

H2=[ cos(thi) -sin(thi)*cos(alfai) sin(thi)*sin(alfai) ai *cos(thi);
sin(thi) cos(thi)*cos(alfai) -cos(thi)*sin(alfai) ai *sin(thi);
0 sin(al fai) cos(alfai) di;
0 0 0 1];

% Honbgeneous transform for the robot

H=si npl e( H1* H2) ;

% Ful | honpgeneous transform of robot include sea state
H ful | =si npl e(Hsea*H);

% state vector of robot
g=[thi];

% derivitive of state vector
qd=[t hid];

% sea state vector

gs=[ pi tch; heave; surge];

% sea state velocity

gsd=[ pi tch_d; heave_d; surge_d];

% sea state accel eration

gsdd=[ pi t ch_dd; heave_dd; surge_dd] ;

% vel ocity conputation. Each velocity is the velocity of the cg of the line wt base coordinate system
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% vel ocity of cg of 2nd link

Ht =si mpl e(Hsea*H1*H2); % honpbgeneous transform from base to cg of link 2

R2c=Ht ((1: 3), 4); % pull out x, y, z (vector frombase to link 2 cg)

V2c=Jacobi an(R2c, [q(1);qgs])*[qd(1);gsd]; % cal cul ate velocity of cg of link 2 wt inertial frame (V =
dR/dt = dR/dgq * dg/dt)

% rotation matricies frombase to each associ ated coordi nate system
Rl=transpose(H1(1:3,1:3));
R2=t ranspose(H2(1:3,1:3));

% angul ar velocity of each link about cg wt |ocal coordinate frame
QL=[0;0;th1d] +[ 0; 0; gsd(1)];

% inertia matrix for each |link about center of gravity wt coordinate frame of line (same as honbgeneous
transform just translated to cg)
I11=[11x 0 0;0 I1ly 0;0 O I1z];

% Payl oad i nformation (position/velocity)
Rtip=H_full(1:3,4);
Vti p=Jacobi an(Rtip,[q;qs])*[qd;gsd];

%total kinetic energy: T = 1/2 qdot' * | * gdot + 1/2 V' MV
T=1/2* M (transpose(Vtip)*Vtip)+1/2*transpose( QL) *11*QL;

% potential energy due to gravity
V=M g*Rtip(3);

% Ener gy approach: d/dt(dT/dqd)-dT/dg+dV/ dg=Q

% Note: d/dt() = d()/dg * qd + d()/dqd * qdd.

% t hus, energy expansion: d(dT/dqd)/dqgd * gdd + d(dT/dqd)/dq * qd -dT/dg + dv/dg = Q

% first termd(dT/dgd)/dgd is mass matrix, nonlinear terms (coriolis, centripetal, gravity...)

% cal cul ate dT/dqgdot
dT_qdot =Jacobi an(T, qd) ;

% extract out mass matrix
MassMatri x= si npl e(Jacobi an(dT_qdot, qd));

% now finish off with remaining terns

NLT1=si npl e( Jacobi an(dT_qdot,[q])*[qd]);

NLT2=si npl e( Jacobi an(dT_qdot, transpose(qs)) *qsd) ;
NLT3=si npl e( Jacobi an(dT_qdot, transpose(qsd)) *qsdd) ;
NLT4=si npl e(transpose(-1*(Jacobian(T,q))));

NLT5=si npl e(((Jacobian(V,q))));

NLT=si npl e( NLT1+NLT2+NLT3+NLT4+NLT5) ;
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Appendix B: Symbolic Computation of 3 DOF System, Full Sea State

syns ai alfai di th
synms ql1 ql_d gl_dd
syms roll pitch yaw heave surge sway

synms roll _d pitch_d yaw d heave_d surge_d sway_d

syns roll _dd pitch_dd yaw dd heave_dd surge_dd sway_dd
syms thl thld thildd

syms th2 th2d th2dd

syms th3 th3d th3dd

syms L1 L2 L3 L4 Llc L2c L3c L3x L3h L3y L4c

syms 11x 12x I3x 11y 12y 13y 11z 12z |13z

mass g

syms mlL n2 nB

pi = sym('pi');

% Synbol ically derive npotion of base of
pitch, yaw, heave,

% 6 dof of sea

motion (roll,

robot on deck of ship experiencing

surge, sway).

% to describe this motion in terms of honpgeneous transforns.

Rls=[1 0 0;
0 cos(roll) sin(roll);
0 -sin(roll) cos(roll)];
R2s=[ cos(pitch) O -sin(pitch);
0 1 0
sin(pitch) 0 cos(pitch)];
R3s=[ cos(yaw) si n(yaw) 0;
-sin(yaw) cos(yaw) 0;
0 0 1]

Hsea=[ [ si mpl e( Rls*R2s*R3s) [surge; sway; heave;]];[0 0 0 1]];

ai =-L1; al fai =pi
Hl=[ cos(thi)
sin(thi)
0
0

/2; di =0; t hi =t h1;
-sin(thi)*cos(alfai)
cos(thi)*cos(alfai)
sin(al fai)
0

ai =L2; al f ai =0; di =0; t hi =t h2+pi / 2;

H2=[ cos(thi)
sin(thi)
0
0

ai =L2c; al f ai =0;
H2c=[ cos(thi)
sin(thi)
0
0

ai =L3x; al f ai =0;
H3=[ cos(thi)
sin(thi)
0
0

ai =L3h; al f ai =0;
H3h=[ cos(t hi)
sin(thi)
0
0

ai =L3c; al f ai =0;
H3c=[ cos(thi)
sin(thi)

-sin(thi)*cos(alfai)
cos(thi)*cos(alfai)
sin(al fai)

0

di =0; t hi =t h2+pi / 2;
-sin(thi)*cos(alfai)
cos(thi)*cos(alfai)
sin(al fai)

0

di =0; t hi =t h3-pi/2;
-sin(thi)*cos(alfai)
cos(thi)*cos(alfai)
sin(al fai)
0

di =0; t hi =t h3-pi/2;
-sin(thi)*cos(alfai)
cos(thi)*cos(alfai)
sin(al fai)

0

di =0; t hi =t h3-pi/2;
-sin(thi)*cos(alfai)
cos(thi)*cos(alfai)

sin(thi)*sin(alfai)
-cos(thi)*sin(alfai)
cos(alfai)

0

sin(thi)*sin(alfai)
-cos(thi)*sin(alfai)
cos(alfai)

0

sin(thi)*sin(alfai)
-cos(thi)*sin(alfai)
cos(alfai)
0

sin(thi)*sin(alfai)
-cos(thi)*sin(alfai)
cos(alfai)

0

sin(thi)*sin(alfai)
-cos(thi)*sin(alfai)
cos(alfai)
0

sin(thi)*sin(alfai)
-cos(thi)*sin(alfai)
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Use DH paraneters

ai *cos(thi);
ai *sin(thi);
di;
1];

ai *cos(thi);
ai *sin(thi);
di;
1];

ai *cos(thi);
ai *sin(thi);
di;
1];

ai *cos(thi);
ai *sin(thi);
di;
1];

ai *cos(thi);
ai *sin(thi);
di;
1];

ai *cos(thi);
ai *sin(thi);



0 sin(al fai) cos(alfai) di;

0 0 0 1];

ai =L3y; al f ai =0; di =0; t hi =pi / 2;

H4=[ cos(thi) -sin(thi)*cos(alfai) sin(thi)*sin(alfai) ai *cos(thi);
sin(thi) cos(thi)*cos(alfai) -cos(thi)*sin(alfai) ai *sin(thi);
0 sin(al fai) cos(alfai) di;
0 0 0 1]

ai =L4; al f ai =- pi / 2; di =0; t hi =t h4-pi / 2;

H5=[ cos(thi) -sin(thi)*cos(alfai) sin(thi)*sin(alfai) ai *cos(thi);
sin(thi) cos(thi)*cos(alfai) -cos(thi)*sin(alfai) ai *sin(thi);
0 sin(al fai) cos(alfai) di;
0 0 0 1];

H=si npl e( H1* H2* H3* H4* H5) ; % Honmpgeneous transform for the robot

H ful | =si npl e(Hsea*H); % Ful | honpgeneous transform of robot include sea state

g=[thl;th2;th3]; % state vector of robot

qd=[thld;th2d;th3d]; %derivitive of state vector

gs=[roll;pitch;yaw, heave; surge; sway]; % sea state vector
gsd=[rol | _d; pitch_d; yaw d; heave_d; surge_d; sway_d]; % sea state velocity
gsdd=[rol | _dd; pi tch_dd; yaw_dd; heave_dd; surge_dd; sway_dd]; % sea state accel eration

% vel ocity conputation. Each velocity is the velocity of the cg of the line wt base coordi nate system
% vel ocity of cg of 2nd link

Ht =si mpl e( Hsea* H1*H2c); % honpgeneous transform from base to cg of link 2

R2c=Ht ((1:3),4); % pull out x, y, z (vector frombase to link 2 cg)

V2c=Jacobi an(R2c, [ q(1:2);qs])*[qd(1:2);qgsd]; % cal culate velocity of cg of link 2 wt inertial frame (V
= dR/dt = dR/dq * dqg/dt)

% vel ocity of cg of 3rd link

Ht =si npl e( Hsea* H1* H2* H3c) ;

R3c=Ht ((1:3),4);

V3c=si npl e(Jacobi an(R3c, [ q; gs] ) *[ qd; gsd] ) ;

% rotation matricies frombase to each associ ated coordi nate system
Rl=transpose(H1(1:3,1:3));
R2=transpose(H2(1:3,1:3));
R3=transpose(H3(1:3,1:3));

% angul ar velocity of each link about cg wt |ocal coordinate frame
QL=[ 0; 0; t h1d] +gsd( 1: 3);

Q@=si npl e(R2*R1*QL+[ 0; 0; t h2d] ) ;

@=si npl e([0; 0; t h3d] +R3* Q) ;

% inertia matrix for each |link about center of gravity wt coordinate frame of line (same as honpgeneous
transform translated to cg)
I11=[11x 0 0;0 I1ly 0;0 O I1z];
12=[12x 0 0;0 12y 0;0 O I2z];
13=[13x 0 0;0 13y 0;0 O I3z];

% Payl oad i nformation (position/velocity)

synms M payl oad;

Rtip=H_full(1:3,4);

Vti p=Jacobi an(Rtip,[thl;th2;th3;roll;pitch;yaw heave; surge; sway])*[thld;th2d; th3d;rol | _d; pitch_d; yaw d; hea
ve_d; surge_d; sway_d];

% total kinetic energy: T = 1/2 qdot' * | * gdot + 1/2 V' MV
T=(1/ 2*transpose( QL) *I 1*QL + 1/2*transpose(@)*I2*Q@ + 1/2*transpose(@)*I13*@B + ...
1/ 2*nR*transpose(V2c) *V2c + 1/2*nB*transpose(V3c)*V3c) + 1/2*M payl oad*(transpose(Vtip)*Vtip);;

% potential energy due to gravity
V=n* g* R2¢( 3) +nB* g* R3c( 3) +M_payl oad*g*Rti p(3);
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% cal cul ate dT/dqgdot
dT_qdot =Jacobi an(T, qd) ;

% extract out mass matrix
MassMatri x= si npl e(Jacobi an(dT_qdot, qd));

% now finish off with remaining terns

NLT1=si npl e( Jacobi an(dT_qdot,[q])*[qd]);

NLT2=si npl e( Jacobi an(dT_qgdot, transpose(qs)) *qsd) ;
NLT3=si npl e( Jacobi an(dT_qdot, transpose(qsd)) *qsdd) ;
NLT4=si npl e(- 1*transpose((Jacobian(T,q))));

NLT5=si npl e(((Jacobian(V,q))));

% translate to C-code

MassMatri x_cc=ccode( MassMatri x) ;
NLT1_cc=ccode(NLT1);
NLT2_cc=ccode(NLT2);
NLT3_cc=ccode(NLT3);
NLT4_cc=ccode(NLT4);
NLT5_cc=ccode(NLT5);

% cal cul ati on of jacobian fromtip frame to joint space

LDRDJacobi an=si npl e(Jacobi an(H(1:3,4),[thl;th2;th3]));
LDRDJacobi an_cc=ccode( LDRDJacobi an) ;
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Appendix C: RLC Senditivity Analysis

There are agreat many tools available for the synthesis and analysis of linear control systems. Inthe
following sections, we explore the frequency response representation of a basic repetitive control
algorithm. This analysis will provide insight into why a repetitive control algorithm can improve the
tracking performance of simple linear controller for harmonic reference signals, while at the same time
regject disturbance signals of the same frequency at the same time.

Simplified M odel

Our initia intention was to explore the sensitivity of repetitive control methodologiesto variationsin
the disturbance frequency. Specifically, how much variation in the disturbance frequency is alowable
before the repetitive control either provide no benefit or even degrades performance. Asan example, we
explore the simplest model, afirst order plant and controller with a series repetitive control, shown in
Figure 1. Thisis actualy representative of awide array of controlled plants operating in the vicinity of

their crossover frequency.
Disturbance
brs)

M | KE

=
Plant‘Controller Clutput

Figure54: Simplified Plant Model

To begin, we look at the frequency response of the reduced repetitive control element. Equation (25)
shows the basic transfer function representation of the repetitive control element in Figure 54.

) 1
G.(w) = T o (25)

Atw =2p/T, G, approachesinfinity. Essentially, the repetitive control isproviding infinite gain at the
target frequency without numerically requiring high gains. Unlike conventional approaches to high gain
feedback, the use of the repetitive control providesthe benefits of high gain feedback, but only at aspecific
frequency without sacrificing stability.

There are anumber of methodsto approximate delay typefunctions. Beghi (1997) providesinsight into
alternative methods for approximating delay elementsin feedback. We now focusonasimilar gpproach for
approximating the transfer function of the RC algorithm outlined above. Equation (25) can be reordered to
provide an input output relationship between the error signal, &(t), going into the element and the modified
error signa coming out of the RC element.

e(t) =et) +e(t- T) (26)

Figure 41 shows the resulting waveform of Equation (26) when assuming e(t) isaunit step function. It
ispossibleto decompose Figure 41 into three separate elements. aramp, astep, and a sawtooth waveform.
Figure 42 shows the resulting components.

Appendix C-1



y(t)
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Figure55: Step Response of RLC Element
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O
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Figure 56: Components of overal response

By expanding the waveform in Figure 55 to the three elements, it becomes trivial to identify by
inspection the resulting time response equation assuming the input to the system is a step input u(t).

Appendix C-2



1 zﬂpl O

e) = +2+pla_.1 smg_l_ : (27)
We can then easily transform to the frequency domain.
1 1 238 1
E - 4+ 4= - -
(S) T32 ¥ 25+ T a a?p| O (28)
e T o

Therefore, we can express the resulting transfer function of Equation (28) by removing the step
component (1/s) from Equation (27).

1 2o S
rc(s) E—t_t-d———=
Ts 2 Tlal &2 £p|o (29)
e To

We can now combinetermsin an effort to have an expression that provides the resulting poles and zeros
of the system.

) i 20 N N g
(2+Ts)0932+géﬂ9 j+4szé_ OQSZ+8Qﬂ—;
a& €Tog =1 L eTojg
Gul9)- I (30)
2TsOGsZ+#ploj
as eTeog

First, Figure 57 displays the resulting step response of the G,¢(s) for N=2, 5, 10, and 20.

Step Response, N=2 Step Response, N=5

Amplitude
Amplitude

5 &
4 4
g} 5]
2 2
1 1
0 o

o 1 2 &) 4 o 1 2 &l 4
Time (sec) Time (sec)

Step Response, N=10 Step Response, N=20

5|
4
3
2
1
DD 1 2 3 4 1] 1 2 3 4

Time (sec) Time (sec)

Amplitude
Amplituds

5
4
3
2
1
o

Figure57: Comparison of step response

Figure 57, assuming T=1 sec, showsthat thereis good agreement between the theoretical step response
in Figure 55 and the step response due to the approximation. Itisclear from the model in Equation (30) thet
the system’s poles consist of an infinite set of complex conjugate pair spaced on the jw-axisat w=2pi/T.
Unfortunately, it is not as straightforward to extract the zeros of the system. Figure 58 showsthe pole-zero
map of G¢(s) asafunction of variationsin N as before.
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Pole-Zero Map Pole-Zero Map
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Figure58: Pole-Zero map of G,

It isclear that for every pair of poleson the jw-axis, thereisacomplementary complex conjugate pair
zerosintheleft half plane. Increasing the model order retainsthelower order pole-zero pairs. Additional
information can be gained by investigating the system’ sfrequency response. Figure 58 and Figure 59 show
the frequency response of three variations of Equation (25). Thefirst display in both figuresis the exact
magnitude and phase of the transfer function. Many times, it is advantageous to have an approximate model
representing the delay, possible as a series of poles and zeros. The second display in both figures shows
Equation (25) with an 8" order Pade approximation of €". Clearly, the Pade approximation providesan
excellent representation of the system for the first two pairs of complex poles and zeros, but the system
rapidly degenerates. The third displays in both figures shows the same system with an 8" order Fourier
approximation of the delay derived in Equation (30). Itisclear that, with the same order model asused for
the Pade approximation, the Fourier model faithfully reproducesthe first four modeswithout any distortion
of the higher modes asis evident in the Pade approximation. Theimportance of this representation becomes
clear when attempting to utilize conventional control synthesis procedures and bound stability marginsfor
the final system.
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Response

System Performance

We now begin exploring the tracking performance and disturbance rejection capacity of a repetitive
control strategy. Wefocus onimplementation of simplified first and second order plants. Specificaly, we
will quantify the sensitivity with respect to variationsin excitation frequency. Equation (31) describesthe
output as afunction of the disturbance, d(t), and input, r(t) in terms of the Laplace variable, sand period of
disturbance, T.

K s(1-e°T)
s(1-e%T) +K RS+ s(1-e5T) +K

We will begin by analyzing the disturbance response of the plant. Equation (32) expressesthefrequency
response of Y (s) as a function of the disturbance D(s) after substitution of s=jw and €7 = cos(WT) - j
sin(wT), and some minor agebraic manipulation.

Y(jw) _ 2w?(1-coswT))-wK sin(wT) + jwK (1- cos(wT))
D(jw) (K -wsin (wT))? +w? (1- cos(wT))?

Figure 60 shows the resulting magnitude of Equation (32) over a small frequency range around the
disturbance period. For thisexample, T =4 sec, and K = 6.3095 and the frequency varies from 0.1to 10
Hz.

Y(9)= D(9) (31)

(32)
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Closed Loop Disturbance Frequency Response
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Figure61: Disturbance Response

The figure clearly demonstrates the desired result, an output with zero amplitude at the disturbance
frequency. Thereisaso the corresponding zeros at the higher harmonics. However, adeviation of only
12% on either side of thetarget frequency resultsin adisturbance response magnitude that isactually greater
than what would be present without the repetitive control, thus highlighting the sensitivity issue. Equation
(33) expressesthe frequency response of Y (jw) asafunction of theinput R(jw), derived from the systemin
Figure 54.

Y(jw) _ K (K-wsin(wT))- jwK (1-coswT))
R(GW) (K -wsin(wT))? +w? (1+wcos(wT))?

Figure 62 shows the corresponding magnitude over a small frequency range around the disturbance

period. For thisexample, T = 1 sec, and K = 6.3095 and the frequency varies from 0.1 to 10 Hz.

(33)
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Figure62: Closed Loop Tracking Performance
Figure 61 and Figure 62 emphasize two important characteristicsof RLC. First, at thetarget frequency,

Appendix C-6



the closed |oop system has perfect tracking performance while ssimultaneously rejecting adisturbance of the
same frequency. Second, the control designer isfaced with the sensitivity of the tracking and disturbance
response with respect to both variations in the target frequency as well as higher order harmonics. As
Figure 61 and Figure 62 illustrate, the system degenerates when the excitation or disturbance frequency
deviates dightly from this target frequency. It is possible to resolve the distortion of the closed loop
transfer function, at the lower frequencies, by applying acomplimentary prefilter. However, wearelimited
to the first and seconds mode. To operate beyond this would require an extremely high ordered filter to
generate the large amplitude swings over very small frequency ranges.

As an example of the time domain response, we use the smulink modd in Figure 54 with both the
reference, r(t) and disturbance, d(t) having the samefrequency (1 Hz). The amplitude of thereference signal
is1 whilethe disturbance has an amplitude of 2. Thereisa72 degree phase (selected randomly) difference
between the reference and disturbance signals. The challenge with this example is that the desired
trgectory hasthe same frequency asthe disturbance. Traditional loopshaping control approaches assume
the disturbance frequencies are higher than the desired operational bandwidth of the system. Subsequently,
the controller is designed for high gain feedback in the operational frequency range and low gainsin the
frequency range of the disturbance. The distinct advantage of RC agorithmsisthat they provide excellent
disturbance rejection in the operational bandwidth of the system.

3 T T
Output
0y A /A 2, ferences
AN A oA A K
1

nce and Output

Refe
G & 4
P an

5
Time (sec) Time (sec)

Figure63: NoRLC Figure64: WithRLC

In the above example, the reference input was sinusoidal and was of the same frequency as the
disturbance. Figure 63 showsthe system tracking without RL C whileFigure 64 showsthesamesysemwith
RLC. Clearly, the RLC providesexcellent tracking of aperiodic signa evenif the disturbance hasthe same
frequency as reference signal. We now follow this with the more conventional step response. The first
display, Figure 64, isof astep response at the moment that learning begins. Asbefore, the magnitude of the
disturbanceistwice the magnitude of the reference command. The majority of theinitial error isdueto the
disturbance. To illustrate this, the command is delayed for 30 seconds before the step to provide ample
time for the learning to converge. The responseisdisplayed in Figure 66.
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Figure65: Step Response Figure66: Step Response after Delay

Theforgoing analysis demonstrates the impressive performance of Repetitive Control algorithmswhen
tracking sinusoidal commands and/or rejecting sinusoidal disturbances of fixed frequency. While many
control methodol ogies focus on tracking performance and disturbance rejection, Repetitive Control hasthe
distinct advantage of providing disturbance rejection of signals that fall within the operational frequency
range of the controlled system. It isthus possible to design asystem to operate beyond thefrequency range
of the disturbance, for that matter even track commands of the same frequency. The motivation for this paper
was to provide a frequency domain explanation of the cost and benefit of RC. We have provided a new
modeling approach for the RC that enables easy synthesiswith conventional linear control methodol ogies.
However, the analysis clearly illustrates that the addition of the Repetitive Control algorithm does distort
the closed loop frequency response above and below the target frequency. Subsequent work will
demonstrate simple loopshaping methods that focus on the design of prefiltersto the system that correct for
the frequency warping. In addition, thereisaneed for either increasing the robustness of the algorithm to
variations or errorsin the target frequency or providing some form of adaptation.

Appendix C-8



ORNL/TM-2003/233

INTERNAL DISTRIBUTION

8-10.
11. M. Noakes
12. P.D. Lloyd
13. Central Research Library
14. ORNL Laboratory Records BRC
15. ORNL Laboratory Records BOST

EXTERNAL DISTRIBUTION

16. Dr. Behzad Kamgar-Parsi, Autonomous and Intelligent Systems, Office of Naval Research, 800
North Quincy Street, Arlington, VA 22217.



