Updated May 14, 2008


Appendix A – Participating Applications and Contact Information

The descriptions of the participating applications include the following information:

· Key contacts,

· Purpose, 

· Critical Processing Window(s),

· Software components required by the application for disaster recovery mode processing,

· Data files required for disaster recovery mode processing, and

· Special processing requirements to be accommodated during disaster recovery mode processing.

1 Titan System

1.1 PSC Debt Management System

	Contacts
	E-mail Address
	Office
	After Hours   (Home/Cell/Pager/Personal email)

	David Smith
	Dsmith@exchange.nih.gov
	301-443-4206
	

	Mark Goldberg
	goldbergm@exchange.nih.gov
	301-443-5690
	

	Bruce Southerland
	Bsoutherland@psc.gov
	301-443-6611
	


Purpose:    The Debt Management Collection System (DMCS) supports the collection of money owed to various agencies of the federal government.

Critical Processing Window(s):    An outage lasting longer than 12 hours during the work week would have an adverse impact on the function supported by the application.

Software Requirements:    CICS; TSO/ISPF; Model 204; SAS; Connect:Direct

Data Storage:    Files are stored on CICS03, CICS11, and Disaster Packs.

Special Processing Needs:    Treasury Offset Program files are transmitted to the Department of the Treasury over a telecommunications link architected and configured according to Treasury specifications.  Connect:Direct is used to effect the transfer.  The method for transferring the files in a disaster situation is still being determined by Treasury.

Users access a Wachovia bank Web site to extract and download input to the Debt Management Collection System.  DMCS transmits accounting data to UFMS.
Application files are backed up to tape in the Computer Center off-site silo on a weekly basis.  The backups would need to be shipped to the hot site in a disaster situation.

1.2 PSC Accounts Receivable System

	Contacts
	E-mail Address
	Office
	After Hours   (Home/Cell/Pager/Personal email)

	David Smith
	Dsmith@exchange.nih.gov
	301-443-4206
	

	Mark Goldberg
	goldbergm@exchange.nih.gov
	301-443-5690
	


Purpose:    The Accounts Receivable System supports the issuing of bills for medical supplies ordered by federal agencies from the Perry Point, MD medical supply distribution center.  
This application is no longer operational; no regular daily processing occurs, but the application is still used for inquiry.  The Accounts Receivable System still requires complete Data Center mainframe services including regular backups and disaster recovery services (but no participation in semiannual tests).  The application is subject to a final SAS 70 audit review after which it will be retired.

The earliest, but not confirmed, cutoff and retirement date is September 30, 2008.  

Critical Processing Window(s):    None.

Software Requirements:    CICS; TSO/ISPF; ADABAS; SAS

Data Storage:    Files stored on CICS03, CICS10, ADABAS system volumes, and Disaster Packs.

Special Processing Needs:    Application files are backed up to tape in the Computer Center off-site silo on a weekly basis.  The backups would need to be shipped to the hot site in a disaster situation.

1.3 PSC ASPER Debt Collection System

	Contacts
	E-mail Address
	Office
	After Hours   (Home/Cell/Pager/Personal email)

	Carol Sery
	Csery@psc.gov
	301-504-3116
	

	Mark Goldberg
	goldbergm@exchange.nih.gov
	301-443-5690
	


Purpose:    The ASPER Debt Collection System supports the collection of money owed by DHHS employees to DHHS and other organizations.

The function of this application has been replaced by the new payroll system, EHRP.  Although there is no regular daily processing against the ASPER Debt Collection System application, it still requires complete Data Center mainframe services including regular backups and disaster recovery services (but no participation in semiannual tests).
The projected date for cutoff and retirement is September 30, 2010.

Critical Processing Window(s):    None.

Software Requirements:    CICS; TSO/ISPF; SAS; VPS printing services

Data Storage:    Application files beginning with PRF.CP1 and $CP1.PRF are stored on CICS11 and DIST01. 

Special Processing Needs:    None.

1.4 PSC Accounting for Pay System

	Contacts
	E-mail Address
	Office
	After Hours   (Home/Cell/Pager/Personal email)

	John Biggie
	Jbiggie@psc.gov
	301-443-1588
	703-532-1947

	Jack Hardland
	hardlanj@exchange.nih.gov
	301-443-0420
	301-476-8161


Purpose:    The Accounting for Pay System (AFPS) provides accounting information to DHHS regarding disbursements, expenditures, obligations, and accruals for personnel costs.

Critical Processing Window(s):    Every Thursday; the first 5 days of the month; the day the feeder file for the civilian regular payroll run is received (every 2 weeks); the last 5 days of the month when the feeder file for the commission officer regular payroll run is received.  An outage lasting more than 24 hours would have an adverse impact on operations during any of these periods.

Software Requirements:    TSO/ISPF; Connect:Direct; VPS printing service; Oracle client

Data Storage:    All required data sets are located and maintained on DIST01.

Special Processing Needs:    AFPS is a distributed application on Titan and EOS (reference 2.2 below).  The Titan component receives data from the DHHS Payroll application and the Commissioned Corps Payroll application on Titan, performs preliminary edits on the data and downloads the data to a database on EOS.  Batch processes on Titan generate reports (using the information from the EOS database) that are distributed to customer agencies within DHHS.

1.5 PSC Commissioned Corps Payroll System

	Contacts
	E-mail Address
	Office
	After Hours   (Home/Cell/Pager/Personal email)

	Frank Dunn 
	Fdunn@psc.gov
	301-594-0888
	301-847-0534

	Paul Henderson
	Phenderson@psc.gov
	301-594-0886
	301-384-3318


Purpose    The Commissioned Corps Payroll System supports the disbursement of payments to all Active Duty, Retired, and Annuitant Commissioned Officers as well as IHS, NHSC, NSP, and HHSP scholarship recipients.  Payments are issued monthly. 

Critical Processing Window(s):    10 – 5 working days prior to the last day of the month.  An outage lasting more than 24 hours would have an adverse impact on operations during this period.

Software Requirements:    TSO/ISPF; SAS; Connect:Direct; MarkIV; Maxbatch; COBOL

Data Storage:    All required data sets are located and maintained on DIST01 and DIST02.

Special Processing Needs:    The following special forms are printed: Earnings Statements (ASA3) – printed monthly; W2 Statements (ASAW) and 1099R Statements (ASAR) – printed yearly in January to be mailed prior to 1 February.  PSC staff orders the forms to be stocked at the NIH Computer Center.  These are standard forms that are readily available from the vendor and can be ordered by PSC for shipment to the hot site.

Payment and/or personnel files are transmitted/received to/from the Department of the Treasury, National Finance Center (TSP), and Veterans Administration over telecommunications links architected and configured according to external agency specifications; and payroll information is transmitted to the Social Security Administration (SSA) over a dedicated communications line between NIH and SSA.  Connect:Direct is used to effect the transfers.

Backups of the payment and payroll information files are created on 3480 cartridge tapes as part of the regular, monthly production run.  In a disaster situation, these tapes would be shipped to Treasury, TSP, and SSA, respectively.

1.6 Federal Drug Administration (FDA) Accounting System (UMBAS)

	Contacts
	E-mail Address
	Office
	After Hours   (Home/Cell/Pager/Personal email)

	Bob Henry 
	Bhenry1@oc.fda.gov
	301-827-2776
	301-774-2129

	Donna Herbert
	donna.herbert@fda.gov
	301-827-2778
	301-929-3234

	Tom Pirring
	tpirring@oc.fda.gov
	301-827-2787
	301-631-5045


Purpose:    The FDA Accounting System (UMBAS) provides support for financial control and reporting.

Critical Processing Window:    An outage lasting longer than 72 hours during the work week would have an adverse impact on the function supported by the application.

Software Requirements:    TSO/ISPF; Connect:Direct

Data Storage:    Application files beginning with DFM are maintained on DIST01 and DIST02.

Special Processing Needs:    Payment files are transmitted to the Department of the Treasury over a telecommunications link architected and configured according to Treasury specifications.

In a disaster situation, the payment files would be copied to tape, and the tapes would be shipped to Treasury for processing.

Application files are also maintained on tape.  Procedures are being implemented to make backups of these tape files to foreign tapes, and to store the backups at the FDA office.  The tapes would need to be shipped to the hot site in a disaster situation.

Data is routinely transferred between UMBAS and the Payment Management System on Titan.

FTP and the RCVFILE program are used to effect the transfer.

1.7 DHHS Payroll System

	Contacts
	E-mail Address
	Office
	After Hours   (Home/Cell/Pager/Personal email)

	Anita Cobb
	acobb@psc.gov
	301-504-3093
	301-248-2008

	Jane Allen
	jallen@psc.gov
	301-504-3063
	301-776-9693

	Robert Chichester
	rchichester@psc.gov
	301-504-3089
	202-581-4380

	Karen Williams
	kwilliams@psc.gov
	301-504-3191
	540-786-2959


Purpose:    The Payroll System provides payroll support services for all DHHS employees ensuring that all T/A (SDA) data is collected, processed, and transmitted to DFAS (Defense Finance & Accounting Systems)..

Critical Processing Window(s):    The first Sunday, the first Monday, the first Wednesday, and the second Wednesday of the two week pay cycle.  An outage lasting longer than 8 hours during any of these days would adversely impact the function supported by the application, and the timely transmission of any data to DFAS.

Software Requirements:    TSO/ISPF; NIH Extended WYLBUR; IMS; Connect:Direct; VPS printing service

Data Storage:    Private packs: ESC101, ESC102, ESC103, ESC104, ESC105, ESC106
Special Processing Needs:    Time and attendance and pay adjustment data is transmitted to DFAS over the Internet using the host-to-host file transfer product, Connect:Direct.  

1.8 NIH Administrative Database

	Contacts
	E-mail Address
	Office
	After Hours   (Home/Cell/Pager/Personal email)

	Jeff Schriver
	schriver@mail.nih.gov
	301-496-5693
	301-963-2243

	Carol Perrone
	perronec@mail.nih.gov
	301-496-1138
	703-641-0980

	Tony Sambataro
	sambatar@mail.nih.gov
	301-496-9679
	301-916-3533

	Richard Rhoads
	rhoadsr@od.nih.gov
	301-496-1517
	


Purpose:    The Administrative Database (ADB) supports a broad range of financial and

administrative functions at the NIH including the purchase, receipt, and payment of goods and services; payment to NIH fellows; service and supply fund activities; and property management.  ADB is an interactive system with some batch functions.
Critical Processing Window(s):    An outage lasting longer than 72 hours during the work week would have an adverse impact on the function supported by the application.

Software Requirements:    TSO/ISPF; NIH WYLBUR; DB2; IMS; Connect:Direct; Connect:MAILBOX; VPS printing service

Data Storage:    Private packs:  ODA103, ODA104, ODA105, ODA106
Special Processing Needs:    Payment files are transmitted to the Department of the Treasury over a telecommunications link architected and configured according to Treasury specifications.  Connect:Direct is used to effect the transfers.  In a disaster situation, the payment files would be copied to tape, and the tape would be shipped to Treasury.

Purchase card information files are transmitted from First Bankshares to Connect:MAILBOX using a dial-in connection.

A SILK Web interface provides user access to reports created by ADB batch processing.  In a disaster situation, the reports could be printed and distributed to users.

Every business evening disksave tapes are made of the four ADB private packs.  The saves are created and stored in the Titan off-site ATL.  In the event of a disaster, a determination would be made regarding where the most current private pack backups are located.  The private packs would be restored from the most current backup tapes.

1.9 NIH Central Accounting System

	Contacts
	E-mail Address
	Office
	After Hours   (Home/Cell/Pager/Personal email)

	Maria Sotto
	sottom@mail.nih.gov
	301-594-6278
	301-675-7064

	Jeff Schriver
	schriver@mail.nih.gov
	301-496-5693
	301-963-2243

	Carol Perrone
	perronec@mail.nih.gov
	301-496-1138
	

	Richard Rhoads
	rhoadsr@od.nih.gov
	301-496-1517
	


Purpose:     The Central Accounting System (CAS) is a fully-automated double-entry accounting system supporting the accounting transactions incurred in the operations of NIH.  CAS is a strictly batch processing system.
Critical Processing Window(s):    An outage lasting longer than 48 – 72 hours at any given time would have an adverse impact on the function supported by the application. 

Software Requirements:    TSO/ISPF; NIH WYLBUR; IMS

Data Storage:    Private packs:  OFM101, OFM102.
Special Processing Needs:    The ADB creates two datasets of accounting transactions each batch processing day (Monday through Friday) that are processed by CAS the same day.  CAS also reads four of the ADB IMS databases, as well as gathering accounting transactions from other sources including Grants (Information for Management, Planning, Analysis and Coordination System - IMPAC), Payment Management System (PMS), Central Payroll System, NIH subsystems, manual entries from the Office of Financial Management, and the Rotating Error File (with corrections and deletions).

CAS creates transactions for updating other Department systems including Payment Management System.  CAS files are transmitted to the NIH Business System (NBS) and the Data Warehouse.
Every business evening, disksave tapes are made of the two CAS private packs.  The saves are created and stored in the Titan off-site ATL.  In the event of a disaster, a determination would be made regarding where the most current pack backups are located.  The private packs would be restored from the most current backup tapes.

1.10 Nuclear Regulatory Commission License Tracking System

	Contacts
	E-mail Address
	Office
	After Hours   (Home/Cell/Pager/Personal email)

	Mallory Green
	MMG@nrc.gov
	301-415-7277
	703-922-6077

	David Offutt
	dko@nrc.gov
	301 415-5906
	

	Jim Parker
	JSP@nrc.gov
	301-415-5853
	

	Menelik Yimam
	MGY1@nrc.gov
	301-415-0200
	

	Michael Daley
	MED1@nrc.gov
	240-753-0228
	

	Bruce Johnson
	BAJ2@nrc.gov
	240-753-0217
	


Purpose:    The License Tracking System enables the Nuclear Regulator Commission’s Office of Nuclear Material Safety and Safeguards (NMSS) to increase control, standardization, and productivity of the licensing process.

Critical Processing Window(s):    An outage lasting longer than 24 hours during the work week would have an adverse impact on the function supported by the application.

Software Requirements:    TSO/ISPF; NIH Extended WYLBUR; COBOL/370 V1R1; CA-RAMIS (installed on NRC private packs)

Data Storage:    Private packs:  NRC101, NRC102, NRC103, NRCI13, NRCI14, and NRCI15

Special Processing Needs:    The NRC runs nightly backups of their private packs, 5 nights per week.  The tapes are produced and stored in the NIH Data Center.

In the event of a disaster, a determination would be made regarding where the most current private pack backups are located.  The NRC private packs would be restored from the most current backup tapes.
2 EOS

2.1 DHHS Payment Management System

	Contacts
	E-mail Address
	Office
	After Hours   (Home/Cell/Pager/Personal email)

	Bob Bessio
	bbessio@psc.gov
	301-443-9213
	301-774-7932

bbessio@erols.com

	Mathew Matsuda

	mmatsuda@matsudainc.com
	703-499-9477
	703-497-0193  home

703-577-6520  cell


Purpose:    The DHHS Payment Management System (PMS) is a centralized financial system supporting the payment of funds to recipients of grants awarded by DHHS Agencies and several other Federal agencies that DHHS cross-services.  

Critical Processing Window(s):    24 hours/ 7 days a week on dedicated processors: lapis, garnet

Software Requirements:    EOS: Oracle RDBMS, Oracle PL/SQL, Oracle OAS; Connect:Direct   Titan: Connect:Direct

Data Storage:
Oracle RDBMS instance: pmsprod





Oracle Application server instance: pmspoas

Special Processing Needs:    PMS is a distributed application executing on two dedicated AlphaServers and on Titan.  One AlphaServer hosts the database and the second server processes user access requests to the database.  Titan serves as a front-end for transferring data between the PMS database server and external entities.  The PMS AlphaServers are protected by a dedicated firewall.

A Web front-end hosted on a server located in the DHHS Rockwell site serves as external users initial interface to PMS.  The Web front-end is connected to NIHnet by a dedicated link.  A backup web server is in place at NIH/CIT Customer Server Area 2 (CSA2).  The primary web server is being relocated to the CSA2 (estimated completion, March 31, 2007).
The PMS application will be restored on two dedicated AlphaServers at the hot site and will be protected by a firewall at the hot site.  The DCSS contract for emergency hot site support includes the following configuration to support PMS:

· Two AlphaServers, each with sufficient memory capacity,

· sufficient internal and external disk storage,

· system console,

· CD-ROM drive,

· cartridge tape drive,

· LaserJet printer, and

· network connectivity.

· A Cisco firewall configured with appropriate rule sets to restrict traffic to the two Alphaservers.

2.2 PSC Accounting for Pay System

	Contacts 
	E-mail Address
	Office
	After Hours   (Home/Cell/Pager/Personal email)

	John Biggie
	Jbiggie@psc.gov
	301-443-1588
	703-532-1947

	Jack Hardland
	hardlanj@exchange.nih.gov
	301-443-0420
	301-476-8161


Purpose:    The Accounting for Pay System (AFPS) provides accounting information to DHHS regarding disbursements, expenditures, obligations, and accruals for personnel costs.  

Critical Processing Window(s):    Reference section 1.4 above.

Software Requirements:    Oracle (basic, plus import, export, sql-loader); SQL*NET; secure shell; secure FTP, Connect:Direct, Forms and Reports.

Data Storage:    The following are the high level AFPS application and database directories:

· AFPS Production
AFPSP on EOS Database binaries: /orabin/dfo-afps/afpsp

Database files: /oracle/dfo-afps/afpsp

AFPSPIAS on Polaris Middle Tier binaries: /oramount/orabin/dfo-afps/afpspias

Middle Tier ApplicationData: /oramount/oracle/dfo-afps/afpspias

· AFPS Training
AFPST on EOS Database binaries: /orabin/dfo-afps/afpst

Database files: /oracle/dfo-afps/afpst

AFPSTIAS on Polaris Middle Tier binaries: /oramount/orabin/dfo-afps/afpstias

Middle Tier Application Data: /oramount/oracle/dfo-afps/afpstias

· AFPS Development
AFPSD on EOS Database binaries: /orabin/dfo-afps/afpsd

Database files: /oracle/dfo-afps/afpsd

AFPSDOAS on Polaris Middle Tier binaries: /oramount/orabin/dfo-afps/afpsdoas

Middle Tier Application Data: /oramount/oracle/dfo-afps/afpsdoas

Note: The production and test environments will become similar to development after the upgrades.

Special Processing Needs:    AFPS is a distributed application on Titan and EOS (reference section 1.4 above).  The database is hosted and maintained on EOS.  Users access the data through a Web interface (forms hosted on a Sun Server).

2.3 Administration for Children and Families (ACF) GATES

	Contacts 
	E-mail Address
	Office
	After Hours   (Home/Cell/Pager/Personal email)

	Deborah Ferrenz
	dferrenz@acf.hhs.gov
	202-690-7044
	301-588-7531 home

240-463-4928 cell; 2404634928@mms.att.net for text emails to cell phone
dferrenz@comcast.net

	Paul Hasz
	phasz@acf.hhs.gov
	202-690-7037
	301-934-0600 home

202-255-6005 cell

phasz@comcast.net

	David Jenkins
	djenkins@acf.hhs.gov
	202-690-5802
	304-876-1539 home

703-627-9102 cell

	Natalya Grimberg

(tester only)
	ngrimberg@acf.hhs.gov
	202-205-3449
	


Purpose:    GATES supports the distribution of the various ACF grants to state, local, tribal, and non-profit organizations.  It also supports grants for AOA, IHS, HRSA, OS/OPHS and discretionary grants for CMS (although CMS’s are not transmitted to UFMS).
Critical Processing Window(s):    An outage lasting longer than 48 hours during the last two weeks in September would adversely impact the function supported by GATES.

Software Requirements:    EOS: Oracle (basic, plus import, export, sql-loader); SQL*NET; telnet or secure shell; FTP and secure FTP, Connect:Direct (no longer critical)
Titan:  TSO/ISPF; Connect:Direct; VPS printing (none of these are critical)
Data Storage:    EOS: All files and directories are under /usr/users/gates/bin and /usr/users/gates/disaster

Special Processing Needs:    GATES is a distributed application executing on EOS.  EOS hosts the database and Titan no longer serves as a front-end for transferring data between EOS and external entities.  Titan is used only to download non-critical PMS data.
Grant transaction files are transferred from EOS by SFTP to the HHS UFMS server using public key/private key security and this connection is essential to the awarding of grants. If connectivity were unavailable, the files could conceivably be transferred using e-mail, but it would be preferable to set up connectivity between the NIH DR site for EOS and UFMS.
UFMS (the HHS Accounting system)  relays the payment transactions to the Payment Management System.  UFMS management has determined that in no circumstances should UFMS be bypassed in favor of sending transactions directly to PMS. In the event that a disaster lasted for weeks, ACF has an agreement that UFMS would load a quarterly transaction file that had already been sent and saved at UFMS for this purpose.
GATES also collects files from UFMS using the same SFTP method and from PMS (using Connect:Direct but FTP could be substituted). These are not time-critical; GATES can function for at least a week without them.  In the event of a disaster, ACF could arrange to have UFMS or PMS send the files on diskette or tape or by e-mail.
Biweekly, the HHS personnel system writes a file to VVG1FWA on Titan; the file is collected on EOS (using Connect:Direct) for input to GATES.  This is not a time-critical function.  In the event of a disaster, GATES supports a manual method for inputting any essential personnel data.

ACF manages a Web application, On-line Data Collection (OLDC), which uses another Oracle database hosted on servers located in the Aerospace building in Washington, DC.  Information is exchanged between OLDC and GATES using Oracle database links (SQL*NET TCP protocol) to transmit data between Oracle databases hosted on each system.  If the Aerospace database is restored elsewhere, the ACF database administrator will have to modify the database link definition at the disaster site in order for GATES to function.  If the Aerospace database is unavailable and is not restored elsewhere, the ACF database administrator will have to make a few changes to GATES objects in the NIH database to turn off the linkages in order for GATES to function.

2.4 ACF TANF

	Contacts 
	E-mail Address
	Office
	After Hours   (Home/Cell/Pager/Personal email)

	Arianta Anaya
	aanaya@acf.hhs.gov
	202-401-5592
	703-599-1237 (Cell)

	Gary Cochran
	gcochran@acf.hhs.gov 
	202-401-6465
	301-938-1794 (Cell)

	Paul Hasz
	phasz@acf.hhs.gov
	202-690-7037
	


Purpose:    TANF supports the data collection and processing of Temporary Assistance for Needy Families (TANF) and Separate State Program for Maintenance Of Effort (SSP-MOE). TANF receives data from state or tribal entities. TANF consists of several components - FTDRS, HPBS and TDRS.

Critical Processing Window(s):    An outage lasting longer than 24 hours after the daily cronjob is run Monday through Thursday, or Saturday would adversely impact the FTDRS component.

Software Requirements:    EOS: Oracle (basic, plus import, export, sql-loader); SQL*NET; PL/SQL; telnet or secure shell; FTP or secure FTP

Titan:  TSO/ISPF; Connect:Direct; VPS printing

Data Storage:    EOS: All files and directories are under /usr/users/tanf/disaster 

Titan: All data files, JCL, and CLISTs under the ADS.E2J. directory. Data files received are backed up to tapes.

Special Processing Needs:    The Final TANF Data Reporting System (FTDRS) is a distributed application executing on Titan and EOS.  Titan serves as the front-end for receiving data from state and tribal entities, either via Connect:Direct or secure FTP.  The states electronically transmit the files directly to Titan and the tribes submit their files as email attachments to ACF where the data is examined for quality control purposes and the data is then submitted from ACF to Titan.  States and tribes can submit selected information to TANF via the Internet.

EOS serves as the back-end to perform most of the FTDRS processing.  A daily cronjob initiates shell scripts and C programs that download TANF and SSP-MOE data from Titan to EOS, process the data, indicate errors that may exist, and populate the Oracle database.  The cronjob runs at 5 PM, Monday through Thursday and 6 AM on Saturday.  The data received from the states or tribes should be processed on the same day or the following day.  The data received from the states is backed up to cartridge tape on the day following receipt and retained in the NIH Data Center for 180 days.  In the event of disaster, and the backup tapes are unusable, and prior data is required, it can be requested from the states and tribes since they maintain backups of previously submitted data.

The High Performance Bonus System (HPBS) is also a distributed application executing on Titan and EOS.  Titan serves as the front-end for receiving data from states, either via Connect:Direct or secure FTP.  Four times a year HPBS performs comparisons of selected TANF data with the Office of Child Support Enforcement’s (OCSE) National Directory of New Hires (NDNH) database located at the Social Security Administration National Computer Center.  Connect:Direct is used to initiate JCL on the OCSE system.  The OCSE JCL retrieves TANF data from Titan, performs the comparison, and transmits the results back to Titan.  This process uses the direct link between NIH and SSA.  In a disaster situation, the schedule could be altered if necessary; this is not a time sensitive process. 

EOS serves as the back-end to perform most of the HPBS data processing.  HPBS requires manual intervention rather than cronjobs to initiate processing.  The data file processed is backed up to cartridge tape and retained in the NIH Data Center for 180 to 360 days.  In the event of disaster, and the backup tapes are unusable, and prior data is required, it can be requested from the states and tribes since they maintain backups of previously submitted data.

The TANF Data Reporting System (TDRS) is a TANF web based application.  TDRS is hosted on web servers located in the Aerospace building in Washington, DC.  A cronjob runs daily to synchronize the information between the ACF’s Oracle database and Web servers. 

2.5 PSC Enterprise Human Resources and Payroll

	Contacts 
	E-mail Address
	Office
	After Hours   (Home/Cell/Pager/Personal email)

	Richard Butler
	richard.butler@psc.hhs.gov
	301-504-3112
	301-390-1338 (H), 301-343-2720 (C)

	Jonathan Welbon
	jonathan.welbon@psc.hhs.gov
	301-504-3073
	301-248-2008 (H), 301-529-6095 (C)


Purpose:    The Enterprise Human Resources and Payroll (EHRP) supports processing of Departmental human resource activities and reporting, ensuring that the requisite changes are properly reflected and processed by the Departmental Payroll system.  The EHRP functions are currently initiated through the use of a PeopleSoft/Oracle Human Resources application.  The current end-user base is the Departmental management personnel and Human Resource community.  PSC/HRS/EAD operations personnel are responsible for application maintenance and interface activities.  

Critical Processing Window(s):    Peak Processing activities occur on a biweekly cycle based on the Departmental payroll cycle. The key processing window occurs for five (5) days from Wednesday prior to the end of the pay cycle through Sunday (pay periods end on Saturday). The pay period end dates for 2005 are: 1/8, 1/22, 2/5, 2/19, 3/5, 3/19, 4/2, 4/16, 4/30, 5/14, 5/28, 6/11, 6/25, 7/9, 7/23, 8/6, 8/20, 9/3, 9/17, 10/1, 10/15, 10/29, 11/12, 11/25, 12/10, 12/24. An outage of 8+ hours would severely impact user ability to complete work on time, and the ability of operations personnel to complete payroll interface activities. During the other periods of the cycle, an outage of 2-3 days could be dealt with.

Software Requirements:    Oracle (basic, plus import, export); SQL*NET; secure shell; secure FTP, Connect:Direct/Secure+

Data Storage:    

· racer (database)

/opt/app/oracle – Oracle binaries and creation scripts/data (4GB)

/u01/oradata/* - /u15/oradata/* - 10 GB each

/u16/oradata/* - /u19/oradata/* - 25 GB each

· coral and viper (Application and Web Server portion restored to single host configuration)  (20 GB)

Includes application (PeopleSoft) software, configuration, and data

Special Processing Needs:    The EHRP application is hosted on multiple dedicated HP servers.  At the hot site, the multiple servers will be restored to a single HP system.  The DCSS contract for emergency hot site support includes the following configuration to support EHRP:

· HP9000-N400 with sufficient memory capacity,

· sufficient internal and external disk storage,

· DVD-ROM drive,

· cartridge tape drive,

· LaserJet printer, 

· remote console, and

· network connectivity.

EHRP transmits payroll information over the Internet to the Defense Financing and Accounting Service (DFAS) mainframe site in Mechanicsburg, PA, which issues salary payments to DHHS employees.   Connect:Direct/Secure+ is used to effect the transfer.

2.6 NIH New Business System

	Contacts 
	E-mail Address
	Office
	After Hours   (Home/Cell/Pager/Personal email)

	Carole Perrone
	perronec@mail.nih.gov
	301-496-1138
	301-775-6396

	Surya Chunduru
	chunduru@mail.nih.gov
	301-435-6568
	240-899-9923


Purpose:    The New Business System (NBS) project is a replacement of all administrative functions currently supported by NIH legacy systems on the mainframe, including procurement and contracting, travel, property, inventory, central accounting, accounts payable and receivable, and service and supply fund (working capital fund) activities.  NBS serves several thousand NIH employees.   

NIH selected Oracle’s Enterprise Resource Planning Applications and “bolt-on” products from Compusearch, Gelco, and Sunflower as the foundation of a new business/administrative IT system.  The first two modules of the NBS have now been deployed, accepted, and are officially part of the system of records at NIH.  Gelco’s Travel Manager and the Oracle Travel Manager Interface were deployed in September, 2003.  Oracle’s General Ledger, Federal Administrator, and components of Accounts Payable/Receivable were officially deployed October 1, 2003.  Further financial modules and others for acquisition (Oracle Purchasing, iProcurement, and Warehouse Manager, and Compusearch Prism) and for Property (Sunflower) are now well along in the design stages.  A module that will address working capital fund components will follow.

Critical Processing Window(s):    An outage lasting longer than 72 hours during any time of the week, would have an adverse impact on the functions supported by NBS.  This timeframe is based on the current ADB requirements.  Any unavailability of the NBS during the core business hours, 7:00 am to 6:00 pm, Monday through Friday, as well as during the times listed in the table below, would cause a severe impact on NBS operations.

	Task Description 
	Concurrent Program/Set/Process
	Frequency
	Start

	Database Cold Backup
	A158PROD backup
	Saturday

	19:00

	Database Cold Backup
	G816PROD backup
	Saturday
	19:00

	Database Cold Backup
	C500PROD backup
	Saturday
	19:00

	Database Cold Backup
	S380PROD backup
	Saturday
	19:00

	Database Cold Backup
	M551PROD backup
	Saturday
	19:00

	Gather Schema Statistics
	Gather Schema Statistics
	Sunday
	04:00

	Extract data from Legacy Warehouse Datamarts; transform/load into nVision Data Warehouse
	nVision ETL Process
	Tue - Sat
	02:01

	Extract data from Oracle Apps and Gelco Travel Manager Databases; transform/load into nVision Data Warehouse
	nVision ETL Process
	Mon - Fri
	19:00

	Core financials extract - from Oracle Applications database
	nVision ETL Process
	Mon - Sat
	06:15

	Export of People data from Oracle HR tables to Oracle Vendor tables; export of People data to Gelco Traveler tables
	NIHTM Import Patient as Traveler and Vendor
	Every 4  minutes after completion of prior run
	24:00

	Import TMRPP Transactions into AP
	NIHAP Payables Open Interface Import
	Every 5 minutes
	24:00

	Import of Organizational data into Oracle Apps from file received from HRDB ADMCD table
	NIHMM Organization Maintenance Interface (Report Set)
	Daily
	01:45

	GL Optimizer
	Program - Optimizer
	Daily
	02:30

	Post VALTRANs and Send Balance of Accounts files(FSGs) to DW
	NIHGL Valtran Posting and DW Balance of Accounts (Report Set)
	Mon - Sat
	03:00

	PRC: Update Project Summary Amounts
	PRC: Update Project Summary Amounts
	Daily
	03:00

	Post VALTRANS in GL
	Automatic Posting
	Mon - Fri
	03:00

	FSG 1
	Run Financial Statement Generator
	Tue - Sat
	04:20

	FSG 2
	Run Financial Statement Generator
	Tue - Sat
	04:20

	FSG 3
	Run Financial Statement Generator
	Tue - Sat
	04:20

	FSG 4
	Run Financial Statement Generator
	Tue - Sat
	04:20

	Import TRAVEL Invoices into AR
	NIH Autoinvoice Master Program
	Daily
	06:00 & 16:00

	Import Clinical Center Patient data into Oracle Apps from files received from NED and HRDB NIHMAST table
	NIHMM People Interface (Report Set)
	Daily
	07:00

	NIHTM Send Incomplete POs
	NIHTM Send Incomplete POs to Emails
	Mon - Fri
	07:00

	Import of ACH information for People into Oracle Apps from file received from ADB
	NIHAP_ACH_INTERFACE_PROCESSES (Report Set)
	Mon - Fri
	07:30

	Import TMADV, TMINV, TMUSB, TMIAD, TMDM Transactions; run Payables Accounting Process
	NIHAP Invoice Imports And Payables Accounting Process (Request Set)
	Mon - Fri
	16:00

	Interfaces -> NIHAR: General Ledger
	NIHAR: General Ledger
	Mon - Fri
	16:00

	NIHFV Budget Execution Transfer to GL
	NIHFV Budget Execution Transfer to GL (Report Set)
	Daily
	17:00

	NIHFV Federal Vertical Transfer to GL
	NIHFV Federal Vertical Transfer to GL (Report Set)
	Mon - Fri
	17:00

	Create accounting entries for Payable documents
	Payables Accounting Process
	Daily
	17:20

	Project/Expenditure CAN Maintenance and Feed to ADB
	NIHGLPA Maintain CANS and Feed to ADB (Report Set)
	Mon - Fri
	18:00

	Post the multiple journal batches in GL
	Automatic Posting
	Mon - Fri
	18:00

	Journal Import for Source 'TRAVEL'
	NIHGL Submit Journal Import
	Daily
	18:00

	Set Default Job Code for Patients/NON-NIH Affiliates
	NIHMM Set Default Job Code for Patients/NON-NIH Affiliates
	Daily
	19:00

	Send Oracle Sub-ledger data to DW
	NIHGL General Ledger to Valtran Interface Report Set
	Mon - Fri
	20:00

	Check Fed Admin Appropriations, Apportionments and Allotments
	NIHGL_FV_BUDGET_CHECK
	Mon - Fri
	20:00

	PRC: Interface Supplier Costs
	PRC: Interface Supplier Costs
	Daily
	22:00

	NIHGL General Ledger to Valtran Interface
	NIHGL General Ledger to Valtran Interface
	Mon - Fri
	22:00

	NIHGL CAN/ACCS file to DW
	NIHGL CAN/ACCS file to DW
	Mon - Fri
	23:00

	NIHGL Gelco Travel Data to DW
	NIHGL Gelco Travel Data to DW
	Mon - Fri
	23:00

	NIHGL SGL Mapping to DW
	NIHGL SGL Mapping to DW
	Mon - Fri
	23:00

	Export from Gelco of Travel Order information specific to CSR travel
	CSR Interface
	Tue - Sat
	04:20

	NIHGL TRANSCODE Mapping to DW
	NIHGL TRANSCODE Mapping to DW
	Mon - Fri
	23:00

	NIHGL VEND_CUST Data to DW
	NIHGL VEND_CUST Data to DW
	Mon - Fri
	23:00

	NIHGL VALTRAN Daily Process Set (Report Set)
	VALTRAN INTERFACE: CAS to GL to DW
	Mon - Fri
	23:51

	Review Project Approval Workflow
	N/A
	Daily
	

	ADI Budget Loads
	
	As needed
	

	PO Import Process
	
	Immediate
	

	Gelco: Load Per Diem Rates
	
	As needed
	Manual

	Gelco: Archive Documents
	
	As needed
	Manual

	Cash Mgmt Interface
	NIHCE Load Staging Table from GTE file (Report Set)
	Monthly
	Manual

	Send Email to OFM of Treasury Confirmation
	
	Mon - Fri
	Manual

	Non FTE Workflow
	Non FTE Workflow
	N/A
	N/A

	CD Jobs

PUSH: CAN.MAINT

PUSH: MOD.VALTRAN

PUSH: CSR

PUSH: TREASURY

PULL: TREASURY

PULL: NED

PULL: ACH

PULL: NIHMAST

PULL: VALTRAN
	
	Mon - Fri
	


Software Requirements:    

· Danica

SunOS 5.9

Java 1.3.1, Java 1.4.2, unzip 5.42, zip 2.3, gtar 1.13

SSH, SFTP

· Andretti
SunOS 5.9

Java 1.3.1, Java 1.4.2, unzip 5.42, zip 2.3, gtar 1.13

SSH, SFTP

· Andromeda

SunOS 5.10 

Java 1.4.2, Java 1.5, unzip 5.42, gzip 1.3.3, gtar 1.13

SSH

· Zinc
Tru64 V5.1B

Java 1.3.1, Java 1.4.2, unzip 5.42, zip 2.3, gtar 1.13

SSH, SFTP

· Compusearch

Windows 2003 SP4

IIS Web Server 5

Merrant ODBC Driver 3.0

Oracle ODBC Driver 8.01

Microsoft ODBC Driver for Oracle 2.57

Export Jobs 1.7.6

Compusearch Application 5.0 SP29

OCI Component FAC 6401-20

Application Code Logic (PL/SQL) 9.2.0.7

Database Oracle Home 9.2.0.7

Microsoft SOAP Toolkit 3.0

Loftware 6.1.2.5

· Loftware

Windows 2003 SP4

Loftware 9.1.2.3

Oracle Client 9i

JDK 1.4.2.10

Loftware Connector 2.6.2.11

· Titan

SSH, SFTP
Data Storage:    

· Danica

/oraappl/od-nbs/a159prod

/oraappl/od-nbs/s380prod

/oraappl/od-nbs/c500prod

/oraappl/od-nbs/iappprod

/oraappl/od-nbs/backups 

/oraappl/od-nbs/staging/dbarep/scripts

/var/opt/oracle

· Andretti
/oraappl/od-nbs/a159prod

/oraappl/od-nbs/s380prod

/oraappl/od-nbs/m551prod

/oraappl/od-nbs/backups 

/oraappl/od-nbs/staging/dbarep/scripts

· Andromeda

/oraappl/od-nbs/w133prod 

/oraappl/od-nbs/staging/dbarep/scripts

· Zinc

/oraappl/od-nbs/g816prod

/oraappl/od-nbs/igelprod

/oraappl/od-nbs/backups 

/var/opt/oracle 

Special Processing Needs:    The NIH NBS application is hosted on multiple dedicated UNIX systems (AlphServers and Sun servers).  At the hot site, the application will be consolidated onto fewer servers.  The DCSS contract for emergency hot site support includes the following configuration to support NIH NBS:

· One AlphaServer with sufficient memory capacity,

· sufficient internal and external disk storage,

· CD-ROM drive,

· cartridge tape drive,

· LaserJet printer, 

· remote console, and

· network connectivity.

· Three Sun servers with sufficient memory capacity,

· sufficient internal and external disk storage,

· CD-ROM drive,

· tape drive, 

· remote console, and

· network connectivity.

· Two Windows servers with sufficient memory capacity,

· sufficient internal and external disk storage,

· DVD-ROM drive,

· remote terminal connection, and

· network connectivity.

All file transfers between the NBS and external systems are managed through an encrypted channel using SFTP or by tunneling Secure Shell (SSH) through a proxy server (drandromeda).  The only system presently connecting to the production NBS via SSH tunnel is the nVision project (indus.cit.nih.gov:137.187.65.26); the access is limited to read-only.

Payment files are transmitted from Titan to the Department of the Treasury over a telecommunications link architected and configured according to Treasury specifications.   Connect:Direct is used to effect the transfers.  In a disaster situation, the payment file will be created on a tape to be shipped to Treasury.

The following Titan SSH/SFTP accounts are required:

BHX1ENC

BHX1DHI

BHX1XVQ

2.7 NIGMS Database

	Contacts 
	E-mail Address
	Office
	After Hours   (Home/Cell/Pager/Personal email)

	Jose Lopez (ISDS Chief)
	lopezj@nigms.nih.gov
	301-594-2680
	

	Faustina Ifedi
	ifedif@nigms.nih.gov
	301-594-2680
	


Purpose:    The NIGMS database contains information used in the administration of NIGMS grants.  Some of the data is copied from the IMPACII database, and some of the data is NIGMS specific and is stored only in the NIGMS database.  The IMPACII data is copied daily to the production database and weekly to the development database mainly using PowerBuilder Data Pipe, or Snapshots for downloading smaller tables.

The NIGMS database is accessed by NIGMS employees through the NIGMS Extramural Support System (NESS) and the NIGMS Administrative Support System (NASS).  Both systems are part web-based, running on NIGMS servers, and part client/server, running from NIGMS network servers and user machines.

Critical Processing Window(s):    The most critical processing time having a severe impact on users’ abilities to get their jobs done is during the month prior to, and including, the NIGMS Council meetings, and the four weeks prior to and following the end of each fiscal year (Sept. 30).  The NIGMS Council meets three times a year: January, May, and September.  The maximum length of time the database could be unavailable during the critical processing times before causing a severe impact on user operations would be approximately four days.

Software Requirements:    Oracle

Data Storage:    The four database instances are: NIGMSP (GMP), NIGMSD (GMD), NIGMST (GMT), and NIGMSPUB (GMPUB)
Special Processing Needs:    None.

2.8 NIH Electronic Research Administration

	Contacts 
	E-mail Address
	Office
	After Hours   (Home/Cell/Pager/Personal email)

	Ali Ghassemzadeh
	ghassema@mail.nih.gov
	301-435-0981
	

	Nora Hermida
	hermida@mial.nih.gov
	301-435-4470
	


The Office of Extramural Research (OER) is responsible for the Electronic Research Administration (eRA) application which runs on multiple OER servers housed in the data center customer server area and on multiple host systems managed by DCSS.   

The DCSS contract for emergency hot site support includes multiple host systems to support both OER servers and DCSS managed servers.  The following configurations support the OER servers:

The following configurations support the DCSS-hosted servers:

· Two Sun Fire 280R servers with sufficient memory capacity,

· sufficient internal and external disk storage,

· CD-ROM drive,

· tape drive, 

· remote console, and

· network connectivity.
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