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Abstract
Periodically an experiment will reprocess data taken pre-

viously to take advantage of advances in its reconstruction
code and improved understanding of the detector. Within a
period of 6 months the DØ experiment has reprocessed, on
the grid, a large fraction (0.5fb−1) of the Run II data. This
corresponds to some 1 billion events or 250TB of data and
used raw data as input, requiring remote database access.
This is the largest HEP grid activity and has been a great
success. SAM (Sequential Access to Metadata) has been in
operation at DØ since the start of Run II and provides the
data-grid (also enabling remote analysis). Job submission
and management are provided by JIM. Together they form
the middleware SAM-Grid, used for this activity. This mas-
sive task led to extensive developments in SAM-Grid, in a
joint effort between the core developers and those carry-
ing out the reprocessing at the remote sites. The resources
used, corresponding to some 3500 GHz equivalent, were
shared and include LCG and OSG facilities. This activ-
ity, including the development of SAM-Grid and the oper-
ational tools and procedures developed will be presented.
Lessons learnt from carrying out such a task on the grid
will be discussed.

INTRODUCTION
Improvements in understanding the detector, for exam-

ple the calorimeter calibration, and improvements in the
algorithms used in the analysis of the data periodically
prompt the re-analysis of the accumulated raw data sam-
ple. Such was the case in 2005 when over a span of about
six months 470pb−1, corresponding to 1 billion events or
250 TB, of Run II data was reprocessed by the DØ collab-
oration [1]. Significantly this was accomplished primarily
using SAM-Grid and remotely from FNAL, engaging both
dedicated and non-dedicated facilities including OSG and
LCG resources. The project was five times larger than the
prior reprocessing effort [2] of 100pb−1 in 2003-2004 in
which 30% was done with remote processing.

To accomplish this task in a timely manner it was de-
termined that approximately 3400 CPU-GHz of computing
power would be necessary for six months. With the DØ
central farm of 1000 CPU’s occupied with data taking re-
mote processing was imperative. Building on the success-
ful experience of running Monte Carlo simulation on the
SAM-Grid [3] the reprocessing application was also de-
signed to use it. Unlike simulation though access to infor-
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mation in databases at FNAL was necessary for the analy-
sis, increasing the complexity of the task.

This paper presents the implementation of the reprocess-
ing application, the certification of results, the tools used,
the status at completion of bulk processing, and a conclu-
sion.

IMPLEMENTATION
The application work flow was organized as a two step

process, with each step corresponding to a grid job. The
production step started with raw data in mass storage at
FNAL. The data were organized in datasets consisting of
approximately one hundred files. A dataset was delivered
to each execution site for processing via WAN transport.
At each site the job would be parallelized by assigning each
file in the dataset to a single batch job. The processing of a
job required access to information in the database at FNAL.
Each batch job produced an intermediate output file, called
a TMB file, which was stored temporarily to a durable lo-
cation on disk at the execution site. The durable storage
is non-permanent storage lasting longer than the life of the
grid job. This completed the production phase.

The merging step began after all files in a dataset were
successfully processed. The intermediate TMB files stored
at the site were merged together in a single job per dataset.
The merging step was necessary to produce files with sizes
of 1-2GB in order to make efficient use of tape storage and
access. The merged TMB files were conveyed to mass stor-
age at FNAL via WAN transport.

The inevitable crashes and failures from the analysis pro-
gram, network outages, file delivery failures, batch system
problems, worker node failures, file system corruption, etc.
necessitate recovery procedures. For effective recovery it
is critical to know what failed and what succeeded. Book-
keeping of successful jobs and files is needed to assure
completion without duplication of events. Bookkeeping of
failed jobs and files is needed to trace problems in order to
fix bugs and assure efficiency.

SAM-Grid was used to implement this task on dis-
tributed systems. Its use provided the bookkeeping capa-
bilities required in addition to a common environment for
the analysis program and for common operation tools at all
sites. The SAM-Grid project integrates standard grid tech-
nologies, such as the Globus Toolkit and Condor-G, for job
and information management (JIM) [4, 5] with software
developed at Fermilab for data handling, the Sequential Ac-
cess via Metadata system (SAM) [6, 7].

SAM is a data handling system organized as a set of



servers working together to store and retrieve files and as-
sociated metadata, including a complete record of the pro-
cessing which has used the files. SAM is used for all data
handling at DØ, moving petabytes per year.

SAM is designed for the following tasks:

• Track locations and comprehensive metadata for each
file in the system.

• Provide storage utilities to add a file to a permanent
storage location (in a tape library).

• Cache files on local disk for the duration of the re-
questing job or longer.

• Deliver files on request to systems that are SAM en-
abled.

• Utilize file location and system information for per-
formance optimizations.

• Track processing information down to the level of per-
file delivery and consumption status.

These properties enable SAM to know (a) from which
RAW file(s) a given TMB file was created and (b) with
which version of which program it was created. By check-
ing (a) duplication of data in merging can be avoided. Us-
ing (a) and (b) finds those jobs/files that failed by asking for
all RAW files minus those for which TMB’s exist. SAM is
sufficient do avoid data duplication and to create recovery
jobs.

Job submission and distribution was handled via JIM
which has these properties:

• JIM guarantees a uniform global interface to the sys-
tem.

• Software releases are distributed via SAM (no pre-
installation).

• All site peculiarities are parametrised in JIM.

• Provides a common software environment for the
analysis program.

• All sites run the same scripts.

• Provides site independent methods of job submission.

JIM provides a local XML database at each site that con-
tains information about:

– the definition and status of a grid job

– which batch jobs were created from a grid job

– status of each batch job

– which files were created by each batch job

– detailed error conditions in case of failure

As this information allows identification of errors, JIM’s
XML database was used to facilitate error recovery.

Processing RAW data requires the use of databases at
FNAL. Direct database access from Europe was deter-
mined to be too slow. The problem was addressed by using

database proxies at execution sites. The proxy communi-
cated with the database servers at FNAL and maintained a
data cache. The proxies were installed and tested at most
sites and were proven to fix the problem.

CERTIFICATION
A certification process for remote sites was required

prior to the site engaging in production. For certification
these comparisons were made:

• SAM-Grid production to conventional production on
the DØ Farm at FNAL

• SAM-Grid production at each site to production on
the DØ Farm at FNAL

• Merged to unmerged TMB’s at each site

Typical certification plots are shown in Figures 1 and 2.
Figure 1 compares reconstruction done with the SAM-Grid
infrastructure at the DØ farm and at Lyon. Figure 2 com-
pares reconstruction done on the DØ farm with SAM-Grid
and done conventionally. The agreement is so good that
it is difficult to tell that there are two lines being plotted,
except in the CPU time plot. Small differences may re-
sult from the random distribution of jobs across different
CPU types. As a by-product of this procedure significant
improvements in the certification of the analysis program
were made.

OPERATIONAL TOOLS
A common package of scripts were used at all sites to

manage the operation of the reprocessing project. The
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Figure 1: Comparison of SAM-Grid reconstruction at
the DØFarm vs production at Lyon. These plots are the
superposition of two lines as seen in the CPU time plot.
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Figure 2: Comparison of Standard vs SAM-Grid recon-
struction at the DØ Farm. These plots are the superpo-
sition of two lines as seen in the CPU time plot.

scripts were used for job submission and recovery for both
production and merge job types. The package provided
scripts to determine the status of both job types and the
ability to manually modify the status of jobs. The typical
work flow for dataset reprocessing would be to (1) submit
a production job and investigate or retry in case of failures;
(2) submit a merge job after production is finished and retry
if failed; (3) manually set status to finished in case of unre-
coverable failures.

Additional functionality was provided in the script pack-
age to investigate the status of all active requests, clean
completed and finished datasets’ status and submission his-
tory files, display the status of all active requests, and sug-
gest to the operator appropriate actions. Suggested actions
were to recover production if less than 5% failed; sub-
mit merge job if unmerged files exist and the last job was
production; optionally approved additional production jobs
(one per automatic merge submission).

These suggested actions, which are based on the status
of a dataset processing request, combined with the scripts’
ability to run commands that implement the suggested ac-
tions, enabled an “Autopilot” mode for operating the repro-
cessing project. The “Autopilot” could be run in a loop with
1 or 2 hours delay. “Autopilot” was built on the experience
of reprocessing and significantly reduced the work load of
operations. More that 90% of the operational work was to
chase and fix failures. Reliable bookkeeping provided by
SAM was a prerequisite to implementing these tools.

The demands of the reprocessing project stimulated the
development of improved scalability and reliability for
SAM-Grid. In particular the developments included im-

plementation of data queues and database access through
the use of proxies as noted above. Another concept that
was implemented by SAM-Grid was the application-aware
grid services, that is to configure different applications with
different policies, e.g. for the use of the storage or data
queues [8].

COMPLETION STATUS

The reprocessing effort started on March 25 and by
November 24, 2005 all remote sites finished reprocessing.
The number of events completed were 958.7 million out of
986.7 million or 97.2%. The rate of reprocessing started
to slow after 5.5 months as sites finished their assigned
datasets (see Figure 3). Bulk production was completed on
schedule. The production rate began at at about 2.5 million
events per day and reached a plateau of 10 million events
per day two months later. With efficiency defined as the
number of batch jobs that produced a file over the number
of started jobs, the average job efficiency was about 90%.
The failures were dominated by failures of services. Based
on metadata in SAM the rate of unrecoverable failures was
3.0%. Recovery procedures are being undertaken with im-
proved operational tools to recover the remainder. It is ex-
pected that about half of the failures can be attributed to
missing capabilities of the operational tools and the other
half due to bad input data.

Table 1 shows the planned and actual contributions to
the reprocessing task. Numbers in parentheses were not
part of the original plan. The DØ farm was committed to
primary processing in the original plan but was able to con-
tribute using both standard and SAM-Grid methods. Total
production on-site at FNAL was 25% and 70% was done
off-site. SAM-Grid processed events accounted for 76% of
the total. The discrepancy between planned and actual re-
flects the approximate nature of the original estimate and
the alternate final use of facilities.

CONCLUSION

The 2005 data reprocessing effort was fives times big-
ger than the prior one in 2003/4. A total of 250 TB of raw
data was reprocessed and used 16 CPU years. This con-
stituted the largest distributed HEP effort to date and was
fully gridified. The project used a common set of opera-
tional tools at the 11 participating sites on three continents.
Bulk production was done on schedule with the recovery
of the remaining 3% ongoing.

The 470pb−1 of reprocessed data doubled the dataset
available for physics. All of the data available has been
processed with the most recent reconstruction code and cal-
ibrations.

The reprocessing project stimulated significant improve-
ments in the reliability and scalability (factor of 500 to
1000!) of SAM-Grid as well as improving the recon-
struction code certification process. Important to the suc-
cess of the project was the bookkeeping capabilities of the



Table 1: Planned and actual contributions to reprocessing
effort. The planned is shown in CPU-GHz and the actual is
percentage of total events.

Site Planned Actual
DØFarm (Fermilab), Std: 0 13.75%

SAM-Grid: 8.75%
CMS Farm (Fermilab) 300 2.75%

CCIN2P3 (Lyon) 400 27.0%
Westgrid (Vancouver), 600 26.25%
FZU (Prague) 200 5.75%
GridKa (Karlsruhe) 500 4.25%
UTA (Arlington) 230 3.0%
OSCER (Oklahoma) (140) 1.5%
Wisconsin 30 1.25%
SPRACE (São Paolo) (140) 0.75%
UK-RAC (UK) 500 0.5%
External ∼3040
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Figure 3: Total and SAM-Grid processed integrated
events.

SAM/JIM system which allowed for accurate and auto-
mated recovery procedures.

For DØ the grid is providing a big return on invest-
ment in terms of scalability of operations and advanta-
geous use of resources. While the infrastructure is per-

son power intensive to set up there are significant advan-
tages. These include a common environment for the analy-
sis program, common operational tools, and efficient use
of manpower and resources. The flexibility to use non-
dedicated resources was exploited by DØ as most of the
sites were shared facilities including both OSG and LCG
sites. This greatly bolstered the computing power brought
to bear. These resources together with the improved scal-
ability of SAM-Grid were crucial in completing the bulk
processing on time with a relatively small cadre of opera-
tors. The SAM-Grid infrastructure deployed in reprocess-
ing is now being used for Monte Carlo production, which
is benefiting from the scalability and reliability advances
made to SAM-Grid during the reprocessing effort. Plans
are underway to do primary processing of raw data using
SAM-Grid in this manner.

FULL AUTHOR LIST AND
ACKNOWLEDGEMENTS

J. Snow1, D. Wicke2, M. Diesburg3, G. Garzoglio3,
C. Ay4, A. Barnovski3, I. Bertram5, Y. Coadou6,
G. Davies7, L. Duflot8, D. Evans5, D. Gillberg6,
E. Gregores9, M. Hildreth10, V. Hynek11, R. Illingworth3,
T. Kurc̆a12, D. Lamb10, P. Lebrun12, S. Lietti9, Z. Liu6,
P. Love5, P. McGuigan13, P. Mercadante9, J. Meyer14,
P. Mhashilkar3, T. Nunnemann15, D. O’Neil6, S. Salih7,
J. Steele16, T. Stewart6, F. Villeneuve-Seguier7, J. Yu13

1Langston University, Langston, Oklahoma 73050, USA;
2University of Wuppertal, Wuppertal, Germany; 3Fermi
National Accelerator Laboratory, Batavia, IL 60510, USA;
4Universität Mainz, Mainz, Germany; 5Lancaster Uni-
versity, Lancaster, United Kingdom; 6University of Al-
berta, Edmonton, Alberta, Canada, Simon Fraser Uni-
versity, Burnaby, British Columbia, Canada, York Uni-
versity, Toronto, Ontario, Canada, and McGill Univer-
sity, Montreal, Quebec, Canada; 7Imperial College, Lon-
don, United Kingdom; 8IN2P3-CNRS, Laboratoire de
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