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. . Abstract . APPLICATIONS
SciIDAC has had a major impact on computational beam dynamics and the ALGORITHMS DEVELOPMENT: ISIC AND SAPP COLLABORATIONS SciDAC AST beam dynamics codes have been applied to several important projects

design of particle accelerators. Particle accelerators -- which account for within the DOE Office of Science. Examples include existing colliders (Tevatron,

half of the facilities 1n the DOE Office of Science Facilities for the Future . . . . . . RHIC, PEP-II), future colliders (LHC, under construction), proposed linear colliders
of Science 20 Year Outlook -- are crucial for US scientific, industrial, and RECENT HIGHLIGHTS Modeling High Intensity Beams with High Aspect Ratios (ILC, and previously NLC), high intensity machines (the Fermilab booster, and the
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economic competitiveness. Thanks to SciDAC, accelerator design 'é;”ﬁ 'V'Ode[\'lingdbﬁéfr? Sttatt?”ti_ty’ halo Totr_matior?; i”d Lrlf'tra"OW beafg loss ig hig_?ti“:ensmé alcce'frator; t SNS ring under construction), linacs for radioactive ion beams (RIA, proposed), and
. . . . . dalienge:. Nee IgNn Statistics simuiations, nignh perrormance codes, and abDllity 10 model systems that may . . . .
calculations that were once thought impossible are now carried routinely, + APDEC solvers incorporated into ML/l code; progress on AMR/PIC (P. Colella, D. Serafini, P. have very high aspect ratios electron linacs for 4th generation light sources (LCLS, under construction).

Solution: Development of Integrated Green Function (IGF) approach exhibits > 100x performance
improvement in high aspect ratio systems

« Developed shifted Green function for long-range beam-beam, cathode images (J. Qiang, LBNL) €2 eror

.

and new challenging and important calculations are within reach. SciDAC McCorquodale)

accelerator modeling codes are being used to get the most science out of
existing facilities, to produce optimal designs for future facilities, and to

explore advanced accelerator concepts that may hold the key to
qualitatively new ways of accelerating charged particle beams. In this « Wavelet solver developed and incorporated into IMPACT (l. Pogorelov, LBNL, B. Terzic, NIU) ooes

SAMPLE APPLICATIONS OF SCIDAC CODES TO THE HEP PROGRAM

« Developed integrated Green function for high aspect ratio situations (J. Qiang, R. Ryne, LBNL) 3

i 01

€y=1.1 pm

1&-U5

[\

poster we present highlights from the SciDAC Accelerator Science and  Multigrid solver developed and used to model RIA beam formation & transport (J. Qiang, LBNL)

Technology (AST) project Beam Dynamics focus area in regard to « Wakefield module developed and incorporated into ML/I (R. Samulyak, BNL)
algorithm development, software development, and applications.
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« Statistical methods for phase space reconstruction from data (D. Higdon, LANL)

storage time (200 ms)
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« Hybrid high performance visualization of particle data w/ large range of density scale (K.-L. Ma, 10 100 1000 10000
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CODE DEVELOPMENT UC Davis) "Som  wem  ame om0 oo oo com oo FNAL booster simulation results using Synergia 7 o
. . . . - i ization i showing the merging of 5 microbunches. SciDAC team
Beam Dynamics codes developed under the SciDAC AST project PARTVIEW/HSPART tools for large-scale data management and visualization in parallel PIC Simulation of a high-aspect ratio bunch using an integrated Green Function (IGF) algorithm and a members are working closely with experimentalists at cur=0.9 pm »
' ' : tional algorithm (Hockney). Left: Electric field error using IGF is below 1% using a 64x64 J Y - - 2100 s
include: codes (J. Shalf, C. Siegerist, LBNL; A. Adelmann, PSI) conven g I€y). Lelt. E _ _ the booster to help understand and improve machine F s =
. grid. Right: IGF on a 64x64 grid (purple) is more accurate than a standard calculation using oerformance. (P. Spentzouris and J. Amundson, FNAL) o ; WW £
. . o 64x2048 (blue), 64x4096 (green), and 64x8192 (red). (R. Ryne, LBNL) S 2 I3
« IMPACT: An integrated suite of codes consisting of 2 PIC codes, a Time = 54000000 {1/ @, ] g 10 -

: - : - =R g o e
linac design code, and an envelope code. This package was originally o iR : =
developed to model high intensity ion linacs. Its functionality has been Collaboration with the APDEC ISIC STATISTICAL METHODS FOR CALIBRATION AND FORECASTING i S - - - -
greatly enhanced so that it 1s now able to model high brightness : : ; = no. turns
electron beam dynamics (e.g. photocathodes), ion beam dynamics, and » Members of the Applied Partial Differential Equations = 1 | ’ ; : Results of MaryLie/IMPACT simulations of an

. . . . : eyl = :.g_m; —f —£ ILC “dog-bone” damping ring (DR) design
multi-species transport through a wide variety of transport systems. Center (APDEC) are developing new capabilities for the £ ge 7. Y| & E* - showing space-charge induced emittance
: > : = = = : :
. : : : AST project’s beam dynamics codes e b : £ Progress in the Advanced Accelerator portion of the SCiDAC AST growth using different space-charge models.
‘BeamBeam3D: A code for modeling beam-beam effects in colliders. *Goal: Develop a flexible suite of fast solvers for PIC v oem | o wot | waw | o amt | oam | oo aewt | aow | e aei | eom | e project is having an impact on beam dynamics modeling. The code Spilcefctr;]arig 's |mportatr)1t for the ”f_t?\ DR in
: : : z (m] 7 {m) . - . - - - - : spite of the high energy because of the
This code contains multiple models (weak-strong, strong-strong) and codes based on APDEC’s Chombo framework for block- # (m) # (m) @ (m) # (m) v (m) QuickPIC uses innovative algorithms to achieve up o 100x e o o e (16
. .. . . 35 performance increase over 3D EM PIC codes with comparable _ _ g
multiple collision geometries (head-on, long-range, crossing angle). It structured AMR 2 | accuracy for some problems (left). QuickPIC has been used to model khm) cwcum;e%entﬁe.gop (nor;]lyg_?ar space
*Key technologies include g o electron-cloud formation in the LHC. It has also been used to stud charge moael): the beam exnibits sma
haS beﬁn used tO mOdel the TeVatrOn, PEP_II, RHIC, and LHC. y g . _'_f . | ft ub | | t iaht W. Mori dT KU t | udy emittance growth_ Bottom (”near space
*Method of local corrections (MLC) 5 BE plasma afterburner concepts (right). (W. Morl and 1. Katsouleas, charge model): the beam exhibits exponential
- - : : . : » g —a | UCLA and USC). EM PIC codes (OSIRIS and VORPAL) have been :
*MaryLie/IMPACT: A code that combines the high-order optics *Solvers for infinite boundary conditions o B used to model o)ngoing LWEA ex;()eriments Further infoZmation about  9rowth due to a synchro-betatron resonance.
Ll' " . TE . . .
modeling capabilities of the MaryLie Lie algebraic beam transport *AMR/PIC methods % - the Advanced Accelerator effort can be found in the poster, The instability is a numerical artifact caused
. « : lein. : - : by the simplified (linear) space-charge model.
. eye . . eBenefits Massively Parallel Particle-in-Cell Simulation of Advanced Particle -
code with the parallel PIC capabilities of IMPACT. It 1s able to model P ; 1 : : Accelerator Concepts.” by D. Bruhwiler. (M. Venturini, LBNL)
Fast, efficient solvers 2 coelerator soncepts, by e
. . d =y == —r == =1
space-charge effects in large circular accelerators such as the ILC ’ . . B RS T 427 227 &4 i
, , *Accurate representation of complex geometries o B3 ,.\’ g2 53 g3 L
damping rings. U — s | g - - - : SAMPLE APPLICATIONS OF SCIDAC CODES TO THE NP PROGRAM
*Synergia: A parallel beam dynamics simulation framework based on *Additional information can by found in the poster mesh along with a subset of particles from a e A A e L Tt e T e e =1l T
. . . . : “Advanced 3D Poisson solvers and Particle-in-Cell particle simulation. The 2 level grid has a : & 51 A 3 . 2 i - /}
modern programiming demgn. Syner g1a combines multlple © e : . refinement ratio of 4. Bottom: AMR mesh for a l-T B S I Fe EE 2 f ) |
, , o Methods for Accelerator Modeling” by David Serafini. . 0 oo Heavy lon Fusion Injector 527 _— A a 27 ] . £ Pa s I . | rosos [
functionality, such as the space-charge capabilities of IMPACT and the R i e R o e S e e e e L T
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high-order optics capabilities of MXYZPLT, along with a “humane” z (m) z (m) z (m) r (m) T {m)
user interface and standard problem description. (For additional Above: Simulation of a high intensity proton beam through a . . ’ N
] i e . . . series of quadrupole magnets. Statistical techniques were wire scan 5 wire scan 6 oo o
information see the poster “Simulation of the Fermilab Booster using WAVELET-BASED POISSON SOLVER used to combine 1D profile monitor data with simulations to i |

< 99 . . . . AR infer the 4D beam distribution. Right: The figure shows the = g |3
Synergla’ by P. Spentzourls.) * iterative solver with convergence |U_U’|25| _jz( 1 ||Ul, p————————————————————————————————||90% intervals for the predicted profile at scanner #6 (shaded S - A - Loft: Schematic of the RHIC coflid h‘“”e o the th
Codes developed under SciDAC typically involve large multidisciplinary * initial approximation: U at previous time step T T z=o0s0m make the prediction. (D. Higdon, LANL). P T e T e T e E’Ie”t:f’ilf' moltfion Of.”;re‘i b“récr;;espu?i”? aSSt.B’RgC'S.ttrong
P - « diagonal (efficient) preconditioner in wavelet space F :f o oo €. fully selt-consistent model). Frior to SCIDAC, it was
teams. An cXxamp le 1s 1llustrated below for the MaryLle/IMPACT code. e strenoths: of A 3 f'“" 3 IMPACT-T simulation of the beam emerging from virtually impossible to perform strong-strong, multi-bunch,
gHs. . 3 ; ﬂ gl Tr, N the RIA ECR ion source showing the effect of multi-IR beam-beam simulations accurately. Under
scompact/sparse representation of operators and data| . o h{{i I PARTVIEW/HSPART: TOOLS FOR MANAGING & VISUALIZATING incorrect electrode voltage (bottom) on the beam SciDAC, the first-ever million particle, million-turn strong-
sremoving numerical noise while compressing o “‘ ' ﬁ%__: _3, DATA SETS FROM PARALLEL PARTICLE CODES quality emerging from the source. (J. Qiang, LBNL) strong simulation (of LHC) was performed in 2004.
econvergence greatly improved by preconditioning || «f —
) Weakn‘;ss: o the surface of the orid bttt b || |« PARTVIEW capabilities/features: SAMPLE APPLICATIONS OF SCIDAC CODES TO THE BES PROGRAM
nee poten'tlaf on the surhace ol the gri 0 Allows the user to project 6D time-series data into 3D space by selecting which dimensions Comprson withmegratcistancr Graen funion bl messsiinncaniiistioulsasss chatasiiiliouinaumsprant
(use Green’s functions when geometry d OWS) 1 s o will be I‘epresented Spatlally and which will be partiCIG attributes I I with intograted g;gzg funation ?Z 28 ' with s g'gg charge, with g'ﬁg%% SEFggg —
0 ' sk Z=Uu. m - i d i no space charge, no energy spread --------

*Allows construction of complex transfer functions for representing attributes
*Contains hooks to connect with a parallel back-end that 1s able to provide remote file
access, progressive streaming, and parallel rendering
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== <F 2f *H5PART capabilities/features:
2 . _ _ _ j: E *HDF5-based parallel 1/O library with C++, C, and Fortran bindings
10—1!]_.............,2 ............. ............. .............. ............... i _a;_ _!;_ .AllOWS management Of time_series data
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. i . i Ve S T+ o - .
w 10 20 30 40 50 Wavelets Prec L}llLlltlL}lllllf_ problem on 64 IBM SP3 nodes writing 51 million MPI-10 (OIle ﬁle) 241 3.7 , , , . . .
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Left: Convergence of wavelet-based preconditioned conjugate gradient (PCG) solver as a function of initial approximation. good even with respect {o raw . (J. Shalf an LCLS simulation using IMPACT-T: Large effect observed when _ _
Right: Comparison between IMPACT-T (upper plots) and IMPACT-T with PCG (lower plots) shows preserved level of detail C. Siegerist, LBNL; A. Adelmann, PSI). H5Part (one file) 773 12 . J w1--Larg . Plot of rms bunch length vs distance in the proposed
. let-based sol B. Terzic. NIU. and |. P ov. LBNL using Integrated Green function compared with standard Green | c| S streak camera showing the effect of space
Code modules and developers for the MaryLie/IMPACT parallel beam dynamics code. in wavelet-based solver. (B. Terzic, » and 1. Fogorelov, ) function (J. Qiang, LBNL and C. Limbourg, SLAC) charge on the bunch length (J. Qiang, LBNL)




