PHYSICAL REVIEW D, VOLUME 58, 052001

Direct measurement of the top quark mass by the DCCollaboration

B. Abbott>° M. Abolins?’ B. S. Acharyd® I. Adam?!? D. L. Adams®® M. Adams?!’ S. Ahn!* H. Aihara?® G. A. Alves?®
N. AmosZ® E. W. Andersort? R. Astur* M. M. Baarmand'* A. Baden? V. Balamurali** J. Balderstort® B. Baldin*
S. Banerjeé® J. Bantly® E. Barberis?® J. F. Bartlett!* K. Bazizi** A. Belyaev?® S. B. Beri® I. Bertram®® V. A. Bezzubov?’
P. C. Bhat* V. Bhatnagar® M. Bhattacharjeé? N. Biswas>* G. Blazey*? S. Blessing® P. Bloom! A. Boehnlein*
N. I. Bojko,*” F. Borcherding?* C. Boswell® A. Brandt}* R. Brock?” A. Bross!* D. Buchholz®® V. S. Burtovoi®’
J. M. Butler® W. Carvalho'® D. Casey*! Z. Casilum** H. Castilla-ValdeZ! D. Chakraborty** S.-M. Chang®*

S. V. ChekulaeV’ L.-P. Cher?® W. Chen** S. Choi*® S. Chopr&® B. C. Choudhary,J. H. Christensofi! M. Chung?’
D. Claes?® A. R. Clark?®* W. G. Cobat?® J. Cochrar?,L. Coney*W. E. Coopert* C. Cretsingef! D. Cullen-Vidal?

M. A. C. Cummings? D. Cutts® O. I. Dahl?® K. Davis? K. De* K. Del Signore?® M. Demartead? D. Denisov**
S. P. DenisoV¥/ H. T. Diehl* M. Diesburg* G. Di Loreto?’ P. Drapef’® Y. Ducros?? L. V. Dudko?®
S. R. Dugad® D. Edmund€’ J. Ellison® V. D. Elvira,** R. Engelmanf{* S. Eno®® G. Eppley®® P. Ermolov®
0. V. Eroshin®’ V. N. Evdokimov®’ T. Fahland M. K. Fatyga?* S. Fehe* D. Fein? T. Ferbel* G. Finocchiard*
H. E. Fisk!* Y. Fisyak/ E. Flattum!* G. E. Forderf, M. Fortner®? K. C. Framé*’ S. Fues$? E. Gallas®®
A. N. GalyaeV?’ P. Gartund, T. L. Geld?’ R. J. Genik 11>’ K. Gensert* C. E. Gerbel’ B. Gibbard? S. Glenn’ B. Gobbi3
A. Goldschmid®® B. Gomez! G. Gamez?® P. I. GoncharoV! J. L. Gonzéez Sols ! H. Gordon? L. T. Goss?¥’

K. Gounder® A. Goussiou* N. Graf? P. D. Grannié? D. R. Greent* H. Greenleé? G. Grim/ S. Grinsteirf, N. Grossmart?
P. Grudberd? S. Grinendaht* G. Guglielmo® J. A. Guida® J. M. Guida® A. Gupta?® S. N. Gurzhie’’ P. Gutierre®
Y. E. Gutnikov¥’ N. J. Hadley” H. Haggerty** S. Hagopiart® V. Hagopiant® K. S. Hahn}! R. E. Hall®
P. Hanlet! S. Hansert? J. M. Hauptmart® D. Hedin®? A. P. Heinsor?, U. Heintz}* R. Hernadez-Montoyd! T. Heuring®®
R. Hiroskyl’ J. D. Hobbs** B. Hoeneisert* J. S. Hofturt F. Hsieh?® Ting Hu* Tong Hu® T. Huehn® A. S. Ito*
E. Jame$,J. Jaqued? S. A. Jergef’ R. Jesik!® J. Z.-Y. Jiand** T. Joffe-Minor® K. Johns? M. Johnson* A. Jonckheeré?
M. Jones'® H. Jostlein}* S. Y. Jun®® C. K. Jung** S. Kahn? G. Kalbfleisch® J. S. Kang?® D. Karmanov?®
D. Karmgard'® R. Kehoe® M. L. Kelly®* C. L. Kim,?° S. K. Kim,*® A. Klatchko?!® B. Klima,}* C. Klopfensteir,

V. I. Klyukhin,®" V. I. Kochetkov3” J. M. Kohli;*® D. Koltick,*® A. V. Kostritskiy,2’ J. Kotcher* A. V. Kotwal,'? J. Kourlas®°
A. V. Kozelov?®" E. A. Kozlovski®’ J. Krane?® M. R. Krishnaswamy? S. Krzywdzinski** S. Kunori?® S. Lami®*

R. Lander! F. Landry?’ G. Landsberd? B. Lauer!® A. Leflat?® H. Li,** J. Li,*® Q. Z. Li-Demartead? J. G. R. Lima’®
D. Lincoln?® S. L. Linn® J. Linnemanrf! R. Lipton}* Y. C. Liu,*® F. Lobkowicz** S. C. Loker?® S. Lokos*

L. Lueking}* A. L. Lyon,?® A. K. A. Maciel,'° R. J. Madara$® R. Maddent® L. Magara-Mendozd! V. Manankov?®
S. Mani/ H. S. Mao!*" R. Markeloff®? T. Marshall!® M. I. Martin,** K. M. Mauritz,*® B. May® A. A. Mayorov’
R. McCarthy** J. McDonald!® T. McKibbenl’ J. McKinley?’ T. McMahon®® H. L. Melanson* M. Merkin,?®
K. W. Merritt,* H. Miettinen3® A. Mincer° C. S. Mishrat* N. Mokhov!* N. K. Mondal® H. E. Montgomery:*

P. Mooney* H. da Motta® C. Murphy?’ F. Nang® M. Narain}* V. S. Narasimharf® A. Narayanarf, H. A. Neal?®
J. P. Negret, P. Nemethy?® D. Norman?’ L. Oesch® V. Oguri*® E. Oliveiral® E. Oltman?® N. Oshimat*

D. Owen?’ P. Padley’® A. Paral* Y. M. Park?! R. Partridge’, N. Parua®® M. Paternd®* B. Pawlik?? J. Perking'®
M. Petersi® R. Piegaid, H. Piekarzt® Y. Pischalnikov®® V. M. Podstavko’’ B. G. Pop&’ H. B. Prospet®
S. Protopopesch,J. Qian?® P. Z. Quintas? R. Rajal* S. Rajagopalaf,0. Ramirez’ L. Rasmusseft}

S. Reucroft! M. Rijssenbeek? T. Rockwell?” M. Roco* N. A. Roe?® P. Rubinov®® R. Ruchti®* J. Rutherfoord,

A. Sanchez-Hernadez!! A. Santoro!® L. Sawyer’* R. D. Schambergéf H. Schellmart® J. Sculli¥® E. Shabalin&®
C. Shaffert® H. C. Shankaf? R. K. Shivpuril® M. Shupé? H. Singh? J. B. Singh®® V. Sirotenko®? W. Smart*

E. Smith®® R. P. Smitht* R. Snihur’® G. R. Snow?® J. Snow®® S. Snydef J. Solomort’ P. M. Sood®® M. Sosebeé®
N. Sotnikova?® M. Souzal® A. L. Spadafor&® G. Steinbrigk,*® R. W. Stephen$ M. L. Stevensorf® D. Stewart:®
F. Stichelbaut’ D. A. Stoianova’ D. Stoker® M. Strauss® K. Streets:’ M. Strovink?® A. Sznajdert® P. Tamburellg®
J. Tarazf M. Tartaglia}* T. L. T. Thomas®® J. Thompsor?> T. G. Trippe?® P. M. Tuts!? N. Varelas'’

E. W. Varnes?® D. Vititoe,2 A. A. Volkov,*” A. P. Vorobiev¥” H. D. Wahl® G. Wang!® J. Warchof* G. Watts®
M. Wayne3* H. Weerts?” A. White,*® J. T. White?” J. A. Wightman'® S. Willis * S. J. Wimpenny,J. V. D. Wirjawan?’
J. Womersley? E. Won?! D. R. Wood®' H. Xu,®° R. Yamada? P. Yamin!* J. Yang®® T. Yasuda P. Yepes?

C. Yoshikawa® S. Youssef? J. Yul* Y. Yu,*®* Z. H. Zhu!' D. Zieminska'® A. Zieminski®
E. G. Zverev?® and A. Zylberstejf?

(DO Collaboration
lUniversidad de los Andes, Bogot@olombia

2University of Arizona, Tucson, Arizona 85721
3Boston University, Boston, Massachusetts 02215
“Brookhaven National Laboratory, Upton, New York 11973
SBrown University, Providence, Rhode Island 02912
SUniversidad de Buenos Aires, Buenos Aires, Argentina
7University of California, Davis, California 95616
8University of California, Irvine, California 92697

0556-2821/98/58&)/05200139)/$15.00 58 052001-1 © 1998 The American Physical Society



B. ABBOTT et al. PHYSICAL REVIEW D 58 052001

9University of California, Riverside, California 92521
19 AFEX, Centro Brasileiro de Pesquisasskaas, Rio de Janeiro, Brazil
CINVESTAV, Mexico City, Mexico
12Columbia University, New York, New York 10027
3Delhi University, Delhi, India 110007
14cermi National Accelerator Laboratory, Batavia, lllinois 60510
Florida State University, Tallahassee, Florida 32306
8University of Hawaii, Honolulu, Hawaii 96822
YUniversity of Illinois at Chicago, Chicago, lllinois 60607
¥ndiana University, Bloomington, Indiana 47405
9owa State University, Ames, lowa 50011
20K orea University, Seoul, Korea
2IKyungsung University, Pusan, Korea
ZInstitute of Nuclear Physics, Krakg Poland
23 _awrence Berkeley National Laboratory and University of California, Berkeley, California 94720
24 puisiana Tech University, Ruston, Louisiana 71272
ZSUniversity of Maryland, College Park, Maryland 20742
28University of Michigan, Ann Arbor, Michigan 48109
ZMichigan State University, East Lansing, Michigan 48824
2&Moscow State University, Moscow, Russia
2University of Nebraska, Lincoln, Nebraska 68588
30New York University, New York, New York 10003
3INortheastern University, Boston, Massachusetts 02115
32Northern Illinois University, DeKalb, lllinois 60115
33Northwestern University, Evanston, lllinois 60208
34University of Notre Dame, Notre Dame, Indiana 46556
35University of Oklahoma, Norman, Oklahoma 73019
38University of Panjab, Chandigarh 16-00-14, India
#nstitute for High Energy Physics, 142-284 Protvino, Russia
%8purdue University, West Lafayette, Indiana 47907
3%Rice University, Houston, Texas 77005
“OUniversidade do Estado do Rio de Janeiro, Brazil
“WUniversity of Rochester, Rochester, New York 14627
42CEA, DAPNIA/Service de Physique des Particules, CE-SACLAY, Gif-sur-Yvette, France
43Seoul National University, Seoul, Korea
4state University of New York, Stony Brook, New York 11794
%Tata Institute of Fundamental Research, Colaba, Mumbai 400005, India
46University of Texas, Arlington, Texas 76019
4"Texas A&M University, College Station, Texas 77843
(Received 27 January 1998; published 23 July 1998
We determine the top quark masg using tt pairs produced in the D@etector by.s=1.8 TeV pﬁ
collisions in a 125 pb® exposure at the Fermilab Tevatron. We make a two constraint fitntdn
tt—bW*"bW~ final states with on&V boson decaying tqq and the other t@v or uv. Likelihood fits to the
data yieldm,(| + jets)=173.3+ 5.6 (stat)= 5.5 (syst) GeVé?. When this result is combined with an analysis
of events in which bothW bosons decay into leptons, we obtaig=172.1+5.2 (stat) = 4.9 (syst) GeV¢?.
An alternate analysis, using three constraint fits to fixed top quark masses, mj(es jets)=176.0
+7.9 (staty- 4.8 (syst) GeV¢?, consistent with the above result. Studies of kinematic distributions of the top
quark candidates are also presen{&0556-282(98)06815-5

PACS numbdps): 14.65.Ha, 13.85.Ni, 13.85.Qk

I. INTRODUCTION phase of top quark physics. Since then, emphasis has shifted
to determining its properties—especially its large mass
The discovery of the top quark by the CDE] and DO  (about 200 times that of a protpand production cross sec-
[2] collaborations at the Fermilab Tevatron ended the searction. Reviews of searches for and the initial observations of
the top quark are given in R€i3]. Details of the initial DO
top quark search can be found in Ref]. This paper reports
*Visitor from Universidad San Francisco de Quito, Quito, Ecua-on the determination of the top quark mass using all the data
dor. collected by the D@xperiment during the 1992-1996 Teva-
TVisitor from IHEP, Beijing, China. tron runs. This is more than twice as much data as was avail-
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able for the initial observation. In addition, improvementsbackground events. Section VI defines the two discriminants

have been made in event selection, object reconstruction, ansed to separate top quark events from background. Section

mass analysis techniques. The result is a reduction of th¥ll describes the variable-mass kinematic fits to individual

statistical and systematic uncertainties by nearly a factor oévents and the likelihood fits used to extract the top quark

4. A short paper giving results from this analysis has beemmass, and gives results from these fits. Section VIl describes

published 5]. The CDF collaboration has also recently pub-the pseudo-likelihood metho@vhich uses fixed-mass kine-

lished an updated top quark mass measurelfégnt matic fitg, gives results from it, and compares these results
The top quark is one of the fundamental fermions in thewith those from the two likelihood methods. Section IX ex-

standard model of electroweak interactions and is the weakamines some kinematic properties of top quark events. Fi-

isospin partner of the bottom quark. For a top quark withnally, conclusions are presented in Sec. X.

mass substantially greater than that of Wéoson, the stan-

dard model predicts it to decay promptlyefore hadroniza- Il. THE DO’ DETECTOR

tion) to a W boson plus a bottom quark with a branching

fraction of nearly 100%. A precision measurement of the top  D® is a multipurpose detector designed to stydy col-

quark mass, along with th&/ boson mass and other elec- lisions at the Fermilab Tevatron Collider. The detector was

troweak data, can set constraints on the mass of the standasdmmissioned during the summer of 1992. The work pre-

model Higgs boson. It may also be helpful in understandingsented here is based on approximately 125%bf accumu-

the origin of quark masses. lated data recorded during the 1992-1996 collider runs. A

In pp collisions at a 1.8 TeV center of mass energy, topfull description of the detector may be found in Rg8).
quarks are produced primarily &spairs. Each decays into a Here, we describe briefly the properties of the detector that

W boson plus a bottom quark, resulting in events having?'€ relevant for the top quark mass measurement.
several jets and often a charged lepton. Due to the large top 1N€ detector was designed to have good electron and

quark mass, these final-state objects tend to have large mBiuon identification capabilities, and to measure jets and
menta transverse to tiep direction. About 30% oft de- 0SS0 TEEE TR MO IERC IR TR
cays have a single electron or mu@rom the decay of one jor sy ' 9

of the W boson with a large transverse momentum. Typi- tracking system, a hermetic uranium I|qU|d-ar_gon calorim-

‘ . ; eter, and a muon spectrometer. A cut away view of the de-
cally, the neutrino that accompanies this electron or MU0, 61 is shown in Fig. 1
W.'I.I also hf"“’? a large transverse momentum, producllng SI9° The central detectofCD) consists of four tracking sub-
nificant missing transverse energy. These characteristics aSI- stems: a vertex drift chamber. a transition radiation detec-
low for the selection of a sample of “leptofi jets” events y ' '

) ; : . . . tor (not used for this analysisa central drift chamber, and
with an enriched signal to background ratio. This sample 'Swo forward drift chambers. It measures the trajectories of

the basis for the top quark mass analysis reported in thl%harged particles and can discriminate between single

paper. It also comprises a large portion of the data Samplce:harged particles and*e™ pairs from photon conversions

used for the measurement of tigp—tt production cross py measuring the ionization along their tracks. It covers the
section[7]. A similar mass analysis for the final state with region| 7| <3.2 in pseudorapidity where=tanh (cos6).

two charged leptons plus jets is described in R8}. (We defined and ¢ to be the polar and azimuthal angles,
Three methods have been used to determine the top quafgspectively).

mass in the leptont jets channels. Two of them use con-  The calorimeter is divided into three parts: the central
strained variable-mass kinematic fits to obtain a best-fit Massa|orimeter(CC) and the two end calorimetef&C), which
value for each event. The top quark mass is then extracte@lgether cover the pseudorapidity rarjgg<4.2. The inner
using a maximum likelihood fit to a two-dimensional distri- g|actromagneti¢EM) portion of the calorimeters is 21 radia-
bution, with one axis being the best-fit mass, and the othefio |engths deep, and is divided into four longitudinal seg-
being a variable which discriminateés events from the ex- ments(layers. The outer hadronic portions are 7—9 nuclear
pected backgrounds. The difference between these two methteraction lengths deep, and are divided into f6Q€) or
ods is in the discriminant variable and the binning used. Théive (EC) layers. The calorimeters are transversely seg-
third method useg? values from fixed-mass kinematic fits. mented into pseudoprojective towers witlyXA¢ = 0.1
A cut is made using a top quark discriminant to select ax0.1. The third layer of the electromagnetEM) calorim-
sample of events with low background. The expected contrieter, in which the maximum of EM showers is expected, is
bution from the background is subtracted from the distribusegmented twice as finely in bothand ¢, with cells of size
tion of x? versus mass, and the resulting background-A »x A ¢ = 0.05x0.05.
subtracted distribution is fit near the minimum to extract the  Since muons from top quark decays populate predomi-
top quark mass. nantly the central region, this work uses only the central
This paper is organized as follows. Section Il briefly de-portion of the DOmuon system, coveringy|<1.7. This
scribes aspects of the D@ktector essential for this analysis. system consists of four planes of proportional drift tubes in
Section Il discusses event selection, including triggers, parfront of magnetized iron toroids with a magnetic field of 1.9
ticle identification, and the criteria used to select the initialT and two groups of three planes each of proportional drift
event sample. Section IV describes the jet energy correqubes behind the toroids. The magnetic field lines and the
tions. Section V discusses the simulationtofsignal and  wires in the drift tubes are oriented transversely to the beam
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Jon G o~ &s\ A. Particle identification
uon Chambers \ \E\
PR

1. Electrons

Electron identification is based on a likelihood technique.
Candidates are first identified by finding isolated clusters of
energy in the EM calorimeter with a matching track in the
central detector. We then cut on a likelihood constructed
from the following four variables:

(i) The x? from a covariance matrix which measures the
consistency of the calorimeter cluster shape with that
of an electron shower.

(i)  The electromagnetic energy fraction, defined as the
ratio of the portion of the energy of the cluster found
in the EM calorimeter to its total energy.

~ (i) A measure of the consistency between the track posi-
e . tion and the cluster centroid.
e %ﬁ (iv)  The ionizationd E/dx along the track.

To a good approximation, these four variables are indepen-
dent of each other for electron candidates.
Electrons from\W boson decay tend to be isolated, even in

FIG. 1. Cut away isometric view of the D@etector. tt events. Thus, we make the additional cut

Calorimeters - Tracking Chambers

direction. The muon momentup* is measured from the
muon’s deflection angle in the magnetic field of the toroid. Etot(0.4) —Eem(0.2)

A separate synchrotron, the Main Ring, lies above the Eem(0.2)
Tevatron and passes through the outer region of the8l®

rimeter. During data taking, it is used to accelerate protongyhereE,,(0.4) is the energy withidR<0.4 of the cluster

for antiproton production. Losses from the Main Ring may cantroid AR= VA 72+ A ¢?) andEgy(0.2) is the energy in
deposit energy in the calorimeters, increasing the instrumenye EM calorimeter withim R< 0.2.

tal background. We reject much of this background at the
trigger level by not accepting triggers during injection into
the Main Ring, when losses are large. Some triggers are also
disabled whenever a Main Ring bunch passes through the Two types of muon selection are used in this analysis.
detector or when losses are registered in scintillationThe first is used to identify isolated muons froM— uv

0.1, (3.0

2. Muons

counters around the Main Ring. decay. The other is used to tagets by identifying “tag”
muons consistent with originating frobm— x+ X decay.
Il EVENT SELECTION Besides cuts on the muon track quality, both selections

require that
For the purposes of this analysis, we divide the lepton
jets final states into electron and muon channels. We furthey.!
subdivide these channels based on whether or not a mu H)
consistent withb— w+X is present. We thus have four .
channels, which will be denoteett jets, u+jets, e +jets/u, (i)
and u + jets/u.

i)  The muon pseudorapidityy”|<1.7,

The magnetic field integrak 2.0 T m(equivalent to a
momentum change of 0.6 Ged),

The energy deposited in the calorimeter along a muon
track be at least that expected from a minimum ioniz-

The event sample used for determining the top quark ing particle.
mass is selected using criteria similar to those used fortthe
production cross section measuremgn;, with the excep- For isolated muons, we apply the following additional

tion of the cuts on the event shape variatites=SE and  selection requirements:
aplanarity. The particle identification, trigger requirements, i)
and event selection cuts are summarized below. Some ad .i)
tional background information about triggering, particle
identification, and jet an& reconstruction may be found in
Ref.[4]. (Note that this reference describes an older version
of the analysis; the current electron and muon identification For tag muons, we instead require:
algorithms provide better rejection of backgrounds and in-(i)
creased efficiencies than those used in R4f. However,
much of the information remains applicable.

Transverse momentuim=20 GeVLk,
The distance in they— ¢ plane between the muon
and the closest jeAR(uw,j)>0.5.

pr=4 GeVr/c,
(i) AR(m,j)<0.5.
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TABLE I. Triggers used during run 1d992-1993 “Exposure” gives the effective integrated luminosity for each trigger, taking into
account any prescaling.

Exposure

Name (pb™H) Level 1 Level 2 Used by

ELE-HIGH 11.0 1 EM towerE>10 GeV 1 isolatece, E;>20 GeV e+jets

ELE-JET 14.4 1 EM towerE;>10 GeV,|7|<2.6 le, Er>15 GeV,|7|<2.5 e+jets
2 jet towers,E;>5 GeV 2 jets AR=0.3),E;>10 GeV,|5|<2.5 e+jets/u

ES>10 GeV

MU-JET-HIGH 10.2 1u, |n|<2.4 lu, pr>8 GeVic n+jets

1 jet tower,E;>5 GeV 1jet AR=0.7),E>15 GeV n+jetsiu

3. Jets and missing E approximately 3—4 Hz which can be recorded on tape. The

Jets are reconstructed in the calorimeter using a fixed-siZWSt Stage of the triggefievel 1) makes fast analog sums of
cone algorithm. We use a cone sizedR=0.5. the transverse energies in calorimeter trigger towers. These
Neutrinos are not detected directly. Instead, their presenc®wers have a size & 7X A ¢=0.2xX0.2 and are segmented

is inferred from missing transverse enet#y. Two different  longitudinally into electromagnetic and hadronic sections.

definitions of 1 are used in the event selection: The level 1 trigger operates on these sums along with pat-
terns of hits in the muon spectrometer. It can make a trigger

decision within the space of a single beam crossingess a
level 1.5 decision is required; see belovifter level 1 ac-
cepts an event, the complete event is digitized and sent to the
Jevel 2 trigger, which consists of a farm of 48 general-
purpose processors. Software filters running in these proces-
sors make the final trigger decision.

The triggers used are defined in terms of combinations of

The DO trigger system is responsible for reducing the SPecific objectselectron, muon, jety) required in the level
event rate from the beam crossing rate of 286 kHz to thé and level 2 triggers. These elements are summarized be-

(i) ES, the calorimeter missin@, obtained from the
transverse energy of all calorimeter cells.

(i)  Eg, the muon corrected missirkgy;, obtained by sub-
tracting the transverse momenta of identified muon

from ES.

B. Triggers

TABLE Il. Same as Table | for run 161994—-1995%

Exposure

Name (pb™} Level 1 Level 2 Used by

EM1-EISTRKCC-MS 93.4 1 EM towerE>10 GeV 1 isolatect wi/track, E;>20 GeV e+jets

1 EX tower,E;>15 GeV? ES?>15 GeV

ELE-JET-HIGH 98.0 1 EM towerE>12 GeV,|7|<2.6 le, Et>15 GeV,|7|<2.5 e+jets

2 jet towers,E1>5 GeV, | 7| <2.0 2 jets AR=0.3),E>10 GeV,|7|<2.5 e+jets/u
ES>14 GeV

MU-JET-HIGH 66.4 lu, pr>7 GeVic @ | 9| <1.7 1u, pr>10 GeVk, |7|<1.7 u+jets
1 jet tower,Ev>5 GeV, | 5|<2.0? 1 jet (AR=0.7),E;>15 GeV,|5|<2.5 n+jetsiu

MU-JET-CAL 88.0 lu, pr>7GeVic 2 |9|<1.7 1w, pr>10 GeVk, | 7| <1.7, cal confirm w+jets
1 jet tower,E;>5 GeV,|5|<2.02 1 jet (AR=0.7),Et>15 GeV,|5|<2.5 w+jetsiu

MU-JET-CENT 48.5 1u, |7|<1.0 1u, pr>10 GeVk, |7|<1.0 u+jets
1 jet tower,E;>5 GeV,|7|<2.0 1jet AR=0.7),E1>15 GeV,|5|<2.5 n+ijetsiu

MU-JET-CENCAL 51.2 1u, |n/<1.0 1u, pr>10 GeVk, | 5|<1.0, cal confirm w+jets
1 jet tower,E;>5 GeV,|7|<2.0 1jet AR=0.7),E+>15 GeV,|7|<2.5 n+jetsiu

JET-3-MU 11.9 3 jet towersg;>5 GeV 3 jets AR=0.7),E;>15 GeV,|7|<2.5 u+jets
ES>20 GeV ES>17 GeV w+jets/u

JET-3-MISS-LOW 57.8 3 large tilesE+>15, |7|<2.4 3 jets AR=0.5),E;>15 GeV,|5|<2.5 u+jets
3 jet towers E;>7 GeV, | 5|<2.6 ES>17 GeV w+jetsiu

JET-3-L2MU 25.8 3 large tilesE+>15, |7|<2.4 1u, pr>6 GeVl, | 7|<1.7, cal confirm u+jets
3 jet towersE;>7 GeV, |7 <2.6 3 jets AR=0.5),E;>15 GeV,|5|<2.5 n+jetsiu

ES>17 GeV

&This cut was looser than indicated during early portions of the run.
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TABLE Ill. Same as Table | for run 16€1995-1996

Exposure
Name (pb™Y) Level 1 Level 2 Used by
ELE-JET-HIGH 1.9 1 EM tower,E+>12 GeV,|n|<2.6 le, Er>15 GeV,|7|<2.5 e+jets
2 jet towers,E1>5 GeV,|7|<2.0 2 jets AR=0.3),Er>10 GeV,|7|<2.5 e+jets/u
ES>14 GeV
ELE-JET-HIGHA 11.0 1 EM towerE;>12 GeV,|7|<2.6 le, Er>17 GeV,|7|<2.5 e+jets
2 jet towers,Et>5 GeV,|7|<2.0 2 jets AR=0.3),E;>10 GeV,|7|<2.5 e+jets/u
1 EX tower,E;+>15 GeV ES>14 GeV
MU-JET-CENT 8.9 1u, |7|<1.0 1u, pr>12 GeVk, |/<1.0 w+jets
1 jet tower,E>5 GeV, | 7|<2.0 1 jet AR=0.7),E;>15 GeV,|7|<2.5 w+jetslu
2 jet towers,E;>3 GeV
MU-JET-CENCAL 11.4 1u, |7/<1.0 1u, pr>12 GeVk, | 7|<1.0, cal confirm w+jets
1 jet tower,E;>5 GeV,|7|<2.0 1 jet AR=0.7),E;>15 GeV,|5|<2.5 w+jetsiu
2 jet towers,E;>3 GeV
JET-3-L2MU 11.3 3 large tilesEr>15, |p|<2.4 1u, pr>8 GeVle, | 7|<1.7, cal confirm u+jets
3 jet towers,E1>5 GeV,|7|<2.0 3 jets AR=0.5), E;>15 GeV,|7|<2.5 n+jetsiu

4 jet towers,E;>3 GeV

ES>17 GeV

low. For more information on the D@rigger system, see total transverse energy in the two towers is required to be
Refs.[4,9]. above 0.85. The use of a level 1.5 electron trigger is indi-
To trigger on electrons, level 1 requires that the transverseated in the tables below as an “EX” tower.
energy in the EM section of a trigger tower be above a pro- The level 1 muon trigger uses the pattern of drift tubes
grammed threshold. The level 2 electron algorithm examineswvith hits to provide the number of muon candidates in dif-
the regions around the level 1 towers which are above threslierent regions of the muon spectrometer. A level 1.5 proces-
old, and uses the full segmentation of the EM calorimeter tasor may optionally be used to putm requirement on the
identify showers with shapes consistent with those of eleceandidateqat the expense of slightly increased dead jime
trons. The level 2 algorithm can also apply an isolation redn level 2, the full digitized data are available, and the first
quirement or demand that there be an associated track in tietage of the full event reconstruction is performed. The level
central detector. 2 muon algorithm can optionally require the presence of an
For the latter portion of the run, a “level 1.5” processor energy deposit in the calorimeter consistent with that from a
was also available for electron triggering. The of each  muon; this is indicated in the tables below by “cal confirm.”
EM trigger tower above the level 1 threshold is summed with  For a jet trigger, level 1 requires that the sum of the trans-
the neighboring tower with the most energy. A cut is thenverse energies in the EM and hadronic sections of a trigger
made on this sum. The hadronic portions of the two towerdower be above a programmed threshold. Alternatively, level
are also summed, and the ratio of EM transverse energy tb can sum the transverse energies within “large tiles” of size

TABLE IV. Summary of event selection cuts.

Channel e+jets ptjets e+jets/u utjetsiu
Lepton E$>20 GeV p§>20 GeVk E$>20 GeV pf>20 GeVk
|7 <2 || <17 [7°<2 |n#|<1.7
Er E+>20 GeV E:>20 GeV Er>20 GeV Er>20 GeV
B> 25 GeV ES>20 GeV ES>20 GeV
Jets =4jets =4jets =4jets =4jets
EF'>15 GeV EF>15 GeV EF'>15 GeV EF'>15 GeV
| 7%]<2.0 | 7%<2.0 | 7%]<2.0 | 7%]<2.0
n Tag No tag No tag Tag required Tag required
Other EY>60 GeV EY>60 GeV E;>35 GeV Ap(Eq,u)<170°
| 7V|<2.0 |7 <2.0 if Ap(Er,u)<25° |A p(Er,u)—90°/90°<
E1/(45 GeV)
Events passing cuts 43 41 4 3
With x?<10 35 37 2 3
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FIG. 2. EY distribution for Monte CarloN+jets eventgsolid
histogram, QCD multijet background dat@ashed histogramand
tt signal with m,=175 GeVt? (dotted histogram All selection
cuts are applied except for th?e‘TN cut. The arrow shows the cut

value.(The normalizations are taken from the result of the LB fit to (iv)
the data, as described in Sec. VIl E, with channels combined as
described in Sec. VII D. The models used to simulate the data arév)

described in Sec. V.

0.8X 1.6 in X ¢ and cut on these sums. Level 2 then sum
calorimeter cells around the identified towéos around the
E+-weighted centroids of the large tileim cones of a speci-

S
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The E+ in the calorimeter can also be computed in both
level 1 and level 2. The position used for the interaction
vertex in level 2 is determined from the relative timing of
hits in scintillation counters located in front of each EC
(level 0.

The trigger requirements used for this analysis are sum-
marized in Tables I-Ill. These tables are divided according
to the three major running periods. Run l1a was from 1992—
1993, run 1b was from 1994-1995, and run 1c was during
the winter of 1995-1996. Note that not all the triggers listed
were active simultaneously, and that differing requirements
were used to veto possible Main Ring events. In addition,
some of the triggers were prescaled at high luminosity. The
“exposure” column in the tables takes these factors into
account.

C. Event selection

The first set of cuts used to define the sample for mass
analysis is very similar to that used for the cross section
analysis[7]:

(i) An isolated electron or muon witB;>20 GeV.
(i) |#%%<2.0 or|p*<1.7. _
(i) At least 4 jets withE>15 GeV and 7*|<2.0.

ES>25 GeV for e+jets (untagged or ES
>20 GeV for u +jets (both tagged and untagged
E.>20 GeV.

We reject events which contain photons—isolated clusters in
the EM calorimeter with shapes consistent with an EM
shower and with a poor match to any track in the central

fied radiusAR, and imposes a cut on the total transverse

energy.
154
t
&
% 10 -
& t o t
'
5 4 i
!
2 o
2 ]
I I I I I
0 0.5 1 15 2 25 3
m%

FIG. 3. |#"| distribution for data(histogram, predicted signal
plus backgroundfilled circles, and background alonépen tri-
angles. All selection cuts are applied except for th’ cut. The
arrow shows the cut valu¢The normalizations are as in Fig.) 2.

150

100

B (GeV)

50

0 | | |
100 150
Eparton ( GeV)

FIG. 4. The measured jet energies for quarks fidkw qq in tt
MC are plotted against the corresponding parton energies. Radia-
tion outside of the jet cone causes the measured jet energy to be
lower than the energy at the parton level. The dashed line is drawn
along the diagonal, and the solid line is a linear fit to the points.
This plot is based omErRwIG fragmentation with 751 <0.2.
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TABLE V. Parameters for parton-level jet corrections.
E(correctedy= (E—A)/B. 4

Light quark jets Untagged jets
7 region A (GeV) B A (GeV) B

0.0<| 7746) <0.2 0.322 0933  -0.672  0.907
0.2<| 7401 <0.6 0.635 0930  -1.34 0.914
0.6<| 7746] <0.9 1.86 0.883 0.002  0.868
0.9<| 746l <1.3 1.70 0.933  -0.548  0.904

{

1.3<| 74e 4.50 0.882 2.46 0.859

<True (pv+p”)/p”>

detector, and satisfying>15 GeV and |<2. Three such 1
events are rejected. We also reject events which contain extra
isolated highpt electrons or which fail additional cuts to
remove calorimeter noise and Main Ring effects.

After these cuts, the remaining background is primarily 0 | | |
W+ jets. About 20% of the background consists of QCD 0 20 40 60
multijet events in which a jet is misidentified as a lepton True p* (GeV/c)

(estimated using the same methods as used for the cross sec- .
tion measuremept FIG. 6. Correlation between the tag muon momentum and the

If a candidate has a tag muon, we require it to pass addfotal leptonic energy fronb quark decay in MCtt events. The

tional cuts on the direction of th&; vector. For the Curve is the result of an empirical fit, 1.3%&xp(3.101
e+jets/u channel, we require —0.6528*) +exp(0.4622-0.065 14%).

E.>35 GeV, if Ap(Eq,u)<25°, |A p(Et,m)—90°/90°<E+/(45 GeV).

These cuts remove QCD multijet background events which
appear to have a largé; due to a mismeasurement of the
muon momentum.

For the remaining, untagged, events, we require:

while for the u +jets/u channel, we require that the highest-
pt muon satisfy

Ap(Er,pu)<170°
EW=|E"M +|&;|>60 GeV.

and
| 7]W| <2.0.
% Jf 02
50 (a) Data
°
40 7
L
>
]
<)
A 304
[=3]
]
g
Y 20
10
T T T T T
0 25 50 75 100
Measured pu (GeV/c)
i
FIG. 5. Correlation between the measured momentum and the o
true momentum of the tag muon in Monte Catlp events. The FIG. 7. The energy scale deviatid® as a function ofn{je;tfor
curve is the result of an empirical fit, 47[19-exp(-0.03398 (a) data and(b) Monte Carlo. The curves are empirical multi-

—0.015 9%*—0.000 555 46*)?]. Gaussian fits to the points.
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FIG. 8. The relative energy scale difference between data and FIG. 10. Masses ofW—qqg and t—bqq in tt MC with
MC as a function of photoi after all jet corrections are applied. M=175 GeVk?, both (a), (b) with standard corrections only and
The curves are the error band2.5%+0.5 Ge\). (c), (d) with all jet corrections. The arrows locate the inpdboson

and top quark masses.
For the purpose of these two cuts, we defifféby assuming
that the entirdE; of the event is due to the neutrino from the solutions. In this case, thefE; is scaled so that
decay of theW boson. The longitudinal component of the M1(I»)=M,,. This scaled¢; is also used for th&} cut
neutrino momentunp. is found by using th&V boson mass (but not for the previous cuts dé; alone.
My as a constraint. If the transverse mass of the lepton and This cut on E¥" removes a portion of the QCD multijet
neutrinoM+(lv) is less tharMy,, there are two real solu- background. Figure 2 compares tB§' distribution for this
tions; the one with the smallest absolute valugbis used.  background to that from Monte Carl/+ jets events.
Monte Carlo studies show that this is the correct solution We show in Fig. 3 the distributions ¢%"/| for our data
about 80% of the time. IM¢(lv)>M,y there are no real and for the Monte Carlo prediction. The data are seen to
significantly exceed the prediction of theecsos Monte

50 Carlo (described in Sec. Vin the far forward region. The
Mean: -0.138 amount oftt signal with [7"|>2 is only a few percent

i (=3% form,=175 GeVk?). In addition, a check of th&v
40 Width: 6.20 boson transverse mass afg distributions shows that the

QCD multijet background plays no unusually prominent role
at high|»"|. We note that the/ecBos Monte Carlo, while
the best currently available, is only a tree-level calculation of
the W+ jets process. Particularly in the forward direction,
one would expect higher-order corrections to play a larger
role. To mitigate the effects of this discrepancy, and to fur-
20 ther reduce the background, we requjisg'|<2. Once this
cut is made, the? between the data and prediction is 12.2
for 7 degrees of freedom, giving a 9% probability.
10 | (x?=232i[y;—N;+N; In(N; /y;)], whereN is the number of
observed events angl is the total number expected from
Monte Carlo. This form is appropriate for low statistics

30

Events/1.5 GeV

0 | | | | | 0 [10].) The contribution of this effect to the systematic uncer-
30 20 10 0 10 20 30 tainty will be discussed in Sec. VII G @nd is found to be
E; balance (GeV) negligible.

These event selection cuts are summarized in Table IV.
FIG. 9. Transverse energy balance f@—¢ee)+jets events. When applied to the approximately 125 pbof data from
The vectorp?+ 3, EX' is projected onto the angle bisector of the the 1992-1996 collider runs, 91 events are sele¢ldd,
two electrons. All jet corrections are applied. The curve is a Gaussseven of which have a tag muon. This sample will be re-
ian fit to the histogram. ferred to as the “precut” sample, and the set of cuts as the
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“PR” cuts. One additional cut is made to define the final linear. We fit it separately for light quark jets and for un-

sample. This is based on thé of a kinematic fit to thet ~ taggedb quark jets. The results are given in Table V for
decay hypothesisy¢<10), and is described in Sec. VII. different regions innge; (7qer = “detector-7” = the pseu-

This final cut reduces the sample to 77 candidate events, éforapidity corresponding to a particle coming from the geo-
which five are tagged. metric center of the detector, rather than from the interaction

verte¥. Separating thd quark jets allows us to correct, on
average, for the neutrinos frotndecays. This correction is
observed not to depend strongly on the MC top quark mass.
For taggedb quark jets, we have additional information
To calibrate the energy scale so that data and Monte Carlfsom the tag muon. However, the momentum spectrum of
(MC) are on an equal footing, we apply a series of energynyons fromb quark decay intt events is rather steeply
corrections to the measured ObjeCtS. These corrections afsmng, furthermore, the resolution of the muon System is
carried out in three steps. The first of these corrections iggre nearly Gaussian in the inverse momentumthan in
done before events are selected and is used by madst DR Thus, measurement errors will cause the measured mo-
analyses; the other two corrections are applied during thenentum of a tag muon to be biased upwards. We correct for
kinematic fit and are specific to the top quark mass analysi§his bias usingt_MC, as illustrated in Fig. 5. We then fur-

) ther scale the muon momentum to account for the unob-
A. Standard corrections served neutrino, as shown in Fig. 6. The jet itself is corrected
For the standard corrections, electromagnetic objects arésing the light quark corrections; the estimated leptonic en-
first scaled by a factor which was chosen to make the invariergy is then added to this corrected jet energy.
ant mass peak from dielectron events match Zhboson
mass as measured by the experiments at the CERN large C. p-dependent adjustment and energy scale uncertainty
electron-positron collidefLEP). (This factor is determined
separately for each of the three cryostats of the calorimetecﬁe
[12].) Next, jet energies are corrected using

IV. JET CORRECTIONS AND ENERGY SCALE
UNCERTAINTY

For the final corrections, we study the response of the
tector toy+ 1jet events, using both data and Monte Carlo.
We select events containing exactly one photon with
E(measurep— O E¥>20 GeV, | 7}i<1.0 or 1.6<|75k{<2.5, and exactly
TRI=S (4.1))  one reconstructed jet of any energgxcluding the photon

We require that the jet satisfig;>15 GeV, |»|<2, and
Here, R is the calorimeter response: it is found usig |7~ A®(i,7)|<0.2 rad. We reject events with Main Ring
balance(as determined from the totdl) in y+jets events. e}ct|V|ty and _those which are likely to be multiple |_nterac—
This determination is done separately and symmetrically fofions. To rejectW boson decays, we further require that
both data and Monte Carl@ is the offset due to the under- Et/Ef<1.2 if E{<25 GeV, or E;/E7<0.65 otherwise.
lying event, multiple interactions, and noise from the naturalWith this selection, we compute
radioactivity of the uranium absorber. It is determined by et gy
comparing data in which a hard interaction is required to AS:< T T>
data in which that requirement is relaxed, and by comparing ETY
data taken at different luminosities. The teBis the frac-
tional shower leakage outside the jet cone in the calorimeter. . . i . -
It is determined by using single-particle showers measured iﬁnd P'Ot it as a function .Ohléeett' The re_;ult IS shown n '.:'g'
the test beam to construct simulated showers from MC jets?: This reveals detector inhomogeneities in the transition re-
this leakage is approximately 3% for a 50 GeV jetR gion between the central and end calorimetgtS]. The

=0.5) in the central calorimeter. Further details about thes&4rVe from Monte Carlo is also seen to have a somewhat
corrections may be found in RefL3]. different shape than that from data. To remove these effects,

we smooth thed S distributions by fitting them to the sum of
several Gaussians, and scale each jet pg4AS(75)].
This is done separately for data and for Monte Carlo.
The procedure of the previous section corrects for the To estimate the uncertainty in the relative scale between
portions of showers in the calorimeter which spread outsidelata and Monte Carlo after all corrections, we dedh@ as
of the jet cone, but not for any radiation outside of the conea function ofE (averaging over;S!) for both data and MC
Thus, the corrected jet energies are systematically lower thagfter all corrections have been applied. The difference of the
the corresponding parton-level energi¢e., before QCD two is plotted in Fig. 8, along with a band of (2.5%
evolution or fragmentation in the MCWe make a correc- +0.5 GeV), which we use as our estimate of the systematic
tion to match the scale of the jet energies to that of theuncertainty of the jet energy calibratiofit is the relative
unfragmented partons in the MC. . data-MC difference that is relevant, rather than the absolute
To derive this correction, we uséERwIG [14] tt Monte  uncertainty, since the final mass is extracted by comparing
Carlo and match reconstructed jets to the partons from toghe data to MC generated with known top quark magses.
qguark decay. Their energies are then plotted against each A cross-check of these corrections is provided by
other, as in Fig. 4. This relation is observed to be nearly(Z—ee) +jets events. As shown in Fig. 9, the corrected jets

E(correctedl=

4.2

B. Parton-level corrections
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FIG. 11. Plot ofH, for the 77-event candidate sample, com-  FIG. 12. The variableg, . . .x, used as input to the top quark
pared with the expectation fan,=175 GeVt? signal plus back- discriminants, forlW+3 jet control samples. Histograms are data,
ground(filled circles, signal alongopen squargsand background and the circles are the expected sigrabackground mixture.

alone(open triangles (The normalizations are as in Fig.) 2.
(op gles ( 9) A. Signal events

satisfactorily balance thg boson. We also show in Fig. 10 Our primary model fottt production is thedERWIG gen-
theW—qq andt—bqgmasses fromit MC before and after erator, version 5.7, with CTEQ3NIL7] parton distribution
the final two corrections. It is seen that the proper masses afgnctions. HERwIG modelstt production starting with the
recovered. _ elementary hard process, choosing the parton momenta ac-
The accuracy of these corrections depends on how wWellording to matrix element calculations. Initial- and final-state
the Monte Carlo models jet widths. Studies of jets ifl DOgjyon emission is modeled using leading log QCD evolution
data show thaiERWIG models the transverse energy distri- [18]. Each top quark is then decayed ta\aboson and &
bution within jets to within 5-10%16]. Note, however, that  gyark, and final-state partons are hadronized into jets. Under-
since the determination of the response is done separately ffing spectator interactions are also included in the model.
data and for Monte Carlo, any disagreements would, to first For this analysis, samples are generated with top quark
order, be removed from the energy scale determinationyasses between 110 and 230 G&A//To increase the effi-
HERWIG were slightly too narrow, and if two jets were 10 v hosons is forced to decay to one of the three lepton fami-
overlap slightly, then the perturbation to the apparent jet enjies. Events with no final state electrons or muons are vetoed,
ergies due to that overlap would be slightly underestimategng half of the events in which boilV bosons decayed lep-
in the Monte Carlo. For this situation, we calculate that theygpjcally are discarded in order to preserve the proper
fraction of the energy of a jet betwe@h=0.5 andR=1.0 of  pranching ratios. The generated events are run through the
the jet axis which leaks into the nearest jet is about 10%. W@ pceanT detector simulatiori19,20 and the DOevent re-
further find that this region ifR contains about 10% of the construction program. Additional samples are made using

total energy of aHERWIG jet. Thus, the leakage of energy the isaJeT[21] generator to allow for cross-checks.
from a jet to a neighbor is on the order of 1%. If the fraction

of the jet energy outside d@=0.5 is substantially larger in
data than irHERWIG, e.g., 20%, a 1% miscalibration would

result. This is well within the uncertainty we assign for mod-  The background due to the production df\eboson along
erateE jets. with multiple jets is modeled using theecBos [22] event

generatorvecBos supplies final-state partons as a result of a
V. EVENT SIMULATION leading or_der calculation which incorporates t_he exact tree
level matrix elements foyW andZ boson production with up
Monte Carlo simulation is used to model the final stateso four additional partons. To include the effects of addi-
expected from top quark decays and their principal physicsional radiation and the underlying processes, and to model
backgrounds. Although the overall background normalizathe hadronization of final state partons, the outputEfBOS
tion is estimated using the observed data, the simulation is passed throughERWIG'S QCD evolution and fragmenta-
essential to determine the expected shapes of kinematic difen stages. SinceiERWIG requires information about the
tributions. color labels of its input partons, it andcsoswere modified

B. W+jets background
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FIG. 14. The discriminant variabléa) D, g and(b) Dy, plotted

for the m=175 GeVkt? tt (hatchedl sample and the simulated
backgroundunhatcheyl All histograms are normalized to unity.

m;; obtained from kinematic fits of the events to the top
quark decay hypothesis. Since the top quark is heavy, the
fitted mass tends to be larger for top quark events than for
the backgrounds. Therefore, if both the signal-to-background
ratio and the signal are large enough, we should see a clear

Xy X, signal peak in thang, distribution. However, there is a ca-

. ] veat: this is true only if the cuts to enhance the signal-to-

FIG. 13. The variables, . . .x, used as input to the top quark pgise ratio do not significantly distort the fitted mass distri-

discriminants, for the 77-event candidate samfflistogram, tt  putions. Unfortunately, powerful selection variables such as
signal plus background fan =175 GeVk? (filled circles, signal Hr=SE¥" tend to be highly correlated with the fitted mass.
alone(open squargsand background alon@pen trianglel (The 15 on them thus introduce severe distortionsnjp which

normalizations are as in Fig.)2. . o — .
reduce the differences between the distributiond fagignal

to assign color and flavor to the generated partons. Flavorgng hackground, and between the distributionst fosignal
are assigned probabilistically by keeping track of the relativey; gifferent top quark masses, thus impairing the mass mea-
weights of each diagram contributing to the process. Cologrement.

labels are simply assigned randomly. To estimate systematic Tpis distortion of themy, distribution can be avoided by

uncertainties, we also generate samples whichSEETIN-  5ing variables which are only weakly correlated with the
stead oHERWIG to fragment thevEcBOSpartons. We testthe  fitad mass. The challenge is to find variables that also pro-

reliability of the HERWIG and ISAJET simulations of higher- ige a useful measure of discrimination between signal and
order processes by comparilig+ four jet events generated packground. After an extensive search of variables that ex-
using thevecBos W+ four jet process to those generated pjoit the expected qualitative differences between the kine-

using theW+ three jet process. matics of top quark events and the backgrounds, we have

Events are generated using the same parton distributiog),cceeded in finding four variables—x, with the desired
functions assumed for the signal sample. The dynamicahgperties.

scale of the process is set to be the averagp-jetSystem- This success, however, comes at a price: the discrimina-

atic uncertainties arising from this choice are estimated bjon afforded by these variables tends to be weaker than that

changing the scale to the mass of #eboson in a second  provided by variables, likélt, that are mass dependent. But

sample of events. The background samples are processg( treating these variables collectively, rather than applying

through the detector simulation, reconstruction, and eveni'cyt on each separately, we can compensate for their weaker

selection in the same manner as for the signal samples.  gjiscrimination. It is most effective to combine the variables
into a multivariate discriminarb(x) with the general form

C. QCD multijet background

The nonW QCD multijet background is estimated, both D(x)= & (6.1)
for the electron and the muon channels, using background- fs(X) +fp(X)
enriched data samples. In the former channels, the sample ) . i
consists of events containing highly electromagnetic jets failWherex denotes the 4-tuple of mass-insensitive variables and

ing the electron identification cuts. In the latter, events ard s(X) @ndf,(x) are functions that pertain to the signal and
selected containing a muon which fails the isolation requirePackground, respectively. We choose the functityandf,,

ment, but which otherwise passes the muon identificatiorf© thatD(x) is concentrated near zero for the background
cuts. and near unity for the signal.

In contrast to previous work4,7,23 focused on kine-
V1. TOP DISCRIMINANTS matic variables that simply (jistinguish top quark §igna| from
background, here we identify a subset possessing not only
The key feature that distinguishes top quark events fronthat capability, but also the property of being correlated only
the W-+jets and QCD multijet backgrounds is the fitted massweakly with mg; .
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() Dy, (b) Dy - the remaining two variables, we use all jets satisfying

£ s E®'>15 GeV and 7| <2.) If the three eigenvalues &l ,,
% | 71 ! are denoted); such that
p= . = Q:=Q>=Qs, (6.9
E T ol
< _ 4 eizee L
L then
T T 3
0 0.5 10 0.5 1 _°
Discriminant value A= 2 Qs. (6.9

FIG. 15. The discriminant variablés) D,z and(b) Dyy for tt . . . . )
Monte Carlo with m=150 GeVE? (dashed lines This variable is a measure of the degree to which the final-

m,=175 GeVE? (solid lines, andm, =200 GeVE? (dotted lines. state particles _Iie out 'of a plane. Wfrjets events, a'hing.
All histograms are normalized to unity. W boson recoils against a hadronic system that is typically
dominated by a single hight jet. In QCD multijet events,

In the following sections we describe the variablgsx, two jets, perturbed by gluon radiation, recoil against each

and the two complementary forms we have used for the func@ther. The signal, by contrast, has a momentum flow that is
tions f4(x) and f,(x). more spherical. It therefore has a larger aplanarity than do

the backgrounds, which have more longitudinal topologies.
(The aplanarity for top quark events is expected to decrease
with increasingm, due to theW boson decay products be-

The four variablegx,,x,,X3,X4}=x are defined as fol- coming more collimated. This effect, however, is very small
lows: for m<200 GeVk?.)

The variableH;, as noted above, is a powerful discrimi-
nant between signal and background. But, since both the
signal and background tend to have at least one higJet,
Xa=A, (6.2 e can improve the discrimination somewhat by removing
' the highestpt jet from Hy, yielding Hy,. A plot of this
variable is shown in Fig. 11. This variable, however, is cor-
related with the fitted mass. Therefore, we divide by another
mass-sensitive variable, namety, (equal to the sum dfp,|
of the lepton, neutrino, and the j&tsn order to reduce that
Our use of the variable, is motivated by the fact that top correlation. We thus arrive at variablg, which measures
guark events have substantial missing transverse energy, die centrality of the events—top quark events being more
to the neutrino from the leptonically decayiny boson, central than the backgrounds.
while QCD multijet background events do not. Variakies The last variablex,, is motivated by the observation that
the aplanarityA [24], which is defined in terms of the nor- the four highesE jets in top quark events have a different
malized momentum tensor of the jets and Weboson: origin than the jets i'W+ jets and QCD multijet events. For

tt events, the four highe& jets are mostly from the decay
Mab=2i PiaPib / Z p?, (6.3

A. Variables

X1= ET,

Xs=Hr2/H;,

X,=ARTETVEY .

of the tt_system. These jets tend to be widely separated in
n— ¢ space. For the backgrounds, usually at least one jet is
the result of gluon radiation and is therefore somewhat closer

to another jet, on average, than the jetstfrevents. There-
fore, we are led to consider the six possible pairs of the four
highestE+ jets and take the pair with the minimum separa-

where p; is the three-momentum of thigh object in the
laboratory frame, and, brun overx, y, andz (For this and

(@) Dy

10
g (]

Events/bin
b

(b) Dy

10
Discriminant value

tion ARj!" in 7— ¢ space. We then multiply this minimum
separation by th&; of the lesser jet of the pair, thus con-
structing a variable akin to thpy of one jet relative to an-
other. Again, to reduce the correlation with mass, we divide
by another mass-sensitive variablgy=|E'? +|&|.

We have verified that the variables—x, are well mod-
eled by our Monte Carlo calculations. Figure 12 shows the
observed distributions of these variables compared with the
Monte Carlo predictions for a sample @+ 3 jet events,

FIG. 16. The discriminant variablga) D,z and(b) Dy for the  which is dominated by background. In addition, Fig. 13
77-event candidate samplhistogram, tt signal plus background Shows the distributions of these variables for the 77-event
(filled circles, and background alon@pen triangles The binnings ~ candidate sample, compared with Monte Carlo expectations.
were chosen such that the predicted signal plus background distrifhe Monte Carlo models the data well. We thus use these
bution would be approximately flat. variables for the multivariate discriminants we now describe.
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TABLE VI. Object resolutions. The operatey denotes a sum in quadrature.

Energy resolution a() o(7n)
Electrons o(E1)/E;=0.015%0.072 GeV% JE;©0.66 GeVE;
Muons o(1/p)=C?%0.2/p
Jets
0<| 746 <0.8 o(E)/E=0.03651.145 GeV?% E 0.04 rad 0.04
0.8<| 7ge<1.4 o(E)/E=0.082p1.264 GeW?¥ JE 0.05 rad 0.05
1.4<| 7ge] <2.0 o(E)/E=0.046p1.305 GeVW% E 0.05 rad 0.05
ky o(kr) =o(kry) =12 GeV

8C=0.0045/ (GeVt) if the muon track could be matched with a track in the central deteCter9.01/(GeVE) otherwise.

B. Likelihood discriminant We observe 37 events passing this selection, with 31 of

them also passing the?<10 cut. By scaling down the ob-

mgrved number of events in the precut sample by the effi-

ciency for the LB andy?<10 cuts as determined from

. Monte Carlo(taking the signal/background mixture of the
w precut sample from the cross section anajysige expect

fs(X)EiHl s (Xi), 34.6+2.7 events to pass the LB selection, and 3%

(6.6) events to pass both the LB selection and e 10 cut.

The correlations among the variablgg—x, are small.
Therefore, we assume them to be nearly independent, al
write the functionsfg andf,, as

4
fb(X)Eﬂl b"(x), C. Neural network discriminant
1=

The variables<;—x, were chosen to have minimal corre-
wheres;(x;) andb;(x;) are the normalized distributions of lations with the fitted mass. We therefore consider a second,
variable x; for signal and background, respectively. ThesecOmplementary, discriminant in which no attempt is made to
forms reduce to the usual likelihood function for strictly in- Nullify the correlation between the discriminant and the fitted
dependent variables when the weights=1. With the mMass. We do attempt, however, to account for the small cor-
correlation betweemg; and the discriminanb, g(x) formed

from Egs.(6.1) and (6.6), while maintaining maximal dis- 1000 7 ) Unsmeared,
crimination between high-mass>(L70 GeVt?) top events Mean: 170 parton level,
and the background. The subscript “LB(= “low bias™) 500 4 Width: 2.4 no radiation.

denotes the fact that cuts dp g introduce negligible bias h
(that is, distortion in the m; distributions.
We have found it useful to have a parametrized form for

the discriminantD, g . Rather than directly parametrizing the N§ 200 - (b) Unsmeared,
functions f and f,,, it is simpler to parametrize the ratio 5 Mean: 163 generator level,
L=f,/f, by using polynomial fits to the four functions I 100 4 Width: 25.6 radiation on.
Li=s;(x;)/b;j(x;) and then computing’=exp=wInL; [25]. g
We then findD,g=L£/(1+L). &

We also make use of cuts based Ppg and Hy,. All ' ' '
tagged events pass this “LB selection”; for untagged events, 200 4 (© Full detector
we require Mean: 165 simulation.

Width: 24.7
100
D g>0.43

and 100 150 200 250

H1>,>90 GeV. Fitted mass (GeV/c?)

. o _ FIG. 17. Tests of kinematic fit method ort Monte Carlo
This selection is used in several places to separate the samglgmples =170 GeVL?, e+jets channél (a) Using HERWIG

into signal-rich and background-rich portions. The &%  partons directly(b) Final-state Monte Carlo particles, after cluster-
>0.43 was chosen to minimize the error on the top quarkng into R=0.5 cones(c) After full detector simulation and recon-
mass when analyzing Monte Carlo samples. g cut  struction. The hatched plots show the results for the correct jet
removes very little signal for the top quark masses of interespermutation(regardless of whether or not it has the lowg3).

(see Fig. 1}, but provides an easy way of further reducing Displayed means and widths are from a Gaussian fit, shown by the
the background. dashed curve.
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600 - 600 —(a) etjets _ Mean: 165[150 —(b) e+jets/u Mean: 167
150 - Width: 24.2 Width: 22.6
\\ (a) etjets (b) etjets/u
400 400 100
100
200 50 4 o 200 50
$ o 0 O 9 0
g S 400
E 400 - i g (c) ptjets  Mean: 166 gg |
| 80 2 Width: 26.0
300 (c) ptjets (d) ptjets/p 300 60
200 200 40
100 100 20
0 0 0
100 200
Fitted mass (GeV/cZ)

_ FIG. 18. Fityx? distributions for the correct jet permutation for  FIG. 19. Fitted mass distributions fot Monte Carlo samples

tt Monte Carlo samplesng,=170 GeV£?). The dashed curve is (m=170 GeVkt?) for the jet permutation with the lowest?.

the x? distribution for two degrees of freedom, normalized to the Hatched histograms show the results for the correct jet permutation

area of the histogram. (regardless of whether or not it has the lowg#}. Displayed means
and widths are from a Gaussian fit, shown by the dashed curve.

nant, denoted byD,y, is calculated with a neural network
(NN) having four input nodes, three hidden nodes, and a%

single output node, whose value 1. The network is or
trained using the back-propagation algorithm provided in th
programJETNET V3.0 [26] using the default training param-

eters. We use HERWIG tt Monte Carlo with
m,=170 GeVk? as the signal, andECBOS W+ jets events
as the backgroun@equal numbers of eaghDuring training,
the target outputs are set to unity for the signal and zero for
the background. Under these conditions, the network output 400
approximates the ratis(x)/[ s(x) +b(x)] [27], wheres(x)
is the normalized density for the signal ab¢k) is the nor-
malized density for the background. Since the correlations
amongx; .. .X, are small, as are the correlations with the
fitted mass, we should anticipate that the discrimindnts
and Dy will provide comparable levels of signal to back-
ground discrimination. That this is true is evident, qualita-
tively, from Fig. 14 which compares the distributionsofg 400 | Mean: 168.6 -
and Dy for top quark events and for the mixture of %
W+ jets and QCD multijet events appropriate for the precuts
discussed earlier. The dependence of the discriminants onthe 200
top quark mass is indeed small, as shown in Fig. 15. In Fig.
16, we compare the distributions of the two discriminants
obtained from the candidate sample to those predicted from
Monte Carlo; the agreement is quite good.

Analogous to the LB selection, we will also make use of

a cut on Dyy. This “NN selection” is defined by  gig. 20. Fitted mass distributions fot Monte Carlo samples
Dnn>0.6. This cut value yields roughly the same discrimi- (=170 GeVk?, e+jets channel With jets scaleda) down and
nation as the LB selection. We observe 38 events passing) up by 2.5%+0.5 GeV. Hatched histograms show the results for
this selection, with 32 of them also passing <10 cut.  the correct jet permutatiofregardless of whether or not it has the
Our expectations for these conditions are 32200 and lowesty?). Displayed means are from a Gaussian fit, shown by the
29.0+ 2.0 events, respectively. dashed curve.

Over the mass range 160-190 Ge¥// the efficiencies
the LB and NN selections vary by about 5% and 3%,
respectively. This is to be compared with the efficiency for
S%he selection of the standard cross-section analysis, which
varies by>10% over the same range.

600

200 H

600 -

(b) High ]

Events/10 GeV/c2
=)

100 150 200 250
Fitted mass (GeV/cZ)
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2000 - B. Kinematic fit
(a) 2000 () . P .
m, = 150 m, =170 The goal of the kinematic fit is to constrain a measured
1500 t 1500 | t event to the hypothesis
1000 1000 - pp—tt+X—=(W"b) (W b)+X—=(lvb)(qgb)+X (7.1
o 500 500 | (or the charge conjugatand thus arrive at an estimarte;
> of the top quark mass. There is a complication, however, in
g that when reconstructing the event, we do not kraopriori
Z 300 - which observed jet corresponds to which parton. In fact, due
£ 2000 ©_ @ to QCD radiative effects, jet merging and splitting during
ks m, = 190 Background . . f . - .
reconstruction, and jet reconstruction inefficiencies, the ob-
1500 200 served jets may have no one-to-one correspondence with the
1000 — unfragmented partons from thé decay. Nevertheless, the
100 fitted massmg; constructed from the observed jets is corre-
500 lated with the true top quark mass and can thus be used for a
measurement; howevany; should not be thought of as “the
! ! ! ! top quark mass” for a particular event.
100 200 Fitted mass (Gel\(]);)cz) 200 The inputs to the fit are the kinematic parameters of the

lepton, the jets, and the missing transverse energy viqtor
FIG. 21. Fitted mass distributions, all channels combined.Only the four jets with the largesE; within |7|<2.5 are

Shown is tt Monte Carlo with (a) m,=150 GeVt?, (b) used in the fitlany additional jets are assumed to be due to

m,=170 GeVk?, and (c) m=190 GeVt? and (d) background. initial state radiation We parametrize electrons and jets in

The hatched distributions are after the LB selection is applied.  terms of energ{e, azimuthal anglep, and pseudorapidity;.

For muons, we parametrize the momentum in terms of

VII. VARIABLE-MASS FIT k=1/p, since the resolution is more nearly Gaussian in that
_ variable. The muon direction is also represented &syf.
A. Introduction Leptons and light quarks are fixed to zero masguarks are

The method used can be summarized as follows. For eadf¥ed to @ mass of 5 Ge¢f. The transverse momentum of
event in the precut sample, we perform a constrained kinethe neutrino is taken to br. However, we do not usér
matic fit to the hypothesi!;t_—>l +iets to arrive at a “fitted _dlrectly in the fit, as it is correlated with all the other objects
mass” my; . Events which fit poorly are discarded. For each!n the event. Instead, we use th@ndy components of
event, we also compute a top quark discrimin@nteither ... N
Dig of Dyy). The events are then entered into a two- Kr=Er+EFP+ >, EF. (7.2
dimensional histogram in thel{, mg,) plane. Similar histo- Alets

grams are also constructed for a sample of background, . —
events and for signal Monte Carlo at various top quarkﬁih's can be thought of as the transverse momentum dftthe

masses. For each of these MC masses. we fit a sum of tkPeair' Note that this is not necessarily a small quantity if the
signal and background histograms to the data histogranﬁa.vent has more than four Jets. One_addm(_)ne}l variable is
This fit yields a background fraction and a correspondin eeded to uniquely define the event kinematics: we take that

likelihood value. These likelihood values are then plotted a 0 *?e the;—component of the ngutrino mpmentqmﬁ. This .
a function of the top quark mass, and the final result exvariable is not measured, but is determined by the fit. This

tracted by fitting a quadratic function to their logarithms. ~ 9iVes @ total of 18 variables. _ _
With this parametrization, there are three kinematic con-

straints which can be applied:

o, 300 -
> @ R A m(t—lvb)=m(t—qab),
= $ 300 - m(lv)=My, (7.3
=
Z 100 g 200 _
g = 100 4 m(qq)=My.
=
0 | 0 | : .
05 0 0.5 0.05 0 0.05 '2I'2r<]3e constraints and one unmeasured variable allow for a
my, difference (GeV/cZ) XZ difference It.

Since we do not know the correspondence between jets
FIG. 22. Differences between the results obtained from thedNd partons, we try all 12 distinct assignments of the four

MINUIT-based fitter and the Lagrange-multiplier based fitter(8r  jets to the partonshbqq). (But if the event has b-tag, only

my, and (b) x2 (For tt Monte Carlo with m=170 GeVk?,  the six permutations in which the tagged jet is used &s a

e+ jets channe). qguark are consideredOnce a permutation is chosen, we
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apply the parton-level and-dependent jet corrections de- TABLE VII. NN bin definitions.
scribed in Sec. IV. We apply a loose cut on the hadrafic _
boson mass before the fit: 40n(qqg) <140 GeVE2 Permu- Bin Dun range
tations failing this cut are rejected without being fit in order 1 0.000 — 0.105
to speed up the computation. We arrange the measured vari- 5 0.105 — 0.166
ables into a vectox™ and form they?: 3 0.166 — 0.257
4 0.257 — 0.373
X2= (X=X TG(x=x), (7.4 5 0.373 — 0.488
6 0.488 — 0.595
whereG is the inverse error matrix. Tr_li,g2 is then mini- 7 0.595 — 0.687
mized subject to the kinematic constraints of Eg3). The 8 0.687 — 0.766
minimization allgorlthm uses the method of Lagrange multl— 9 0.766 — 0.846
pliers; the nonlinear constraint equations are solved usingan 4 0.846 — 1.000

iterative technique(The algorithm used is very similar to
that of thesQuAaw kinematic fitting prograni28]; a detailed
description may be found in Rdf29].) If this minimization

of the time. Finally, Fig. 1{) shows results for a sample
oo X > e 4Vhich has been through the full detector simulation and re-
tion is also rejected "> 10. For each surviving permuta- ,nstruction. The resulting distribution has essentially the
tion, this method gives a fitted masg; and ax“. We pick  game width as that of Fig. 19); this indicates that the domi-
the my value corresponding to the smallggtasmy, for the  pant contribution to the width of this distribution comes from

event. - _ QCD radiation and jet combinatoric effects, and not from the
There is one additional wrinkle to the above procedure. Inyatector resolution.

order to start each fit, we must specify an initial value for the The (MC) fit y2 distributions resulting from the fit to the
unmeasured variablp; . We choose it so that the two top ¢orrect jet permutation are shown in Fig. 18. The distribu-
quarks are assigned equal mass. This yields a quadratic equgsns agree reasonably well with the expectations for a two

tion for p; . If the solutions are complex, the real part is used.degree-of-freedony?, except for a tail at the high end due to
Otherwise, there are two real solutions. Both are tried, and

the fit which gives the smalley? is retained. Note, however,

. ” : 5 (2) LB, m, = 175 GeV/c’ (b) NN, m, = 175 GeV/c”
that sincep, does not enter into thg“ (its measurement 2 10

oo O[] OOoooooea
error is effectively infinitg, the only effect its initial value roonodf oo e ..
. . . . . '|”HHH HHHHHHH“ ~ooo0000000000sasse
can have on the final result is to influence which local mini- ~eooonOD00onneess -
mum the fit will find, should there happen to be more than 1 I DR
one. In about 70% of cases, two distinct neutrino solutions “ae0n000000R sss- -+
yield fit results which differ by less than 5 Ge?. 'HHHHHHHHHH"“““ eI
The error matrixG ™! is taken to be diagonal. The reso- 0 L | [ RAALLLLLLLE SAEEREE
lutions used are given in Table MThe lepton angular reso- (c) LB, W 1 jets (d) NN, W + jets
lutions are much smaller than the other resolutions, and can 2 10 T Frmasasmeerie
be taken to be effectively zejdn most cases, these resolu- ﬂﬂﬂ””””ﬂﬂﬂl}ﬂlﬂﬂlll Douodoonsoe -
+00o0000ooOoss o

tions were derived fromt Monte Carlo events by comparing -O000O0go 0 s+ o

reconstructed objects to generator-level objects. 57 . EEHHEESg:::;n::n
Results of this procedure on Monte Catkbsamples are |] HHHHHH”HHI}HIHI o[[J00000000s s0oas s

shown in Fig. 17. Figure 1@ shows results using theer- o[ [J0000000000e0s + @

D, bin
1
Dy bin

0/ [I0000000e0osea .-
WIG partons directly, before any QCD evolution has taken 0 'LB . 'Muh__ ; 0 'NN CD'M et
place. A rather sharp peak is seen; further, about 80% of the ~ » (LB Q e 10D N, QCD Multije
time, the permutation with the lowegf is the one which is Dor sels 1
actually correct. The residual width seen in the plot is due HHHHHHH””M”' " EE;EDZ”,, ’
mainly to the nonzero widths of thé&/ bosons. Figure 1B) _ | snone
1 5 go[jooo o« il
shows results from the same sample, but after QCD evolu- o[Ooo0ooooms « s
tion and jet fragmentation. The final-state particles are clus- |] HH HHHHHHHIHHIHH ..EEEEE;EEED e
tered together in cones of widthR= 0.5 in order to simulate 0 o 000000080000 e s o
the action of the jet reconstruction algorithm. This distribu- 100 200 100 200
tion is considerably broader. There are fewer events in the Fi 2
itted mass (GeV/c")

hatched plot because it is not always possible to uniquely

define the correct permutation. Due to splitting and merging |G, 23. Monte Carlo histograms for LB and NN analysestfor
effects, jet finding inefficiencies, and jets falling below the monte Carlo withm,=175 GeVt?, vecBos W+ jets background,
selection threshold, the correct permutation can be uniquelind QCD multijet background. Those events more likelecays
identified in only about 50% of events. In that case, theare towards the top of the plots. Box areas are proportional to the
correct permutation is the lowegt permutation about 40% histogram contents.
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TABLE VIII. Fraction of events expected in each channel after the precuts.

e+jets e+jets/u pntjets utjetsiu

HERWIG tt

110-150 GeW? 0.376£0.020 0.085:0.013 0.4680.025 0.0710.018
155-170 GeW? 0.418+0.018 0.09%0.011 0.425:0.021 0.05%0.015
172-190 GeWg? 0.427+0.016 0.093:0.010 0.409-0.019 0.073#0.013
195-230 GeW¢? 0.416+0.014 0.09%0.009 0.41%0.018 0.06&0.012
VECBOS 0.531+0.077 0.015:0.017 0.4410.079 0.013:0.003
QCD 0.443-0.111 0.0130.030 0.4880.115 0.056:0.020

non-Gaussian tails in the resolutions. TIMC) my, distribu-  statistics maximum-likelihood fit at discrete top quark
tions for the four channels are shown in Fig. 19. masses.(The method is described in more detail in Ref.
Figure 20 shows the distributions which result after the[31].)
jets in each Monte Carlo event are scaled up or down by the We bin the data according to some characteristics of the
per-jet systematic uncertainty of 2.588.5 GeV. This shifts ~events.(For this analysis, we will be usingy; and either
the fitted mass by approximately 3.7 GeVk?. Figure 21 Dy g or Dyy ) Call the number of bind, the total number of
shows the fitted mass distribution for several top quarkeventsN, and the number of events in each Ip.
masses and for the background. We also know the distribution expected for different val-
A possible objection to the fit method described here isies of the top quark mass, and also for the backgro{rds
that it does not take into account the intrinsic widths of\tie is from Monte Carlo except for the QCD multijet back-
boson and top quark decays. To investigate this, an alternagfound) For both the signal and background, we have a
fitting method was tried which explicitly incorporates thesedistribution of events among thé bins; call the numbers of
widths. This method is based on a standard unconstrainegivents in each bin of these distributioﬁ§ andAJ-b.
minimization packageMINUIT [30]). The quantity mini- We regard these distributions as drawn from “true” dis-
mized is they? as defined in Eq(7.4) with three Breit- tributionsaf anda}’, and write the probability for seeing the
Wigner constraint terms added: two for the tWbosons, observed data sdD given these parameters as a Poisson

and one for the top quark mass difference: likelihood
M
2
22 /4 L(DIAa,p) =] a(Nj,psaj+ppa))a(A;,ad)a(Al ,ap),
X =X 2N o) = M2 =1
w w (7.6
_ F\z/v/4 whereq is the Poisson distributiog(N,a)=e~2a™/N! and

(7.9

ps and p, are the signal and background strengths. These
strengths can be related to the number of expected ewgnts
th andn, by ps=ng/(M + EJ-AJ-S), and similarly forn,,. (TheM

In— — . term in the denominator ensures that the sum of the maxi-
I't+[m(lvb)—m(qgb)] mum likelihood estimates fong and n, equalsN. See Ref.

_ _ [31] for further discussion. Note that usualy <XjA;.)

[The.factor of 4 dllffer_ence in the_ last term comes from con-The total number of events expected is thas= psa;

voluting two Breit-Wigner functions centered an(lvb) 1 p aP. we eliminate thea;’s from this likelihood by inte-

andm(qab).] The W boson width is taken to be 2 GedA. grating over them; the result is

2In > — 5
Fiy4+[m(qq) —My]

The top quark width is taken to depend on the mass as MN K N;—k

I',=(amy)?3; the proportionality constant is set so that L(D|A p)=I1 Ps pbb

I',=0.6 GeVk? at m,=140 GeVt?. (Here, m=[m(lvb) TR RS0 (14 p )AL (14 py)AT TNk L

+m(qgb)]/2)) These widths are small compared to the ex- AS+K\ [ AP+ N:—k

perimental resolutions. The results of this procedure are x( ]k )( JN Jk ) (7.7
-

compared to those from the Lagrange-multiplier based fitter
in Fig. 22. In most cases, the results are nearly identicalg|io\ing Ref.[10], we then modify the likelihood by divid-
implying that neglecting the widths is not a serious problem.ing by the constant factor

Since this algorithm takes several times longer to execute, It

is not used further. IT a(N; N, (7.9
]

C. Likelihood fit This has the effect of making the quantity2 In L behave

The next problem to be solved is the extraction of the topasymptotically like ay? distribution. (Note, however, that
guark mass from the data sample, which is a mixture ofor our experiment, the sample size is too small for this
signal and background. This is done using a binned Poissom@symptotic behavior to be accurately realized.
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TABLE IX. Kinematic fit results and top quark discriminants
for events in thee+jets channel for the jet permutation with the
smallesty?. The “Perm” column gives the assignment of the jets
to partons, listed in order of decreasing ket: B, and B;, denote

the b quarks associated with the leptonically and hadronically de-

caying top quarks, respectively, whil& denotes the quarks from
the hadronically decayingV boson. The fitted massy,; is in

GeV/c?.

Run Event Perm.  my x> D D
€62199 15224 BWWB, 2654 15.9 0.09 0.21
bcg2431 788 WB,BW 2417 023 0.16 0.09

abcg3066 13373 BWB,W 206.8 1.35 0.85 0.95
bCe4464 21611 B,WWB 115.7 0.64 0.22 0.31

abcg1949 12380 BB,WW 132.7 1.10 0.77 0.82
bcg2024 44002 WBB,W 130.2 0.97 0.06 0.31
bcg2220 20012 B,WBW 120.8 253 0.03 0.06

82996 24461 WBWB, 166.8 31.8 0.73 0.74
84331 13271 B,WBW 116.8 14.4 0.25 0.27
bcgagoo 28925 B,WBW 126.4 0.78 0.06 0.07

abcgrgl7 22 BWWB, 162.3 226 0.79 0.81
bcge518 11716 ByWWB 243.5 0.54 0.18 0.29

abcgggpl 33128 WBB,W 179.2  0.39 0.43 0.29

abcg7063 39091 B,wWBW 188.4 0.39 058 0.63
bcg7104 25823 WB,BjW 119.9 2.11 0.06 0.09
bcg7329 13717 B,BWW 2421 1.95 0.39 0.23
bcg7446 14294 WWRB, 1183 1.11 059 0.52

88038 14829 WWABB, 101.0 12.8 0.37 0.28
€©88044 9807 WBWB, 1452 34.0 0.09 0.11

abcggoas 35311 WBWB, 1782 271 0.83 0.81
bcgg125 15437 WB,WB, 115.9 0.16 0.78 0.74
bcgga63 3627 WB,WB, 111.7 9.93 0.16 0.46
bggs8s 15993 WWR,B, 103.4 7.44 029 0.30

abcggaga 11741 B,BWW 1350 0.76 0.53 0.58
bcgos50 18042 WWBB, 103.5 0.07 0.30 0.27
889708 24871 WB,BW 1446 20.1 0.62 0.74

abcggo36 6306 WB,B\W 220.4 1.29 0.50 0.68

abcggg72 13657 WB,B\W 176.7 9.08 0.65 0.77
bc90108 31611 WB,WB, 137.4 0.41 0.21 0.21
bc9p435 32258 B,BWW 154.1 1.05 0.27 0.62
bcgo496 28296 B,WBW 1129 0.28 023 0.19
b 90693 8678 B,BWW 105.5 8.98 0.51 0.27
€©90795 14246 B,WBW 1939 12.8 0.09 0.07
bc90804 6474 WWRBB, 1142 0.64 0.34 0.59
bcg1923 502 WB,WB, 162.1 0.14 0.09 0.15
bc92013 11825 WB,BjW 134.1 3.68 0.11 0.15
bcgp217 109 WWBB, 107.8 0.58 0.77 0.82
bcgp278 21744 WBWB, 1259 7.26 017 0.31

abcgr673 4679 BBL,WW 267.7 1.85 092 0.97
bc94750 4683 BLyWWB 201.5 3.63 0.32 0.49
296329 13811 0.54 0.79
bcoes76 79957 WBB,W 224.1 0.47 0.36 0.46

abcgg73g 27592 BWWB, 236.6 5.68 0.60 0.83

3Passes LB selection.
bUsed in variable-mass analysis.

‘Used in pseudolikelihood analysis.
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FIG. 24. Fitted mass distributions for candidate events. The
hatched histograms show the LB subsample.

We now have a set of signal models, each corresponding
to a different top quark mass;. For each signal model, we
fit it plus the background to the data, yielding andn,. A
maximum likelihood fit is used, based enNuIT [30]. The
minimum value of—In L is retained; call this-In L. The
resulting values of iy, —In L) then define a likelihood
curve as a function of top quark mass.

We also define a statistical uncertainty ofn L, due to
the finite Monte Carlo statistics. This is done by the simple
method of taking in turn each binin the input Monte Carlo
histograms, varying the contents up or down {#:, and
re-evaluating the likelihood.To save time, the fit fong and
ny, is not redone for each variation; early testing showed it to
make very little difference. The resulting variations in
—In Ly, for each bin are then added in quadrature. This
uncertainty is calculated separately for the signal and back-
ground samples; however, any effects from fluctuations in
the background sample will be highly correlated from mass
point to mass point. Thus, the uncertainties shown on the
plots and used in the fit below come from the signal samples
only.

The final step is to extract a mass value from this set of
(m;,—In Ly, points. This is done by fitting a quadratic
function to the smallestIn L, and the four closest points
on each side. The points are weighted by the statistical un-
certainties assigned to theln L, values. The position of
the minimum of this quadratic defines the mass estimate, and
its width (where the curve has risen by 0.5) gives an uncer-
tainty estimate. We also want estimates fQrandn,. For
each massn,, we have a separate estimate forand n,
returned frommINUIT. The final estimates of these values are
determined by a linear interpolation between the two points
bracketing the finai, estimate. The uncertainties are found
in the same manner. For comparison, some results are also
given using 11 points instead of 9 for the polynomial fit, and
using a cubic function instead of a quadratic one.
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TABLE X. Same as Table IX for the.+jets channel.

PHYSICAL REVIEW D 58 052001

TABLE XI. Same as Table IX for the+jets/u channel.

2

Run Event Perm. Myt X Dig D Run Event Perm. Mg X2 Dig  Dnn
bcg1514 4537 B,wWBW 120.8 340 0.26 0.59 462199 13305 B,B,WW 173.2 40.0 0.55 0.61
abcg3183 13926 WWBB, 133.7 126 0.84 083 2P°c85129 19079 wBBW 137.0 093 0.81 0.85
abcg3740 14197 BWB,W 185.3 256 094 096 2°°86570 8642 ByWWRB 1445 066 0.74 0.29
bcgo703 31477 WB.,B\W 167.2 054 0.24 0.40 289372 12467 B,WWB 186.6 22.1 0.23 0.25
abcgjgo9 11966 B,WBW 1629 111 0.67 0.66 _
bg1049 13778 WB,WB 1092 825 027 025 , 2sSes LB selection. .
begrg3y 11573 WBWB, 117.3 224 035 047 Oo€dinvariable-mass analysis.
abcgrgod 25505 WBWB, 114.0 203 056 053 Used in pseudolikelihood analysis.
abcgagos 29253 WB,BW 2210 105 0.74 0.89
bcgq728 18171 B,BWW 136.0 3.65 0.40 0.38 width 10 GeVt? over the range 80 to 280 Ged4. They
bcgsggs 28599 B,WWB 189.6 578 0.18 0.09 differ in the definition of the discriminant axis. For the
abcg7063 14368 WWRB, 1821 0.02 050 0.72 “LB” analysis, the discriminant axis is divided into two
87604 14282 BWWRB, 90.6 406 0.14 0.38 bins, the first bin containing events which fail the LB selec-
acg7g20 6196 B,BWW 178.0 17.8 0.87 0.97 tion (as defined in Sec. VIB and the second containing
abcgeaga 2832 B,WBW 1541 0.14 0.87 0.93 events which pass ifRecall that all tagged events pass the
abcges30 7800 WBB,W 151.2 0.08 0.62 0.60 LB selection) For the “NN” analysis, the discriminant axis
88597 1145 WWRB, 1246 10.2 0.20 0.42 is the NN variableDyy. (Note that tagging information is
bcgge03 2131 WBWB, 123.7 066 0.13 0.17 nhot used in formingDyy.) There are ten unevenly spaced
bcgg751 27345 B WWB 132.4 114 0.15 0.14 bins, as defined in Table VII. These bin boundaries were
abcggo43 19016 WB,BW 1637 0.03 0.65 0.74 chosen so thatthe expected sigrabackground distribution
bcgp133 14110 WB,WB, 1694 4.88 026 0.28 Populates the bins approximately uniformly. There are thus
abcgope0 20166 WBB,W 222.6 1.28 0.70 0.0 40 binsinthe LB binning, and 200 bins in the NN binning.
abcgogop 12392 B,WBW 153.3 058 0.70 0.78 Examples (_)f the resulting histograms are shown in Fig. 23.
bcgog3s 14924 WBWB, 147.4 313 007 008 These histograms are generatec! separz;_\tely for each (_)f the
bcgogea 17697 WBWB 966 081 044 0.62 fou.r chanr_lels. They are then comblngd using the set of fixed
bcgi359 15030 WB,WB 1189 1.81 054 0.60 welghts_ given in Table V_III. We derive these numbers by
bc -
ag;g?i 3122636 wEhBBlw g?; 1(1)'? g'gé g'gg measuremer{t?J (except. that only the precuts are appjied
abegrios 21544 B V\|/WhB1 157'2 0'02 0'82 0'91 We also combine the histograms feeCcsos W+ jets back-
bogpidr 27042 V\llB BW 148'7 4'71 0'24 0'21 grou_nd and the QCD mu!tljet l_)ackground using a fixed QCD
be 1=h ' : ' ' fraction of (22-5)%, derived in the same manner.
92226 34133 WB,BW 140.3 049 041 0.66
ak;cc92714 4141 WWBB, 106.4 6.28 043 0.59 E. Fits to data
92714 12581 BB,WW 166.3 1.66 0.57 0.66
bcga750 1147 WWBB, 1269 0.82 0.32 0.23 The results of the kinematic fit for the candidate events
bcgeasg 2707 BWBW 1712 1.02 049 028 aregivenin Tables I_X—XII.(CompIete details of the candi-
bcosrea 93611 B,WWB 1117 041 006 0.14 date 'events are available in Rg82].) There are 91 events
bcge2g0 14555 WB,BW 1338 007 069 068 Passing the'precuté?R). One of these, however,'had'no
bcog2g7 20104 WBBW 1825 564 016 0.14 successful fits, and is not con5|dereq further. _Thl_rty-_5|x of
abcgg3gg 32021 BBWW 1728 028 068 0.83 thesg events then pass the LB s_electlon. The d|str|_but|(_)ns of
abeggs9l 39318 ByBWW 174.3 094 055 075 the fitted masses of these candidates are shown in Fig. 24.

8Passes LB selection.
bUsed in variable-mass analysis.

‘Used in pseudolikelihood analysis.

From each event, we derive two variables: the fitted massb cggon3
mg; and a discriminanD. We use these variables to bin the abcgi715 22
data into a two-dimensional histogram. The top quark massb cg,704
is then extracted from a fit to the expectations from Monte
Carlo, as described in the previous section.

D. Fitting variables and binning

When they?< 10 cut is imposed, there are 77 PR events and
31 LB events. Distributions of their fitted masses are shown

TABLE XlI. Same as Table IX for thew +jets/u channel.

Run Event Perm.  myg x> D  Dw
4980 WB.BW 138.3 0.25 056 0.62
B,wWBwW 203.3 044 051 044
14022 wB,BW 1758 0.11 0.79 0.88

3Passes LB selection.

Two different discriminants and histogram binnings are®Used in variable-mass analysis.
used. For both binnings, the fitted mass axis has 20 bins ¢fJsed in pseudolikelihood analysis.
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FIG. 25. Fitted mass distributions for candidate events with FIG. 26. Fity? distribution from datehistogran), the expected
x?<10. The hatched histograms show the LB subsample. tt signal+ backgroundfilled circles, and background alor@pen
triangles.

in Fig. 25. They? distribution of the 90 events is shown in
g X binning. This is a variant of the NN binning which uses only

Fig. 26. It compares well to the expectation from Monte I : L .
N P P two bins inDyy: both the first six bins and the last four bins

Carlo. ; : :
Results of likelihood fits to the data sample are shown ini(r)(?b(i:r??\ll?\lsgiily-g?se result is seen to be consistent with the

Table XIll. Several methods of extracting the final top quark For our final result, we use the nine-point quadratic fit.
mass are tabylzalted. The Iabe(ljs qmidznd bqube de—h This choice is motivated by a desire to use a simple func-
note, .respect!ve _yN—pomt guadratic and cubic fits to t € tional form; furthermore, it will be seen in the next section
negative log likelihood values. The reported central value igpat among the polynomial fits considered, it gives the slope

the minimum of the fit curve, and the uncertainty indicated isgjosest to unity when one plots extracted mass versus Monte
the width of the curve where it has risen by 0.5 from thecarlo input mass. The resulting mass is then

minimum. For the “avg” fits, the central value is the mean 174.0+5.6 GeVt2 for the LB binning, and 171.3
of the likelihood curve(calculated using trapezoidal-rule in- +6.0 GeVk? for NN. These fit results are exhibited in Figs.
tegration, and the reported uncertainty on the mass is the7-30.

symmetric interval around the mean containing 68% of the Figure 28 summarizes our results. Note in this figure that
likelihood. Table XIII also shows the result for the “NN2” —In L tends to flatten out away from the minimum. Due to

TABLE XIll. Results of fits to the candidate sample, showing the top quark mmassd the number of
signal and background eventg andn,,. The labels “quadl” and “cubN” denote N-point quadratic and
cubic fits, while “avg” denotes the mean value of the posterior mass probability distributiom L., is
the minimum—In L point; XSon is for the polynomial fit to the likelihood points.

m

Binning —In Linin Method (Ge\;/cz) Ng Ny Xboly

LB 23.1 quad9 174.0 28 23.8"%3 53.2" 3%’ 4.7
quad1l 174.3 72 23.8'83 53.273%2 29.7
cub9 173.7°21 23.8"%3 53.2" 3%’ 4.5
cub11 172.4 %% 23.8"%3 53.2°3%7 14.7
avg 175.4° 17 23.7°83 53.3" 324

NN 74.5 quad9 171.3°89 28.8"51 48.2' 344 8.4
quadil 17081 29.1°82 47.9° 115 9.9
cub9 173.7°3] 28.0'34 49.0°154 3.9
cubll 1725232 28.332 48.7°3%° 6.3
avg 170.7°87 29.2°84 47.83%°

NN2 29.8 quad9 172.0°22 28.4°3% 48.6" 353 5.7
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FIG. 27. Fitted mass for all events which pass the precuts andvhich we investigated is

the x2 cut. Filled circles are a mixture at signal and background F(x)=—In[P;+P,g(x—Ps,Pg)
and open triangles are the background only, both averaged between
the results of the LB and NN analyses. + P30(Xx—Pg,2Pg) (7.9

+P49(x—P7,4Pg)],
this, we limit the polynomial fit to the central region, where
—In L is most nearly quadratic. This flattening is related to
the fact that we do not impose an external constraint on th
number of signal or background events in the likelihood fit.

whereg is the Gaussian form(x, o) = exp(— (x/0)?/2). We
Betermine the parametelPs —Pg by fitting this function(us-
ing MINUIT) to the likelihood points over the entire range of
110-230 GeWd?; the results are plotted in Fig. 28. If we

28 80 A y extract from these curves the positions of the minima, the
g 7 ’ results are 17382 GeV/c? for LB and 172.4 53 GeV/c?
= 78 for NN (taking the uncertainty from where the curve rises by
=26
b 25 0.5). From this, we conclude that the procedure of fitting a
go 76 quadratic in the central region does not seriously underesti-
< 2 mate the width. In addition, in Monte Carlo studi€€x) did
23 not perform better on average than the simple quadratic fit;
' ' ' ' thus, we do not us&(x) for the final mass extraction
160 180 200 160 180 200 ' . o L )
T 2 We have explored some additional variations in the defi-
Tue mass (GeV/c")

nition of the likelihood function. The algorithm efmcMmLL
[33] starts with the same likelihood as E@.6), but elimi-
nates the nuisance parametefsand af’ using a maximum
likelihood estimate rather than integration. To be able to

(c) Pass LB cut

Events/10 GeV/c2
o
|
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FIG. 28. Summary of the mass fit results, showing the negative 29 apg oo 2 7 . [[OoO0000DDOD os s as

log likelihood for (a) the LB and(b) the NN analyses. The solid oL 908 0 0 o -LoH0o000000e0e cee -
curve is a quadratic fit to the nine points around the minimum; the 100 200 100 200

dashed curve is from fitting E¢(7.9) to all points in the range Fitted mass (GeV/c?)

110-230 GeWé?. (c) Results of the LB fit for events passing the

LB selection. The histogram is data, filled circles are a mixture of  F|G. 30. Results of NN fit(a) Data, (b) m,=172 GeVt? tt
m,=175 GeV£k? tt signal and background, normalized using the signal plus background, normalized using the results of the NN fit.
results of the LB fit, and open triangles are background only. Box areas are proportional to the histogram contents.

052001-22



DIRECT MEASUREMENT OF THE TOP QUARK MASS B. .. PHYSICAL REVIEW D 58 052001

compare likelihoods from different Monte Carlo samples,XIX. (These and all subsequent results use the “quad9” pre-
though, we modify the likelihood following the prescription scription) Plots of the mass distributions from these en-

of Ref.[10]: sembles are shown in Fig. 31. Also shown are the distribu-
L tions of the pull quantity
L,= . (7.10 I m;(measureg— m,(true) 21
IT a(N; Npa(as AN a(A? A pull= o(my) S

. . ] If the uncertainties produced by the mass extraction proce-
The results of this procedure are given in Table XIV. Alter- gyre are correct, these distributions should have unit width,
natively, we can eliminatens and n, by integrating over s js indeed observed. In addition, 70% of the drror in-
them, rather than by using a maximum likelihood estimatetaryals from the LB ensemble include 175 Ge¥/and 69%

The results of this are also given in Table XIV. These varia-yf those from the NN ensemble include 172 Gex//as ex-
tions do not have a large effect on the final result. pected.

To further test the stability of these results, we repeat the  The minimum=In L value for the LB fit was 23.1 for the
fits using sample§ In Wh'_Ch one candidate event is removegyy fit, it was 74.5.(A smaller value of-In L corresponds to
for a total of 77 distinct fits. For the LB case, the rms of they petter fit to the expected distributiondhis quantity is

resulting distribution of fits was 0.3 Ged; the smallest plotted for the LB and NN ensembles in Fig. 32.-Aln L

result seen was 173.0 Gedf| and the largest v%\;as value larger than that of the data is seen in about 7% of LB
174.7 GeVL®. For the NN case, the rms was 0.5 GeV/  gyperiments and in about 28% of NN experiments.

the smallest result was 170.1 Ge¥/ and the largest was One can also look at the distribution of statistical uncer-

2 . . .
172.5 GeVt*. To summarize the main resultszof this sec- tainties from ensemble tests. For the data, the statistical un-
tion, the LB analysis yielde=174.0-5.6 GeVk®, and the  certainty is 5.6 GeW? for the LB analysis, and 6.0 Gev?

. . = 2 . . .
NN analysis yieldsn=171.3-6.0 GeVk®. for the NN analysis. Plots of the statistical uncertainty for the
ensemble fits are shown in Fig. 33. An uncertainty smaller
F. Tests with Monte Carlo samples than that for the data is seen in about 6% of the LB experi-

ents and in about 25% of the NN experiments. The corre-

to ensembles of Monte Carlo experiments of known compo-ation between the mass and the uncertainty for the LB en-

sition. The size of the experiments is fixed; the number ofemble is exhibited in Fig. 34. This shows that experiments

background events in each is chosen from a binomial distri\-"’ith a small uncertainty typically yield masses closer to the

bution with a fixed mean. tru?t \_/al_u(ta. ting t ine th bl Its for that
For the first set of tests, the ensembles consist of 1000 b 'St mferes Ing otexarr:nne the entserr: de rte?'ut.s lor a
experiments with a composition ¢h)=26 and(n,)=52, subset of experiments where the extracted statistical uncer-

for an experiment size dfi =78 events with a 1:2 signal-to- tainty is similar to that actually obtained. We define this

background ratio. Results for the LB and NN analyses ariaccurate subset” as follows. First, find the relative uncer-

We test the mass extraction procedure by performing fit

shown in Tables XV and XVI. For these tests, the tabulate ainty (.U(mt)/mt) for the result. For LB, this is 0.0322; for .
mean value is from a Gaussian fit to the extracted mass di NN, it is 0.0350. Then convert these numbers to a percentile

tribution, and the width is the symmetric interval around theg]4tg§ rfelalt_l\ée ur&cilrlilamty d|s:r |bl|Jt|o|r:1. These are %IO and
mean which contains 68% of the entri€g/e estimate the -J70 Tor an , FeSpectively. -or any ensemble, we

statistical uncertainties on these means and widths to be itrli‘en _defme_ th_e accurate subse; by looking at Its relative un-
the range 0.5—-1.0 Gew?.) Note that the 9-point quadratic certainty distribution and selecting those experiments which

DY 0 ;
fit gives the slope closest to unity. Some results for en-IIe within a range of5% around the above percentiles.

sembles containing signal only are given in Tables XVII andThls IS |Iluostrated in Figs. 34 and 35. T.h's procedgre Fhus
XVIIL. selects 10% of the total sampl@he relative uncertainty is

&sed because the statistical uncertainty tends to increase
ngghtIy with increasing mass; therefore, cutting on relative
rather than absolute uncertainty results in a less biased sub-
sample)

There is an additional complication which arises when a
8ut is made on the statistical uncertainty. The spacing of the

There are several competing factors which contribute t
the mass dependence of the width of the ensemble mass d
tributions o(m;) observed in Tables XV and XVI. Asy,
increases, the widths of thmy, distributions slowly increase.
From this one would expect the(m,) to increase with in-
creasing top quark mass. However, we rely on the differenc
between the signal and backgroung, distributions to set
the background normalization. This difference is smallest for
m, around 140—150 Gef; thus, one would expect(m,)

TABLE XIV. Additional fit results.

to be larger in that regio_n. Fir_wally_, the _spacing of t_he genery aihod Binning —In Ly, (Ger{]/t/CZ) ng N

ated Monte Carlo points is finer in the region near

170 GeVk?; the available statistics are also larger there.rmcmLL LB 227 174138 236%5 53.4°°%°

This permits a more accurate determination of the top quark NN 731 172.0°31 34.0°17; 4263%°

mass in that region, leading to a smaltefm;). Integration LB 17.2 174578 24981 5427120
Next, we try ensembles with compositions that match the NN 685 169.8 75 30.6'%7, 48517

results of the likelihood fit. The results are given in Table
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TABLE XV. Ensemble tests for the LB analysis with 1:2 signal-to-background, showing means and 68%
widths. “Slope” is from a linear fit to the means.

Input quad9 quadill cub9 cubll
Mass Mean Width Mean Width Mean Width mean width
(GeVvic?) (GeVic?) (GeVic?) (GeVic?) (GeVvic?)

150 150.4 10.7 150.8 11.1 151.5 10.3 151.9 10.9
155 155.2 9.1 155.3 9.8 155.3 9.0 156.5 8.4
160 160.7 9.2 160.9 9.1 160.9 9.3 161.4 8.3
162 162.6 8.5 162.8 8.5 162.8 9.0 162.9 8.3
165 165.1 9.0 165.3 9.0 165.2 8.7 165.3 8.7
168 168.2 9.3 168.3 9.3 168.1 9.0 168.1 9.0
170 168.9 7.6 169.0 7.7 169.2 7.2 169.1 7.4
172 172.2 7.4 172.2 7.8 172.0 7.4 172.1 7.5
175 174.9 8.4 174.9 8.5 174.9 8.4 174.7 8.3
178 177.6 8.5 1775 8.5 177.4 8.0 177.2 8.0
180 179.7 8.7 179.6 8.6 179.4 8.2 179.2 8.1
182 181.8 8.1 182.1 8.2 181.3 7.8 181.1 7.5
185 183.9 8.9 183.9 9.1 183.3 8.2 183.2 8.1
190 190.5 9.7 191.1 10.0 189.0 9.0 189.0 8.9
Slope 0.98 0.98 0.94 0.91

generated mass points is finer around=175 GeVt?. This  we changed the procedure slightly, adding Monte Carlo
permits a more accurate determination of the top quark maggoints at intervals of 2.5 Ge¢? between 130 and

in that range. However, this implies that if a small uncer-160 GeVt? and also between 185 and 210 Ge¥/These
tainty is required, the masses of the selected events will badditional mass points were constructed by interpolating be-
biased towards the region with finer spaciriblote, how- tween the existing MC histograms on either side. The results
ever, that as long as a cut on the uncertainty is not made, thef these fits with the accurate subset cuts are shown in Fig.
uneven MC spacing does not bias the mass. Studies of @6. The widths are 4.6 Ge¥# and 6.0 GeV¢? for LB and
even but coarser MC spacing show that adding extra pointSIN, respectively. This is a further indication that the uncer-
reduces the statistical uncertainty in the region where théainty estimates from the likelihood fit are reliable.

extra points are added, but does not, on average, shift the The results of the LB and NN analyses can be compared
extracted mass distributioriThus, for the accurate subset fits experiment-by-experiment, provided that the ensemble defi-

TABLE XVI. Same as Table XV for the NN analysis.

Input quad9 quadll cub9 cubll
Mass Mean Width Mean Width Mean Width Mean Width
(GeV/c?) (GeV/c?) (GeVic?) (GeVic?) (GeV/c?)

150 149.0 9.8 150.1 10.8 150.0 8.9 150.8 9.9
155 154.6 9.6 154.6 10.0 155.1 8.6 155.5 8.2
160 159.6 9.5 159.8 9.7 159.6 9.4 160.1 8.7
162 161.8 9.2 162.1 9.0 161.9 9.1 162.3 8.3
165 163.9 9.2 164.4 9.4 163.7 9.2 164.0 8.6
168 167.2 9.7 167.6 10.0 166.9 9.8 167.0 9.8
170 168.3 8.8 168.3 8.2 168.4 8.0 168.3 8.0
172 171.6 8.8 171.5 8.3 171.7 8.4 171.7 8.3
175 174.6 9.3 174.6 9.1 174.5 9.0 174.3 9.0
178 176.6 8.7 176.6 8.8 176.6 8.6 176.6 84
180 179.0 9.0 178.9 8.9 178.6 8.7 179.0 8.5
182 181.1 8.9 180.9 9.0 180.8 8.4 180.9 7.8
185 183.0 8.9 182.8 9.1 182.8 8.6 182.5 8.4
190 189.0 9.1 189.0 9.8 188.4 8.5 188.2 8.1
Slope 0.98 0.96 0.95 0.93

052001-24



DIRECT MEASUREMENT OF THE TOP QUARK MASS B. ..

PHYSICAL REVIEW D 58 052001

TABLE XVII. Ensemble tests for the LB analysis with,=26 events aneh,=0.

Input quad9 quadll cub9 cubl1
Mass Mean Width Mean Width Mean Width Mean Width
(GeVvic?) (GeVic?) (GeVic?) (GeVvic?) (GeVic?)

168 168.3 6.7 168.2 6.7 168.4 6.3 168.2 6.5
170 168.9 5.9 168.9 6.2 169.1 5.7 168.9 5.8
172 172.2 6.2 172.2 6.0 172.1 5.9 172.1 5.9
175 175.6 6.6 175.7 6.8 175.5 6.2 175.5 6.4

nitions are the same. We use the same ensemble definition as(v) Find the mean of this distributiom. is then calculated

for the first set of testsN=78 events and a 1:2 signal-to-
background ratip with m,=175 GeVk2. The results for

by dividing this mean byr| goyy-
The results are tabulated for the full sample and for the

10 000 experiments are given in Table XX. It is seen that.tB and NN accurate subsets in Table XXI. This is done
given the observed statistical uncertainties, a difference baising the samen,=175 GeVkt? ensembles as for the previ-
tween the two analyses of the magnitude seen is expecteslis comparisons. They do not depend stronglyKowithin

~20% of the time.

reasonable ranges. To get a single number, we average the

It is also interesting to look at the correlation between thek =5 results for the two accurate subset results, giving 0.88.
LB and NN measurements. This can be defined using th&his appears to be a reasonable representation of the accurate

ensemble mass distributions o 5 and myy as

((mg—(myg)) (Myn— (M)

O BONN

(7.12

subset number@vithin a few percentfor K=2. Propagating
statistical uncertainties through this calculation gives
=0.88+0.04. In summary, these ensemble tests show that
the masses and uncertainties obtained from the likelihood fit
are reliable, and that our observed data set is not particularly

This is appropriate for Gaussian distributions; however, outinlikely.
distributions typically have a small number of non-Gaussian

outliers. To explore the sensitivity of this quantity to these

outliers, the following procedure is used.

(i) For the cuts of interest, ploh, g andmyy . Record the
means and rms widths of these distributiodmg), o5,
(M), o) -

(ii) Reject experiments which are more thaer from the
mean. Specifically, make the additional cut that

Img—(myg)| <Ko

and

(7.13
|myn— (M) [ <Koy -

(iii) Replot m g and myy with this additional cut, and
record the new means and rms widtie(g)’, g, (Mnn) '
oNN)-

(iv) Plot (with all cutg the distribution of

(mg—(mg)") - (Myy—(Mnn)")-

(7.19

G. Systematic uncertainties
1. Energy scale uncertainties

The first major component of the systematic uncertainty is
that from the jet energy scale. What is relevant here is the
uncertainty in the relative scale between the data and MC,
rather than in the absolute scale. This was estimated to be
+(2.5%+0.5 GeV) for each jetsee Sec. IV.

We propagate this per-jet uncertainty to the final mass
measurement by performing ensemble tests with all the jets
in the events comprising the ensemble scaled up or down by
the per-jet uncertainty. For these tests, we used large experi-
ment sizes, withN=1000. The results are given in Table
XXII and give an uncertainty of about 4 GeV/c?. Compar-
ing this with the shifts in themg, distributions seen after
scaling the jetqFig. 20, we estimate the ratio between a
shift in the final extracted mass and a shifinig, to be about
1.1,

The systematic uncertainty in the electromagnetic energy
scale is much smaller than that of the jets, and can be ne-

TABLE XVIII. Same as Table XVII for the NN analysis.

Input quad9 quadill cub9 cubll
Mass Mean Width Mean Width Mean Width Mean Width
(GeVvic?) (GeVic?) (GeVic?) (GeVic?) (GeVic?)

168 167.7 6.3 168.1 6.8 168.0 5.8 167.9 6.4
170 168.9 6.1 169.0 6.0 169.0 5.6 168.8 5.7
172 172.0 6.1 172.3 6.2 172.0 55 172.0 5.9
175 175.6 6.5 175.6 6.7 175.2 6.0 175.3 6.4
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TABLE XIX. Results of mass fits to ensembles of Monte Carlo 2) LB b NN
: A 600 -4 @ | )
events. The ensembles consisted of 10000 experiments of 77 &
events each, with the compositions indicated below. £ 100 |
=
Input 5 | i
Mass Mean Width 5“ 200
(Gevic?)  (ng (n,) (GeVic?) (GeVic?) 0 L | | |
LB 175 23.8 532 175.0 8.7 10 20 60 70 80
NN 172 28.8 48.2 171.6 8.0 min -InL

FIG. 32. Minimum —In L distributions from the LB and NN
ensembles. The arrows show the values corresponding to the data
glected. The systematic uncertainty of the muon momenturfits.

measurement is estimated to be 2.5%. The effect of this un-

certainty is found to be negligible relative to the jet scale (i) Xx= Number of jets injy, .. .j4 which do not come
uncertainty. from ab quark or theW boson(i.e., jets which are likely to
be due to ISR

(i) y=N;—4= Number of extra jets of any kind in the
event (N;= number of jets with Ey>15GeV and
The next component of the systematic uncertainty is thatn|<2.0).
due to uncertainties in how well the underlying Monte Carlo (iii) z= Number of non-ISR jets if, . . . j, which have
event generators model reality. We separate this into signdhe same parent as a higher jet (i.e., the number of extra
and background components. Of particular concern is thgets due to FSR among the top four
modeling of QCD radiation by thet signal Monte Carlo. We take a HERWIG Monte Carlo sample (with
To estimate the uncertainty due to tHerwiG generator, M=170 GeVk?) and bin it using these variables into a
we characterizeiERWIG events using variables which are three-dimensional histogram with rangesR,y,z<2 (27
sensitive to the amount of initial- and final-state radiationbins). For each binX,y,z), we plot the fitted masses for all
(ISR and FSRin each event. To do this, we match the €vents in that bin, fit them to a Gaussian to form
direction of reconstructed jets witherwiG partons and use {Mrit)(X,Y,2), and then fit the resulting values to the empiri-
the Monte Carlo parentage information to identify the jetscal function
which come from thé quarks and the hadronically decaying G(X,Y,2)=mg+ux+vmax0y—x—z)+wz, (7.19
W boson. We consider the four jets with higheBt

2. Generator dependences

j1, - . .4 and define the variables: for fit parametersmy, u, v, andw. Here, u describes the
dependence dfmg) on ISR andv andw describe its depen-
"2 1500 {(@) LB m, - 175 GeV/Z |  (b) NN m, = 172 Gev/c? dence on FSR. In particular, theterm descrlpes the. depen-
> o ] o ] dence of the mass on the number of extra jets which cannot
[ Width: 8.7 Mean: 175.0| | Width: 8.0 Mean: 171.6 . . . ; .
g 1000 — | be attributed to either an ISR or FSR jet displacing another
g jet out of the top four. Additional loviE jets affect the mass
g only if they are FSR; thus we groupwith w. We compute
£ 500 A - : - e thic
5 a population-weighted average @fover all bins; this is seen
5* to agree well with{mg;) from the entire sample. Finally, we
' ' recalculate this average wii® u (ISR) increased by 50%
100 200 100 200 and (b) v andw (FSR increased together by 50%. This
Mass (GeV/c) gives excursions of 0.69 and 1.74 Ge¥/ respectively.
© LB Width: 0.99] [(d) NN Widih: 1.01 Adding these in quadrature yields an uncertainty of
ol 800 | =
S ~
£ 600 - %1000 _ @ LB = (b) NN
£ 400 - - © 800 y
! ‘ < 600 -
B 200 - E)
g 400 .
T £
5 0 5.5 0 5 g 2007 7
Pull ﬁ 0 T T

0 10 0 10

FIG. 31. Mass and pull distributions for 10 000 MC experiment Statistical error (GeV/c?)

ensembles with compositions matching the fit results. The dashed
curves are Gaussian fits. For the mass distributions, the width is the FIG. 33. Statistical uncertainty distributions from the LB and

symmetric interval containing 68% of the entries; for the pull dis- NN ensembles. The arrows show the values corresponding to the
tributions, it is from the Gaussian fit. data fits.
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25 NQ
> 80 {@ LB m, - 175 GeV/c’ | {(b) NN m, = 172 GeV/c?
O Mean: 175.3 Mean: 172.0
o _ 12 60 7 width: 4.6 | Width: 6.0
204 -0 S 40 - i 4
g
) £ 20+ .
w
\%’ 157 E - T Al T T
5 140 160 180 140 160 180
E Mass (GeV/cZ)
g
2 10 4 FIG. 36. Mass distributions for accurate subsets of ensembles.
§ The dashed curves are Gaussian fits.
s | them using the MC histograms derived frefBRWIG. These
are compared to ensembles BERWIG events in Table
XXIll. Taking the six differences in the region 160-180
GeV/c? gives a mean of—0.17 GeVt? and a rms of
0 T T T T 0.8 GeVK?2.
140 160 180 200 We also vary the QCD coupling strength parameter,
Mass (GeV/cZ)

Aqcp, of the HERWIG tt Monte Carlo. The default value of

FIG. 34. Scatter plot of masses and statistical uncertainties fronﬁh's_ parameter IHERWIG 5.7 is 0.18 _GeV; the current ex-_
the LB ensemble. The dashed lines of constant relative uncertainfg€fimental value from the Particle Data Group is
delimit the “accurate subset{see text 0.21°3%3 GeV [3]. Accordingly, we generate additional
Monte Carlo with Aqcp set to 0.15, 0.21, and 0.25 GeV,
CIWith m,=170 and 175 Ge\? [34]. We then construct en-
sembles from these samples and process them using the stan-
dard analysis. The results are given in Table XXIV. The size
of the resulting deviations is on the order of 1 Ge¥/they

gppear to be dominated by Monte Carlo statistics.

1.9 GeVk?. [Monte Carlo studies of ensembles constructe
of events from individual X,y,z) bins confirm that, for these
variations, the mass resulting from the likelihood fit approxi-
mately tracks(mg;).]

We have performed several additional cross checks t i . .
verify that this is a reasonable estimate of the signal genera- We can make.ano_ther comparison by using a version of
tor uncertainty. The first is simply to compare these results t6/ERWIG .5'8 n Wh'C.h final-state radiatiofFSR) in top quark
those from a different event generator, in this CaSeET. decays is substantially suppressed. We compare results from

ensembles made from this version to those freErRWIG 5.8
We constructed ensembles fraBrJET events and analyzed ~. . )
y with normal radiation. The results are shown in Table XXV.

Averaging over LB and NN, this is seen to give an excursion
of about 2.15 GeW?. Note that themg, distribution with

500 () LB FSR suppressed is significantly narrower on the low mass
400 side than distributions with normal radiation. This difference
300 4 in shape is why the relation between meansmyf and en-

semble results is different here than described above.
200 The results of these cross checks confirm that our estimate
100 for the systematic uncertainty due to the signal generator of
1.9 GeVk? is reasonable.

We have looked at the effects of varying the parton dis-

Experiments/0.0015
=)

tribution functions, and found them to be negligible. This is
600 | \L (b) NN
TABLE XX. Comparisons of LB and NN ensembles for
m=175 GeVk? and a 1:2 signal-to-background ratio. The first
400 line is the mean difference between the results; the second and third
lines give the fraction of experiments for which the difference ex-
200 ceeds the observed difference of 2.7 GeV//(Numbers are in
GeV/c?)
0 T T T T |
0 0.025 005 0075 01 0125 Full LB NN
Relative error ensemble acc. subset acc. subset
FIG. 35. Relative uncertainfyo(m,)/m,] distributions from the  (LB—NN) 0.78+0.05  0.34°0.06  0.51-0.09
LB and NN ensembles. The arrows show the value correspondingLB—NN)>2.7 29% 11% 18%
to the data fits, and the hatched regions show the definitions of thg B — NN|>2.7 45% 16% 28%

accurate subsets.

052001-27



B. ABBOTT et al. PHYSICAL REVIEW D 58 052001

TABLE XXI. Values of correlation parameter. TABLE XXIIl. Ensemble means for determining the difference
betweenisaJET and HERWIG. (All numbers in GeV£2.) Each en-
Full LB NN semble consisted dfi=1000 event experiments with a 1:2 signal-
K Sample acc. subset acc. subset to-background ratio.
100 0.62 0.89 0.77 LB NN
5 0.65 0.89 0.88 m HERWIG  ISAJET  Diff HERWIG  ISAJET  Diff
4 0.67 0.89 0.89
3 0.70 0.89 0.89 150 150.5 151.7 -1.2 149.4 1504 -1.0
2 0.77 0.87 0.88 160 161.0 160.9 0.1 159.8 159.4 0.4
1 0.75 0.67 0.78 170 169.3 170.8 —-1.5 168.3 169.0 -0.7

180 180.1 180.1 0.0 179.6 178.9 0.7
190 190.2 190.1 0.1 189.0 188.8 0.2
201.9 200.9 1.0 200.5 197.6 2.9

to be expected, since the dominant top quark production proz-00

cess at the Tevatron qﬂatt_and the proton structure func-
tions for valence quarks are well known in the parton mo-
mentum fraction region which is important for top quark 3. Noise and multiple interactions
production. Using the Martin-Roberts-Stirling AMRSA") . )
[35] structure functions instead of CTEQ3M produced a At the luminosities at which most of our data were col-
change of fitted masses 6f0.1 GeVk?. lected, it is likely that during a single beam crossing, there
We also study the effects of varying tiwecsos back-  Will be multiple pp inelastic interactiongMl). (This is ex-
ground model. Besides the sample used for the mass megected about 2/3 of the timewhile these extra interactions
surementwhich uses @Q? scale of{ p¥")? andHERWIG frag- ~ rarely give rise to additional highy objects, they do deposit
mentatio, we have samples with @2 scale ofM2, and @ small amount of additional energy over the entire calorim-
with ISAJET fragmentation. Results from ensembles madefter affecting the jet energy calibration. Additional noise in
from these samples are shown in Table XX\The en- the calorimeter is produced by the radioactive decay of the
semble compositions were the same as for the jet energyf@nium absorber. The Monte Carlo samples used for this
scale test$.The largest difference seen is about 2.5 G&V/ analysis do not include these effects. To estimate them, we
using theM\zN scale withHERWIG fragmentation. generate a small number of additional Monte Carlo events
A concern is that the systematic uncertainty assigned hepghich include noise, and which are overlaid with one or two

to VECBOS may not adequately reflect the level of agreemenfahdditional inlteraction_s. The _r|1_1eba|1nsxt>)(fvutlr||\g[;istri(§)utiorr1]folr .
betweenveceosand data forp"V in the forward regior(Fig. ~ [N€S€ samples are given in Table - Based on the fumi-

3). To check this, we reweight theecgos events using a nosity profile of the collected data, we estimate that in order
smooth function c;an (a Gaussianchosen to optimize the to repr_esent the data, these sam_ples should be combined in
agreement between the simulation and the data. When e ratio 0.31:0.33:0.36. The weighted average of the three

redo the mass extraction with this reweighted backgroundf‘eans IS 'Fhen 17.0150'6 G‘?V/CZ; the shlftzfrom t_he Zero
the top quark mass shifts by only 0.4—0.5 Ge¥//a value additional interaction case is ®D.7 GeVk-. Sca_lmg this
much smaller than the uncertainty we attributevecsos by the factor 1.1 for the.ratlo between a shn‘t in final ex-
This uncertainty can therefore be neglected. tracted mass and a shift mg, (Sec. VII G 1 gives an esti-
We also do the fits with the fraction of QCD multijets Mmated shift dzue to noise and multiple interactions of
contributing to the background histogram [(28)%] varied 1.3+0.8 Ge\//c . Since this effect is relatlve.ly poorly
within its uncertainty. The changes to the final extractedkNoWn and is small compared to other uncertainty sources,

mass are<0.2 GeVk?, well below the assigned uncertainty. we do not attempt to correct the result f_or this effect, but
instead include it as a systematic uncertainty.

TABLE XXII. Ensemble means for determining the uncertainty

due to jet energy scale. Each experiment consistetN©fL000 o i
events; the signal-to-background ratios are the same as in Table We assess the effect of Monte Carlo statistics on the final

4. Monte Carlo statistics

XIX. result by performing the fit to the data many times, each time
smearing the MC histograms used to calculate the likelihood

LB NN according to Poisson statistics. This is done separately for

Input mass 175.0 GeVt? 172.0 GeVt? signal and background. The 68% widths of the resulting

Input (ng) 309.1 events 374.0 events mass distributions are given in Table XXVIII.

—2.5%—-0.5 170.9 GeVe? 167.6 GeVt? . .

Nominal 175.4 Ge? 171.3 GeVe2 5. Systematic uncertainty summary

+2.5%+0.5 179.4 GeVeé? 175.2 GeVt2 Table XXIX gives a summary of the systematic uncertain-

Symmetric ties. In addition to the uncertainties already discussed, the

Uncertainty 4.2 GeWw? 3.8 GeVkE2 mean difference of 0.8 Ge¥? between the LB and NN en-

semble results from Table XX has been added as a system-
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TABLE XXIV. Ensemble tests withAocp varied. Ensembles consisted of experiments Witk 1000 events and a 1:2 signal-to-
background ratio.

Agco (mg) (GeVic?) LB (GeV/c?) NN (GeV/c?)

(GeV) m,=170 GeVk? m,=175GeVk? m=170GeVE? m=175GeVL? m=170GeVt?® m=175 GeVL?
0.15 171.0 173.5 170.5 175.2 169.5 174.8
0.18 168.8 173.1 169.2 175.3 168.3 174.5
0.21 170.8 173.6 170.2 174.5 169.5 173.3
0.25 168.7 173.2 168.3 175.7 167.2 175.0

atic uncertainty, and an additional uncertainty of 1 Ge&// rises by one unit from the minimuniMonte Carlo studies of
has been added to cover possible small biases in the likelthis combination give a width of the pull distribution of 1.11
hood fitting methodthis is approximately the rms spread of for the full sample, but 0.76 for the LB accurate subset and
the different polynomial fits in Table XIJI Note that these 0.97 for the NN accurate subset.Inserting mg

two components are of the same order as the estimated um-174.0 GeV£?, o g=5.6 GeVk?, myy=171.3 GeVt?,
certainty due to Monte Carlo statistics, and that these smatryn= 6.0 GeVk?, and p=0.88 (for the accurate subsgts
biases are probably due in large part to statistical fluctuationgives
in the Monte Carlo histograms. Nevertheless, we retain these

— 2
as separate components of the systematic uncertainty in lieu M=173.3£5.6 GeVL®. (7.19
of exploring this further with still larger Monte Carlo ) o
samples. The systematic uncertainties of the two methods are aver-
The total systematic uncertainties here are slightly smallefged, giving a final result of
than those reported in Rdf5]. The signal generator uncer- m,=173.3-5.6(stah + 5.5(sysh GeVic?. (7.18

tainty was 3.3 GeW?, taken from the difference between
HERWIG and an older version a6AJET, and the LB/NN dif-
ference was 1.35 GeV?, taken from half the difference of VIIl. PSEUDOLIKELIHOOD ANALYSIS
the fit results. )
A. Introduction

H. Summary The pseudolikelihoodPL) analysis is an alternate method
of extracting the top quark mass, with several important dif-
ferences from the analyses of the previous section. It thus
serves as a nearly independent check of the previous result.
In this analysis, we kinematically fit candidate events at a
series of fixed top quark masses; (3C fit9 over the range
100—250 GeV/& These fits are done using a different kine-
5 matic fitting program(sQuaw [28]) than was used in the
X (M)=—— (1-p?) previous section. In addition, when looping over jet permu-
TLBINNLETP tations, we allow the assignment of jets beyond the fo(irth
X[ ofin(M—mgg)? which case at least one of the top four jets is treated a$. ISR

At eachmg, we choose the jet permutation yielding the

For the final mass result, we combine the results of thes
two analyses, taking into account their correlatjprdeter-
mined earlier. Lem, g and myy be the two results and g
and oy be their uncertainties. Then we form & as a
function of the combined masd:

—2pogonn(M —mig) (M —myy)
+olg(M—myy)?]. (7.16 TABLE XXVI. Ensemble means for determiningcsosdiffer-

ences. Samples were generated witleasos Q? scale of botH\/I\zN

- Sa :
The combined result and its uncertainty is then defined b"d(PT)*, and using boterRwic (HW) andisasET (IS) for frag-

the minimum of this curve and the points where the CurVementation. Each experiment consisted Mf=1000 events; the
signal-to-background ratios are the same as in Table XIX.

TABLE XXV. Comparison of ensembles constructed usheg-

wiG 5.8 both with and without FSR suppressed. The ensembles LB ? NN )
consist ofN=77 event experiments. For the LB cag¢p,)=23.8, NPut mass 175.0 Gev 172.0 GeVE
and for NN, (n¢)=28.8. For both casesy =170 GeVt>. Input {ng) 309.1 events 374.0 events
() B NN ( pif‘>2, HW 175.4 Gthi 171.3 GeVbz
! My, HW 177.9 GeVEt 173.8 GeVt
vic? Vic? vic? b
(Gevic) (Gevic) (Gevic) (pEY2, 1S 175.0 GeVt? 171.2 GeVt?
FSR suppressed 176.0 172.2 1727 M3, 1S 175.8 GeVt? 171.6 GeV£?
Normal FSR 170.1 170.7 169.9 Max.
Difference 5.9 1.5 2.8 difference 2.5 GeWw? 2.5 GeVk?
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TABLE XXVII. Means of my, distributions oftt Monte Carlo TABLE XXIX. Systematic uncertainty summary.
for multiple interaction uncertainty determinatidiror thee + jets
channelm,=170 GeVkt?.) LB NN Average
(GeVic?) (GeVvic?) (GeV/c?)
{mg) (GeVic?) Weight
Jet energy scale 4.2 3.8 4.0
0 additional interactions 169:30.4 0.31 Generator
1 additional interaction 170:51.3 0.33 tt_signal 1.9 1.9 1.9
2 additional interactions 17161.2 0.36 VECBOS flavors 25 25 25
Noise/MI 1.3 1.3 1.3
smallesty?, and interpret the resulting plot of?/2 versus Monte C?‘”O stat. 06 11 0.85
my;; as defining a top quark mass “pseudolikelihood'for a LB/NN diff 08 08 08
pg;ticular event given by Likelihood fit 1.0 1.0 1.0
Total 5.6 5.4 5.5

L(mg)=e X (m’2 (8.

We then sum this plot over all candidate events, subtract thgne can improve on this nominal backaround by using orop-
expected background contribution, and fit the remainder to a P 9 y 9 prop

guadratic function to extract the top quark mass. This analySertles of the particular sample being analyzed which are sen-

o . : . §itive to the background fraction. One such property is the
sis is performed mainly for signal-enriched subsamples o co e
: . . : average value of one of the top quark discriminaatisher
the entire precut samplge., subsamples passing either theD or D). The background fraction can be calculated as
LB or NN selection. LB NN/ 9

A major motivation for this analysis method is to more BG fraction=(D"—DP)/(DT-D"), (8.2
fully take into account the information from different jet per-
mutations. For example, the fixed-mags plot for one top _
quark candidate is shown in Fig. 37. The information aboutvhereD T is the average value expected forevents,D® is
both minima in this figure is incorporated directly into the that expected for background events, a8 is that of the
PL analysis, but is not used in the LB and NN likelihood sample being analyzed.
analyses. We can do an analogous calculation using #3¢ plot.
There is, however, a complication, due to the fact that the
B. PL method x?/2 plots depend on the top quark mass to a much greater
_ extent than do the likelihood discriminants. Therefore, to get
Some examples of%/2 plots fortt events are shown in a background from this method, we need a rough estimate of
Fig. 38. These are “average?/2” plots: for eachmg,, we  the top quark mass. We find this as follows. For each sample,
average they?/2 over all events in the sample. The figure we construct the average®/2 plot. We compare the plot
shows plots for events generated with battRwiG andisA-  from data to that predicted from MC signal plus background,
JET for top quark masses from 160 to 190 Ge¥/The plots
from ISAJET are slightly wider than those fromerRwIG. We
will also need the background shape to subtract the expected 10
background contribution from the data sample. It is deter-
mined by combining the averagg?/2 plot of the VECBOS
W+ jets sample with that of the QCD multijet sample. These 8 -
plots are shown in Fig. 39. They are broader and have

minima at about 150 Ge\¢f, lower than those fott events
(for m>>160 GeVkt?). The vEcBos sample uses the aver-
age jet transverse momentu@? scale andHERWIG for frag-
mentation, as in the variable-mass analyses.

The next step is to determine the background normaliza- “%
tion. The nominal background fraction in the precut event
sample is found from the cross-section analysis tat#3.

for best fit

TABLE XXVIII. Uncertainties due to Monte Carlo statistics. 27

LB NN
(GeVic?) (GeVic?) 0 T T T T T
100 125 150 175 200 225

Fit mass (GeV/cZ)

Signal 0.49 0.99
Background 0.33 0.57
Total 0.6 1.1 FIG. 37. x? plot for sQuaw fixed-mass fits for event 58203,
4980.
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FIG. 39. Averagey?/2 plots(after LB selection for (a) VECBOS
W+ jets and(b) QCD multijet background samples.

FIG. 38. Averagey?/2 plots (after LB selectioh for HERWIG
(filled circles andisAJET (open trianglestt events.

with the MC top quark mass varied in 10 steps from 140 towheremssis the point at which the plots crosang.,ssis

210 GeVt?. We pick the mass which yields the smallest near 150 GeW? for top quark masses above 160 Gev/)

rms difference with the data. We then estimate the background in the same manner as
An additional complication is that, in general, the averagebefore, using

X212 plots for signal and background will cross at somg.
BG fraction=(C"—CP)/(CT—CB), (8.9

We thus define the variable

>

Mit=>Meross

C= x*(mg)/2—

>

Mfit<<Mcross

XA(mg)/2,

(8.3

whereCT, CB, andCP are the values of from MC signal,

background, and the data sample, respectively.

TABLE XXX. Results of fits to averagg?/2 plots from MC.m,, is the minimum of a quadratic fit to
the points, “width” is the width where the fit curve rises by 0.5, ama},) is the weighted average of they,
values, where the weights aee <2, Entries labeled “jet high” and “jet low” are after scaling jet energies
by +(2.5%+ 0.5 GeV).

Sample HERWIG ISAJET
Mpin Width (M) Mein Width (M)
(GeVic?)  (GeVic?)  (GeVic?)  (GeVic?)  (GeVic?)  (GeVic?)
HERWIG
m,= 150 GeVk? 149.5 16.4 159.5
m,=160 GeVt? 157.7 17.1 165.5 158.9 20.4 165.4
m,=165 GeVt? 161.7 18.4 167.5
m,=170 GeVk? 164.7 18.9 170.0 166.3 22.0 170.6
m=175 GeVk? 169.9 19.6 173.1
Jet high 172.3 19.7 175.3
Jet low 166.5 18.4 171.1
m,=180 GeVt? 173.2 20.5 175.9 172.4 23.9 175.2
m,=190 GeVt? 182.5 21.2 182.3 180.4 25.7 180.4
m,=200 GeVt? 191.3 21.9 188.0 188.7 26.9 185.8
VECBOS
M3, scale 156.4 29.9 166.2 152.8 28.0 164.0
(p'Y2? scale 147.1 245 160.4 142.2 23.1 157.1
QCD (datg 158.0 33.6 169.4
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TABLE XXXI. Ensembles withN=78 and a 1:2 signal-to-background ratio. Entries labeled “jet high”
and “jet low” are after scaling jet energies by (2.5%+ 0.5 GeV). “Slope” is from a linear fit to the
masses. The LB discriminant is used in the background determination for analyses of the precut samples.

Mmin Meorr Width containing
Avg. mass rms Avg. mass rms 68.27% 95.45%
(GeVvic®)  (GeVic®) (GeVic®) (GeVic®) (GeVic?) (GeVic?)

Precut samplesERWIG

m,=165 GeVt? 160.0 8.5 163.2 10.4 8.99 22.13
m=170 GeVk? 163.5 8.4 167.5 10.3 8.85 21.88
m,=175 GeVk? 168.1 8.4 173.1 10.4 9.04 20.98
m,=180 GeVk? 171.8 9.5 177.7 11.7 10.00 22,77

Slope 0.80 0.98

LB subsetHERWIG
m,=150 GeVk? 150.6 7.3 151.7 8.9 7.68 16.84
my=160 GeVt? 158.8 7.4 161.7 9.0 7.82 18.07
my=165 GeVk? 161.6 7.1 165.2 8.7 7.34 17.27
m,=170 GeVk? 165.2 7.0 169.6 8.6 7.51 17.22
m=175 GeVk? 169.6 6.7 175.0 8.2 7.93 16.83

Jet high 172.6 7.5 178.7 9.2 8.22 18.32
Jet low 167.0 8.0 171.7 9.9 8.35 19.73

m,=180 GeVk? 173.3 7.5 179.5 9.2 8.47 18.28
m,=190 GeVk? 182.4 7.7 190.7 9.5 8.61 19.54

Slope 0.78 0.96

LB subset,SAJET
m,=160 GeVk? 158.6 8.9 161.5 10.9 9.23 21.02
m=170 GeVk? 166.0 8.6 170.5 10.6 9.59 21.57
m,=180 GeVk? 173.0 9.2 179.1 11.3 10.38 22.44
m,=190 GeVk? 180.6 10.0 188.5 12.2 11.38 24.93

Slope 0.73 0.90

NN subsetHERWIG
m,=150 GeVk? 149.4 8.3 150.2 10.2 8.55 19.03
m,=160 GeVk? 158.1 8.3 160.8 10.2 8.75 20.21
m,= 165 GeVk? 161.1 8.5 164.6 10.4 8.44 19.87
m=170 GeVk? 164.8 7.8 169.1 9.6 8.41 19.10
m=175 GeVk? 169.5 7.8 174.8 9.6 8.45 20.50
m,=180 GeVt? 173.3 8.5 179.5 10.5 9.53 21.30
m,=190 GeVk? 182.4 8.7 190.6 10.7 9.67 21.78

Slope 0.81 1.00

The background fraction for the full precut sample is For eachm,, we subtract thes?/2 contribution expected
taken to be the average of three values: the nominal valudor the background from the total. This is evaluated over the
the value determined from the top quark discriminants, andange 100-250 Ge¥f with a distance between points
the value from they?/2 plot. They are weighted by the Amg=10 GeV/k?. We then extract the top quark mass and
squared inverses of their uncertainties. uncertainty using a quadratic fit near the minimum of this

When analyzing subsets of the precut sample which padaackground-subtracteg/2 plot. The extracted massy, is
either the LB or the NN selection, we determine the nominafhe value at which the fit function has its minimum, and its
background for the subset by scaling down the backgroungncertainty is the deV|§t[on that corresponds to an increase of
determined from the full precut sample. The subset back0.5 units above the minimum. We try to use as many points
ground fraction is then the weighted average of this nomina®s Possible in the fit provided that the plot remains parabolic
background fraction and the fraction estimated fromyhg  over the fit range. The algorithm used to select the fit range is
plots. The background estimate from the top quark discrimidetermined empirically by fitting the averagé/2 plots for
nants is not used in this case, as the subset selections tendtto Monte Carlo events. WithAmg=10 GeVk?, at least
make the distributions of these discriminants similar for sig-three points below and two points above the minimum are
nal and background. The precut and LB subset backgroungequired; thus, the mass range covered is at least 50 c3eV/
fractions determined from the data are 0.60 and 0.32, respetf-necessary, we add points at the extremes until the value of
tively. X212 exceeds that at the minimum by an amount equal to the
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TABLE XXXII. Results of fits to LB subsets using ensembles witk-26 and no background. Entries
labeled “jet high” and “jet low” are after scaling jet energies by (2.5%+ 0.5 GeV). “Slope” is from a
linear fit to the masses.

Mmin Meorr Width containing
Input mass Avg. mass rms Avg. mass rms 68.27% 95.45%
(GeVvic?) (GeVic?) (GeV/c?) (GeV/c?) (GeVic?) (GeV/c?) (GeV/c?)
150 150.6 5.0 151.6 6.1 5.96 12.07
160 158.6 5.1 161.5 6.2 6.02 12.56
165 161.6 47 165.2 5.8 5.62 12.18
170 165.2 5.0 169.5 6.2 6.15 12.72
175 169.8 5.0 175.2 6.2 6.06 12.51
Jet high 172.6 5.3 178.7 6.5 6.41 13.27
Jet low 166.9 5.5 171.7 6.7 6.40 13.78
180 173.5 5.6 179.8 6.9 6.95 13.89
190 182.7 5.8 191.0 7.1 6.99 14.40
200 191.0 6.6 201.3 8.0 7.88 16.09
Slope 0.81 1.00

number of events in the plot. However, we add points on theesponding NN subsets. The widths for the LB subset are
high side only if they?/2 values change at an increasing rate,smaller because the background for the LB subset is smaller
as expected for a parabola. We also do some fits Witly;  than for the NN subset: a,= 175 GeVkt?, the background
=5 GeV/c? over the range 100-255 Gedf. In that case, fraction for LB is 35%, and for NN, it is 42%. Results will
we use at least five points on each side of the minimum.  therefore be based primarily on LB subset fits. The widths
and shifts from the input mass are plotted in Figs. 40 and 41
C. Results of fits to Monte Carlo events for the LB subset.

Table XXX contains results of fits to averagé/2 plots Figure 42 shows the pull distributioras defined in Eq.
from MC samples. The mass,, (from a quadratic fit near (7-1D]for LB subset fits. We find the uncertainty an,, by
the minimum for tt Monte Carlo is slightly different from dividing the width of the quadratic fit by the slope of the

the MC input mass. It has a roughly linear dependence on th&2ss correctio?. A Gaus_sian fit to the pull distribution for
input top quark mass, with a slope that is only slightly m,=175 GeVk” has a width of 1.51. Therefore, the cor-

smaller than that determined from fits with the correct jet®Cted uncertainties from quadratic fits typically underesti-
assignment. A linear fit to these points gives the followingMate the width of the ensemble mass distribution and need to
prescription for a “corrected” massi: be scaled up by an additional factor of 1._5|§lote t_hat due to '
the effects of background and incorrect jet assignments, this

Meor= (Mmin—27.0 GeVt?)/0.815. (8.5 o : _ = : _
width is not necessarily unity. But fdt events in which the
This relation is used to correct the masses;, obtained best fit corresponds to the correct jet assignment, the width
from fits. of the pull distribution is consistent with uniy.
D. Ensemble studies E. Analysis of data sample

We study the performance of the PL method by forming We analyze_the data for the two subsets defined _by the LB
ensembles of simulated experiments consisting of MC eventdnd NN selectiongsee Sec. VL These subset selections are
which pass the precuts. These experiments coritairi78  about 80% and 65% efficient for thé signal, respectively,
events each, with an average of 26 events from signal and theersus about 30% for background.
balance from background. The results are shown in Table We select the data sample for analysis by requiring that
XXXI. (All use Amg=10 GeVik?.) The typical uncertain- each event have at least one fit wjgi<10. This yields a
ties on the average ensemble masses are about 0.5c&eV/sample of 78 events, 32 of which pass the LB selection, and
so the LB and NN subset masses are consistent. We alst8 of which pass the NN selection, with 27 events in com-
show in Table XXXII results for ensembles of experimentsmon between these two subsetSue to differences in the
consisting of 26 signal events and no background. The agre&inematic fitting, three events in the variable-mass analysis
ment of the corresponding average mass values betwedail the x? cut for 3CsQuAw fits, and four events not in the
Tables XXXI and XXXII indicates that the background sub- variable-mass analysis are included in the PL analyBis-
traction does not produce a mass bias. sults of fits to these samples are given in Table XXXIII.

The widths of them,,, distributions for the subset analy- They are listed fomg; values of both 5 and 10 Gew. A
ses are smaller than those from the entire sample; further, tHeGeV/c? increment gives slightly smaller uncertainties. The
widths for LB subsets are all smaller than those for the corx%/2 plot for the LB subsample is plotted in Fig. 43.
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FIG. 40. 68% widths of ensemble mass distributions for differ- FIG. 41. Same as Fig. 40 for mean ensemble mass deviations.
ent analyses. Squares are for PL fits to the LB subset, circles are for
LB variable-mass fits, and plus symbols are for the NN variable- The differences seen im, i, betweerHERWIG events and
mass fits. Typical2 uncertainties on the plotted values are betweega jeT events are shown in Table XXX. The corresponding
0.5 and 1.0 GeW”. differences inmg,,, vary from — 1.6 to 2.6 GeV¢? over the
rangem,=160—200 GeV¢?, and have a minimum between
The top quark mass from the NN subset is smaller tharL70 and 180 Ge\W?. We then construct ensembles using
that from the LB subset, and has a larger uncertainty. This i$SAJET events and compare these results to those #ram
due to the fact that the events accepted by the NN selectio#!G. This is done in Table XXXI. The resulting difference
but rejected by the LB selection tend to be of lower mass/aries from —0.9 to 2.2 GeV¢* over the range
than those accepted by LB but rejected by NN. These lown=160—190 GeV¢?, so we assign a systematic uncer-
mass events are typically rejected from the LB subsample biinty of 2.2 GeVt? for the signal model. _ _
the Hy,>90 GeV cut. Ensemble studies show that the frac- We estimate the contribution to the systematic uncertainty
tion of simulated experiments having an LB-NN difference due to the choice of theeceos Q” scale and fragmentation
larger than the 8.3 Ge¢f seen in the data is 6%.
If we look at the subset of events selected by both the PL
. ) . 125
and variable-mass analysis, there are 74 events, with 31 Width: 1.51
events passing the LB selection and 32 events passing the
NN selection. Results of fits to these samples are also given
in Table XXXIII. 100

F. Systematic uncertainties

. . . . . . 75
This section gives estimates of the systematic uncertain-

ties for the PL analysis. The uncertainty in the jet energy
scale is* (2.5%+0.5 GeV) per jet(Sec. IV). To estimate

the effect of this onmg,,, we redo the fits for &t MC

sample with all jets scaled up or down by this uncertainty.
The results are given in Table XXX. After applying the slope
correction, this yields an estimate of3.6 GeVk?. Note 25

that this is only valid in the limit of a large number of
events with negligible background. We can also estimate this
uncertainty by constructing ensembles with all the jets in the 0

tt signal sample scaled up or down. The results are given in
Table XXXI; the estimated uncertainty #s3.5 GeVk?. The
same value for this uncertainty would be obtained using the FIG. 42. Pull distribution for LB subset fits to precut ensemble
mass shifts from ensemble studies with no background, asamples withm,=175 GeVE2. The curve is a Gaussian fit to the
given in Table XXXII. region—3 to + 3.

Events/0.2

50

Pull
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TABLE XXXIII. Fits to data samples. (a) Herwig 99.4% (b) Isajet 52.8%
20 -
Amg; Min Meorr BG fractions S 15 g4 °
Cut N (GeVi?) (GeVi?) (GeV?) Precut Subset g o .
g 7 L] 7
LB 32 10.0 171.646 176.28.4 0.60 0.32 - 544 4 44,
LB 32 50 170443 176.0:7.9 0.60 0.32 S .
NN 33 100 164355 168.4-10.1 0.65 0.41 . 6 s . 6 s

Subset common to both PL and variable mass

LB 31 10.0 169.64.6 174385 0.56 0.29

LB 31 5.0 169.84.4 175.28.0 0.56 0.29 FIG. 44. Number of jets in each event wily>15 GeV and

NN 32 10.0 163.654 166.8-9.9 0.60 0.38 |p|<2 for (8 HERWIG (Mm=170GeVk?) and (b) ISAJET
(m,=170 GeVt?). The histogram is data, open triangles are ex-
pected background, and filled circles are expected signal plus back-

method by examining the four different choices listed inground.

Table XXX. One can see that our choice of averagepiet  yinematic fitters used give similar results, so the size of this
scale andHERWIG fragmentation represents an intermediateqffect for the PL analysis should be similar to that from the
case. The resulting uncertainty m; is obtained by con- | B and NN variable-mass analyses. The uncertainty due to
structing ensembles from the differenECBOS parameter \Monte Carlo statistics is assumed to be negligible. The
choices(but still using the favored choice for background | B-NN difference can be calculated from the PL ensemble
calculation and subtraction For ensemble samples with results in Table XXXI. For the 170—180 Ged# mass
m,=175 GeVk? events, the average corrected masses forange, the mean LB-NN difference is 0.23 Ge%/Finally,
the four choices range from 174.5 to 176.4 Ged//for a  the likelihood fit uncertainty contribution can be calculated
maximum difference of 1.9 Ge¢f. from the four LB fit values given in Table XXXIIIl. The rms
Some of the other systematic uncertainty contributionof the four LB corrected mass values is 0.9 Ge¥//Com-
evaluated for the LB and NN analysésee Table XXIX¥  bining in quadrature these uncertainty contributions with
cannot be determined in the same way for the PL analysighose for the energy scale (3.5 GeY), signal generator
The noise and multiple interaction uncertainty is determined2.2 GeV/c? from the maximumHERWIG-ISAJET difference
from the shift in the mean fitted mass for the variable-mass#n the 160-190 Ge\W? mass range and VECBOS flavors
fits, which are not used in the PL analysis. However, the(1.9 Geng) gives a total PL systematic uncertainty of
4.8 GeVk-.

Number of jets

160

G. Summary
140
Pseudolikelihood analysis of the LB subset of the data

120 gives a top quark mass of 1760.9 (stat)

100

80

6 \ 83.4%

120

100

X2/2 sum for best fits

60 —

Events/5 GeV/c2

T T T T
100 150 200 250

Fit mass (GeV/cZ)

FIG. 43. (a) x?/2 plots for the LB subset of the PR sample. Data
are the open squares, filled circles are the prediction for a mixture
of background and 175 GeVf/dop events, and open triangles are 0 20 40 60 30 100 120
the prediction for pure background. The solid line joins the filled M‘T’V (GeV/c)
circles. (b) Background-subtracteg?/2 plot for LB subsets. Data
are the open squares, and filled circles are the prediction for 175 FIG. 45. Transverse mass of the lepton and neutrino. The histo-
GeV/c? top events. The dashed curve is a parabola fit near thgram is data, open triangles are expected background, and filled
minimum. circles are expected signal plus background.
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Events/5 GeV/c

86.5%

FIG. 46. Total transverse momentuw of all objects used in
the mass fi(the highest four jets, the lepton, and th¢). This is a

20 40

k; (GeV/o)

PHYSICAL REVIEW D 58 052001

@ 922% | [ (b) 10.8%

Events/25 GeV/c2

200 400 600 200 400 600
m; (GeV/cZ)

FIG. 48. Invariant mass distribution of thé pair. The histo-
gram is data, open triangles are expected background, and filled
circles are expected signal plus backgrou@.2C fit, (b) 3C fit
with m,=173.3 GeV£?2.

sample is compared to a mixture @f (generated withHER-

wIG with m,=175 GeVk? unless otherwise specifipénd
background models. The distributions are shown for the LB
subsample and are normalized according to the results of the
LB analysis. There are 18.5 signal events and 12.5 back-
ground events expected in this subsample. The error bars
shown on these plots are from signal and background sample

vector sum. The histogram is data, open triangles are expecte%tatistics onIy,.anc_i do not include the correlated error in the
background, and filled circles are expected signal plus backgroun@Verall normalization.

To test the compatibility of our predictions with the data,
we use a Kolmogorov-SmirnaK-S) test[36]. The resulting

+ 4.8 (syst) GeVe?. This is based upon a 14-point qua- probability is indicated on each plot. Note that binning the

dratic fit (with a mass increment of 5 Ged) to the
background-subtracted y?/2

Mg = 140—205 GeVe?.

plot

over the

IX. FURTHER KINEMATIC STUDIES

This section presents distributions of additional kinemati
qguantities derived from the data. In these plots, the dat

range

C

68.4%

6_ -
% 4—++
& ¢
'
2_
pEAy
0

FIG. 47. x? distributions from the 3C fit. The histogram is data

Jf+
¢
b
A
4444’?‘22*X233$
|
5 10 15
Fit)(2

data induces an upwards bias in the K-S probabilities. To
mitigate this effect, all such probabilities for distributions of
continuous variables are calculated using histograms consist-
ing of 10 000 bins.

Figure 44 shows the distribution of the number of jets in
each event in the sample. For comparison, the prediction of
ISAJET is shown as well as that afERwIG. (Note that since
fhe number of jets is unavoidably a discrete variable, the K-S
probabilities are expected to be biased highigure 45
shows the transverse mass of the lepton and neutrino. The
slight rise of the prediction at loun} is due to the QCD
multijet background. Figure 46 shows the total transverse
momentumky (vector sum of all the objects used in the
mass fit.(The full jet corrections are used; however, for this
plot only, all untagged jets are corrected using the light quark
corrections. Note that due to the procedure of using only the
top four jets for the fit, this is not necessarily the actual
transverse momentum of the system k; tends to be some-
what lower, on average

15

(a) 13.8% (b)

49.1%

Entries/15 GeV/c

200 0 100 200
pfr (GeV/c)

(with two overflows, open triangles are expected background, and FIG. 49. Same as Fig. 48 for the transverse momenta of the top
filled circles are expected signal plus background.

quarks(two entries per event
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(a) 9.2% (b) 69.4% 20 — (a) 79.9% | - (b) 70.4%

Entries/0.5
Events/0.2

FIG. 50. Same as Fig. 48 for the pseudorapidities of the top FIG. 52. Same as Fig. 48 for the difference in azimuthal aggle
quarks(two entries per evejt between the two top quarks.

The remaining distributions depend on the results of the — -+ + 2
kinematic fit. For these, we plot the @result corresponding to M=172.1=5.2(stab =4.9(sysh Gevie (10.1
the jet permutation with the smallegt. We also show the
distributions which result if the data and Monte Carlo are =172.1+7.1 GeVk?.
refit with the additional constraint thah,=173.3 GeVt?2.
This is now a 3C fit. Note, however, that when making the
x? cut to define the sample, the 2¢€ is used in all cases;
thus, adding the additional constraint does not change th
sample definition. The distribution of the 3C it is shown
in Fig. 47. There are five events with a 3C jit>10, com-

In a separate publicatiofi7], we describe the measure-

ment of thep p—>tt_production cross section. The result for
fn,=172.1 GeV£2 is

— 2y _

pared to~7 expected. They are consistent with a mixture of o(m=172.1 GeVL?)=>5.6+1.8 pb. (102
background andt events where the wrong set of four jets

was selected. Our results are plotted in Fig. 53 and are compared to several

Figure 48 shows the invariant mass of tiiepair. Figure theoretical calculations of thét production cross section
49 shows the transverse momenta of the two top quarks, arj@7]. The agreement of the standard model expectations with
Fig. 50 shows their pseudorapidity. Figures 51 and 52 showpur measurement is excellent. We also find agreement be-
respectively, the distance in and ¢ between the two top tween our data and predictions for distributions of various
quarks. The mean of the 13 K-S prObabiIitieS we CalCUlatqdnematiC variables fott_decays_
from continuous distributions is (539)%, consistent with An alternate analysis technique using three constraint fits
the hypothesis that our predictions far signal plus back- to fixed top quark masses using the leptbrjets data gives
ground adequately represent our data. a result of my(lj)=176.0+7.9 (stat)- 4.8 (syst) GeW¢?,

consistent with the above result.
X. CONCLUSIONS

In summary, we measure the top quark mass using 20
leptontjets events to be my(lj)=173.3-5.6 (stat)
+ 5.5 (syst) GeV¢?. We have also measured the top quark N
mass from dilepton event$8], yielding m(ll)=168.4 . \\ Laenen ef al.
+12.3 (stat)= 3.6 (syst) GeVé?. We combine these two S N o
values, assuming that the systematics for jet energy scale, - N\ Berger et al.
multiple interactions, andt signal generator dependences S N, Catani et al.
are fully correlated, and that other systematics are uncorre- % 10 4
lated. The result is 2

(a) 202% | [ (b) 40.7% @)
g 5
2
0 T T T T T

140 150 160 170 180 190 200
Top Quark Mass (GeV/ 02)

FIG. 51. Same as Fig. 48 for the difference in pseudorapigity FIG. 53. Comparison of the measured top quark mass and pro-
between the two top quarks. duction cross section with theoretical calculati¢8g).
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