
Rogue Email Server Detection

presented by
US-CERT/NetSA



Rogue Server Reporting

• Rule:
– Only SMTP servers should provide SMTP 

service
• Port 25 is off-limits for all others

• Success of the system depends on:
– Developing/Maintaining Whitelists
– Timely reporting 
– Feedback



Finding Servers

• Analyzed all hosts observed to have 
SMTP connections
– SMTP connections

• Src/Dest port is 25 
• At least 3 packets (unidirectional)
• At least 120 bytes (unidirectional)

• Evaluate hosts based on their 
characteristics 



Characteristics

• Administrative 
– Naming convention (SMTP, MAIL, RELAY, MX, 

etc. )
– MX Records

• Behavioral
– History of being servers 
– Majority of their traffic is mail related

• We use 85% for a threshold 
• Based on observations of verified mail servers



Whitelist Tuning

• The initial whitelist was verified by hand

• Add new addresses to whitelist if:
– Administrative and/or behavioral 

characteristics are consistent with that of 
an SMTP server

– Verified as being an SMTP server by the 
network administrator



Reporting

• Report includes:
– Images of port usage: 

• Dport inbound
• Sport outbound

– List of external clients and servers 

– History of activity 



Existence Plot
• Color based on the 

1st and 3rd quartile

• 2D plot
– X-axis is time 

(binned) 
– Y-axis is port number 

• Label the reserved  
ports only



Agency successes

• 2/22/08 – VPN Issue
• 2/26/2008 - New mail servers
• 03/11/2008 - Misconfiguration, config 

lost, default behavior took over



VPN Issue



VPN Issue Background

• NetSA observed this host responding 
on many low ports

• Traffic appeared over a two week 
period, 02/07/2008 through to 
02/20/2008

• Notified agency about traffic on 02/20
• Agency requested traffic from 02/16
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VPN Issue Summary

• Heavy activity appeared “normal” for 
this server but the server was not a 
known mail server

• US-CERT highlighted activity to agency



VPN Issue Resolution

• The agency’s ISP said this was 
legitimate mail traffic 

• The traffic should have been traversing 
over an encrypted VPN tunnel 

• Instead the traffic was seen by Einstein 
going out across the Internet  

• The ISP worked to restore the VPN 
tunnel functionality but only a very small 
amount of data was transmitted



New Mail Servers



Background

• Agency server exploded in activity level
• Increase from 5 flows per day to an 

excess of 14,000 flows per day
• This jump started on 2/23/2008 
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Byte volume
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New Servers Summary

• Agency servers showed low traffic 
volume and then a sudden increase in 
traffic

• Continued monitoring showed 
significant spike in byte volume



New Servers Resolution

• Agency reported that they had stood up 
two new mail servers in two locations



Misconfiguration



Background

• On 03/10, an agency host initiated 
SMTP connections with 75 external mail 
servers within a 1 minute period  

• The host was not a known SMTP server 
and had exhibited very limited SMTP 
traffic in the past 

• The only exception was a similar short 
burst of activity on 2/8/2008
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Client/Server activity

03/10
• 111 clients 

connecting inbound
• 76 servers 

connecting 
outbound
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Misconfiguration Summary

• Visualization did not show significant 
increase in activity

• Client/server activity showed significant 
volume



Agency Resolution

• The modified SMTP config sent all 
outbound mail to their mail appliance for 
inspection and distribution

• Configuration was lost therefore mail did 
not pass through the appliance

• SMTP went out directly from host 
identified in Rogue Server

• Agency made configuration change



Summary

• Rogue Server has identified new 
servers, errors in mail routing, and 
network misconfigurations (VPN)

• Rogue Server techniques could 
potentially be applied to other 
applications

• Network architecture is learned through 
flow analysis and no knowledge of the 
network is necessary 



Contact Info
• Technical comments or questions

– US-CERT Security Operations Center
– Email: soc@us-cert.gov
– Phone: +1 888-282-0870

• Media inquiries
– US-CERT Public Affairs
– Email: media@us-cert.gov
– Phone: +1 202-282-8010

• General questions or suggestions
– US-CERT Information Request
– Email: info@us-cert.gov
– Phone: +1 703-235-5111

• For more information, visit http://www.us-cert.gov

http://www.us-cert.gov/


Questions?
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