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## Executive Summary

Based on rates for the surrounding communities, the diagnosis rate of malignant melanoma for employees of Lawrence Livermore National Laboratory (LLNL) during 1972 to 1977 was three to four times higher than expected. ${ }^{1}$

In 1984 Austin and Reynolds concluded, as a result of a case-control study, that five occupational factors were "causally associated" with melanoma risk at LLNL. ${ }^{2}$ These factors were: (1) exposure to radioactive materials, (2) work at Site 300, (3) exposure to volatile photographic chemicals, (4) presence at the Pacific Test Site, and (5) chemist duties.

Subsequent reviews of the Austin and Reynolds report concluded that the methods used were appropriate and correctly carried out. ${ }^{3,4}$ These reports did determine, however, that Austin and Reynolds' conclusion concerning a causal relationship between occupational factors and melanoma among employees was overstated. There is essentially no supporting evidence linking the occupational factors with melanoma from animal studies or human epidemiology. Our report summarizes the results of further investigation of potential occupational factors.

## Study Design

Our case-control study matched one control to each case. All melanoma cases diagnosed among LLNL employees between January 1, 1969 (all cases prior to 1969 are deceased), and March 1, 1989 (the start of the study), were eligible. The study included 69 cases who were alive and willing to participate. A "bestmatch" control (an LLNL employee without melanoma) was selected according to five criteria: (1) sex, (2) age, (3) start date at LLNL, (4) years of education, and (5) years of tenure at LLNL.

Three methods were used to gather information from cases and controls. The first method was an occupational interview focusing on exposures to the Austin and Reynolds factors conducted by a former Hazards Control department head who had been associated with both LLNL and LBL (Lawrence Berkeley Laboratory) for over 40 years. Each interview was recorded by a certified shorthand reporter, and the transcript of the interview was used by a panel of
three occupational exposure experts to assess exposures to suspected occupational agents. The second method was a questionnaire administered by a nurse to assess constitutional factors that included many known risk factors for melanoma such as ethnicity, hair and eye color, skin reaction to sunlight, and episodes of sunburn. The third method was a thorough examination by a dermatologist for each case and each control. The dermatologist also counted all moles larger than 2 mm in diameter.

## Results

We did not find any occupational factors that were significant for melanoma risk. Controls had greater exposure than cases to four of the Austin and Reynolds factors: ionizing radiation, presence at the Pacific Test Site, volatile photographic chemicals, and chemist duties. Cases had greater exposure than controls to one factor: Site 300. None of these differences were statistically significant. Furthermore, a computerized review of the words used by cases and controls during the occupational interview did not reveal significant differences in word frequencies for those words associated with any of the Austin and Reynolds factors. These findings fail to support those reported by Austin and Reynolds. There are, however, several differences between the two studies that may account for the differences in the findings.

In our study, controls were matched to cases for two important characteristics that were not used as matching criteria in the Austin and Reynolds study. These two characteristics were years of education and start date of employment at LLNL. Although Austin and Reynolds have reported (as have several other melanoma studies) that years of education is a significant risk factor for melanoma, it is not known how this risk factor operates. ${ }^{5}$ One hypothesis is that income increases with years of education and increased income leads to increased leisure activities in sunny areas. (In fact, based on data from studies in Australia, it appears that exposure to intense UV during early teenage years is the most significant solar risk factor.) It is believed that those with increased years of education are likely to have come from families of higher socioeconomic status who could afford sunny vacations and college educations for their offspring. Thus, by failing to match for years of education, the Austin and Reynolds study confounded this risk factor with occupational factors.

For example, chemist duties require advanced education, therefore the risk factor for a chemist may be, in part, explained by educational background.

Over the years, the LLNL workforce has seen a decrease in exposure to both chemicals and ionizing radiation. Thus, employees with earlier start dates were likely to have higher exposures than those with later start dates. We can demonstrate that this was true for all of the 138 members in our case-control study. Therefore, by failing to match for start date, Austin and Reynolds introduced a possible confounding of exposure factors. For example, if a case who began working at LLNL in the 1960s was matched to a control who began in the 1970s, their exposures to chemicals and ionizing radiation would be expected to differ. On the other hand, when controls were matched to cases with respect to start date, we could better determine whether specific exposures increased the risk of melanoma.

We found the usual associations between non-occupational factors and melanoma risk. Cases were more likely to burn rather than tan, they tended to have more moles than the controls, and had less sun exposure prior to diagnosis. We also found that tanning ability and the total number of moles larger than 2 mm in diameter, as assessed by the dermatologist, could correctly identify 49 cases in the 69 case-control pairs ( $71 \%$ correct classification). If we restricted the classification to case-control pairs where the case had invasive melanoma, 33 out of 39 ( $85 \%$ ) could be correctly identified by these two factors. Only one invasive case was misclassified since the remaining five case-control pairs were indistinguishable with respect to these two factors.

The results of the responses to the questionnaire were also good for classifying all case-control pairs based on the following four factors: tanning ability, amount of sunbathing between the ages of 15 and 25 , sun avoidance during the 10 years preceding diagnosis, and hiking as a pastime. These responses correctly identified cases in 56 out of 69 pairs ( $81 \%$ of all types of melanoma). The same four factors, with a measure of UV exposure based on residential history in place of sunbathing during the ages of 15 to 25 , correctly identified cases in 35 out of 39 pairs ( $90 \%$ ) in which the case had invasive melanoma. Four invasive cases were misclassified by these four factors.

## Conclusions

During the course of this study, we found no evidence to suggest that there were any occupational factors at LLNL that contributed to the increased melanoma diagnosis among employees. A simple model that used the ability of the skin to tan after repeated exposure to sunlight and the number of moles larger than 2 mm in diameter to classify subjects, resulted in $71 \%$ correct classifications. Thus, we conclude that the major risk factors for melanoma among LLNL employees are constitutional. Such factors, plus a heightened awareness among employees and the medical staff, adequately explain the increased rate of diagnosis. After reaching a peak in the 1980s, the rate of diagnosis of invasive melanoma among employees has declined and is currently no higher than expected based on rates for the surrounding communities (Alameda and Contra Costa counties).

## Introduction

## Laboratory Programs

LLNL is located approximately 65 kilometers east of San Francisco and occupies about 260 hectares in the Livermore Valley. This site, formerly used by the Navy as a primary flight-training base, is located just east of Livermore. Livermore has an approximate population of 50,000. LLNL and Sandia Laboratory, located immediately to the south, are the largest employers in the area with approximately 8000 and 3000 employees respectively.

In 1950, with the encouragement of Ernest Lawrence, California Research \& Development Corporation began the design and construction of the Materials Testing Accelerator. The Radiation Laboratory at Berkeley (now known as Lawrence Berkeley Laboratory) and the University of California supplied research and consulting assistance under a contract with the Atomic Energy Commission. In 1952, when the Atomic Energy Commission decided to create a second nuclear weapons laboratory under Lawrence's guidance, it was naturally located at this site. All staff and services were initially provided by the Radiation Laboratory and the University. Most employees spent portions of their time at both the Berkeley and Livermore sites.

The primary mission of LLNL since its inception has been the design and engineering of nuclear explosives. A complete unit containing both highexplosive and nuclear material is never assembled at the site, although LLNL does produce and fabricate these materials. The quantities of materials that are used are sufficient for non-nuclear testing and evaluation.

Related nuclear energy programs conducted by LLNL have involved accelerators, lasers, magnetic fields, and nuclear reactors. Other non-nuclear programs conducted by LLNL include energy, environmental, and biomedical research.

Many of these non-nuclear programs were conducted off site, but only nuclear explosive testing employed large numbers of people off site over a long period of
time. Early atmospheric tests were conducted in the Pacific and in Nevada. Underground testing has been conducted almost exclusively in Nevada.

Site 300, an area used to test the response of various nuclear components to the effects of conventional explosions, is located in the hills 15 kilometers to the east of LLNL, and occupies about 10 times the area of the LLNL site. Uranium, or depleted uranium, is substituted for plutonium in these tests. This explosive testing is done at several firing tables. The firing tables are located outdoors and are covered with a protective coat of pea gravel. Other tests are made to determine component response to shaking and temperature cycling. The debris from these explosive tests contains trace amounts of uranium, beryllium, and tritium. Measurements have shown that the debris is confined to the immediate vicinity of the table. The gravel that covers the firing tables and the debris are removed from time to time and placed in pits that are periodically monitored.

Over the years, the residential population at Site 300 has averaged around 150 people, with perhaps 600 or 700 additional people assigned there on a part-time or intermittent basis. The climatic record shows slightly higher and lower temperatures than the LLNL site with similar precipitation. All water comes from on-site wells, and there is an on-site waste treatment facility and wastewater pond.

LLNL is structured as a matrix organization. This system allows scientific, technical, and support staff to work in different programs simultaneously. For this reason, a person's job title in no way describes their actual working environment. Even payroll records are of little use in tracking job history. The use of many buildings has also changed completely over time. For example, a building that is used as a chemistry lab today might be an office tomorrow. Thus, an interview format was chosen for our study as the way to determine and quantify potential exposures. Figure 1 shows how these programs have changed over time.

The LLNL workforce is relatively stable in comparison to other industries; however, turnover rates average about six percent per year. This leads to significant numbers of former employees and retirees who are of epidemiological concern. During the period when melanoma incidence at LLNL was initially
rising above the community rate, there were approximately 5000 employees. Women and minorities were underrepresented early in the period reviewed, but their numbers have increased substantially.

The nature of research and development activities at LLNL has often required the frequent use of unusual materials, advanced equipment, and many one-of-a-kind processes. This is especially true when compared with other local employers engaged in research and development efforts. Interestingly, some interviewees spoke of the exotic work and materials that are found at LLNL. However, when viewed from the context of the workplace setting, the potential health hazards at LLNL are much the same as other DOE contractor sites. Similarly, our employees are much like employees at other DOE sites.

Although there are health hazards present at LLNL, safety awareness and prevention have always had a very high organizational priority and are an integral and well-funded part of all activities. Additionally, LLNL maintains a large professional staff devoted to safety issues. Safety records show that almost all accidents and lost-time injuries are due to ordinary industrial causes, while the few fatalities that have occurred have been due to transportation accidents.

## The LLNL Environment

The suburban communities of Dublin and Pleasanton are located 10 kilometers west of LLNL. The land between these two communities is devoted to a mixture of agriculture, light industry, and residential developments. The land adjacent to LLNL is used for pasture, field crops, and grape harvesting. There are housing and apartment complexes just west of LLNL.

The Livermore Valley soil composition is alluvium and the terrain at LLNL slopes gently downward to the north. The slope is sufficient so that standing water does not remain after rainfall. The climate in the Livermore Valley is Mediterranean, with warm, dry summers and cooler damp winters. Annual rainfall is about 50 centimeters and occurs mostly between October and April. Snow in the area is rare. The annual windrose for LLNL is symmetric, but when temperatures are warm in the Central Valley and cool along the coast, the prevailing winds are westerly.

Jogging, swimming, hiking, bicycling, and other outdoor sports are popular in the Livermore Valley. LLNL encourages these and similar activities and maintains a large swimming pool for employees and their families.

Buildings at LLNL are of conventional construction and are anywhere from one to seven stories high. Central air conditioning is used throughout most of the site, and trailer complexes house many employees. Some older buildings are actually barracks remaining from Navy days, and others that are slightly newer have asbestos-containing exterior panels and interior ceiling tiles. Sampling has confirmed that health hazards from asbestos are not present in the buildings. Over the years, the grounds have been extensively landscaped with lawns and trees.

Water, both domestic and industrial, usually comes from the Hetch-Hetchy aqueduct that also supplies the city of San Francisco. Additionally, water from local wells (Zone 7) is connected to the LLNL system and is used when needed. Zone 7 water is also used domestically in nearby residential areas. Waste water and sewage are piped to the Livermore municipal treatment plant and can be diverted, if necessary, to a holding pond. The plant and holding pond are located several kilometers west of LLNL. A more complete description of the LLNL programs and environment can be found in the LLNL Environmental Impact Statement and Environmental Report. 6

## Cutaneous Melanoma Epidemiology

Worldwide, the incidence of cutaneous melanoma has been doubling every decade for the past 30 years. ${ }^{7}$ In the U.S., the incidence of cutaneous melanoma is increasing more rapidly among Caucasian men than any other cancer. In Caucasian women, the rate of increase is second only to lung cancer. The estimated incidence of melanoma in the U.S. for 1991 was 32,000 invasive cases (about $2.9 \%$ of the total cancer incidence) and 6000 in situ cases. The mortality in 1991 was estimated to be 8500. The death rate for men with melanoma was substantially higher than the death rate for women. Between 1985 and 1987, the U.S. incidence rates appear to have reached a plateau, although the incidence rate in 1987 was about $25 \%$ higher for men than for women. ${ }^{8}$

In the metropolitan San Francisco-Oakland statistical area, the plateau of recent incidence rates has been confirmed by Horn-Ross. ${ }^{9}$ However, the Bay Area rate for men exceeds the national SEER (Surveillance, Epidemiology, and End Results) Program rate by about $25 \%$. The excess for women is about $28 \%$ (estimated from Figure 1 of Horn-Ross). ${ }^{9}$

## Recognition of Melanoma Increase at LLNL

Up until 1960, when one case was diagnosed, there had been no known cases of cutaneous melanoma at LLNL (see Figure 2). Single cases occurred in 1963 and 1964. Beginning in 1968, one case per year was diagnosed until 1972 when a cluster of four cases occurred. Although there were no cases in 1973, four cases were diagnosed in both 1974 and 1975. Two cases were diagnosed in 1976, and six cases in 1977. The total number of cases from 1960 to 1976 was 21 . However, only 15 of these cases were known to the medical department.

Dr. Max Biggs, the LLNL Medical Director at the time, and several physicians in the area became concerned about the increased diagnosis rate at LLNL. In February of 1977, with LLNL funding, Dr. Biggs requested assistance from Dr. Donald Austin at the Resource for Cancer Epidemiology, California Department of Health Services. This department maintains the Tumor Registry for the San Francisco Bay Area.

Dr. Austin and Dr. Reynolds (his associate) compared the number of melanoma cases observed among LLNL employees from 1972 to 1977 with the expected number. This number was based on age, race, sex, and census tract rates in two adjacent counties where most LLNL employees lived. The results were released in April 1980 as Report No. 1 and later published in Lancet. ${ }^{1}$

The incidence rate of 19 cases of melanoma among LLNL employees during this period was determined to be three to four times higher than the expected incidence rate. Also, a retrospective analysis of six-year cumulative data showed that the LLNL incidence rate began to exceed that of the adjacent counties in approximately 1971. (A comprehensive history of melanoma studies at LLNL is the subject of a separate report. $)^{10}$

## Methods

This section describes the investigative methods that were developed for this study. We could not find an existing investigative method that exactly suited our requirements for this particular study. Therefore, we devised our own method for the exposure assessment process. After our interviews were completed, we did find a similar interview approach that had been developed by Siemiatycki for application to community case-control studies. ${ }^{11,12}$ We based our constitutional factors questionnaire on the Australian experience of Holman. ${ }^{13}$ The methods we used for each phase of the study are discussed in detail below.

## Identifying the Cases

We began by establishing the criteria for the melanoma cases to be included in the study. The first criterion was that an individual must have been an employee when the diagnosis occurred. This excluded U.C. Berkeley and LBL employees, contract employees, and others not employed by LLNL at the time of diagnosis. We further required that all of our cases have their melanoma diagnosis confirmed by pathologists at the U.C. San Francisco Melanoma Clinic. This criterion was established because there are often differing interpretations of melanoma. Finally, the diagnosis must have occurred between January 1, 1969, and March 1, 1989. Using these criteria, we were able to identify 86 melanoma cases.

Of the 86 people identified, seven people refused to participate, nine people died before the study began, and one we could not locate. When we obtained their informed consents, 14 of the remaining 69 participants had retired from LLNL. During the course of our study, other LLNL employees retired, but all of them continued to participate in the study.

## Selecting the Controls

Shortly after receiving consents from the 69 cases, we accessed the LLNL master personnel file to obtain, through use of an algorithm, a candidate list of matched controls. The algorithm calculation of the best, second-best, and third-best matches served as a basis for inviting individuals to participate. This algorithm calculation could not be made solely on data in the master personnel file because
of certain omissions and inaccuracies. In addition, we found it necessary to personally contact those people whose preliminary algorithm scores were close to that of a case. If they agreed to participate, we obtained their informed consent and then scheduled data acquisition following the same procedure used for the cases. (A copy of the consent form is provided in the appendices of this report.) We made a concerted effort to follow the same procedure thereafter for both groups.

## Algorithm for Identifying Matched Pairs

It was the judgment of the principal investigators and the Melanoma Investigation Task Group that any difference in sex should be weighed most heavily followed by differences in start date and education. Thus, the algorithm for identifying matched pairs contained five weighted elements. These elements were: difference in age ( $A$, in years), difference in sex ( $S, 0$ or 1 ), difference in start date ( $D$, in years), difference in tenure ( $T$, in years, adjusted for leave of absence), and difference in post-high-school education ( $E$, in years). The differences were squared and given relative weighting factors, yielding the equation:

$$
\frac{\mathrm{A}^{2}+4 \mathrm{~S}^{2}+2 \mathrm{D}^{2}+\mathrm{T}^{2}+2 \mathrm{E}^{2}}{10}
$$

The following is a hypothetical example of the results of the matching algorithm. Joseph Case was 52 years old, with a start date of January 1969, tenure of 21 years, and 9 years of post-high-school education. His best match was John Control, who was 53 years old, with a start date of November 1969, tenure of 20 years, and 7 years of education. These values were substituted in the algorithm as shown below:

$$
\begin{gathered}
\frac{(53-52)^{2}+4(0)^{2}+2\left(\frac{11-1}{12}\right)^{2}+(20-21)^{2}+2(7-9)^{2}}{10} \\
=\frac{1+0+1.39+1+8}{10}=1.139
\end{gathered}
$$

As noted above, the data used for this algorithm came from a master file of all personnel who had been employed by LLNL. This file contained data on approximately 16,000 people. The algorithm was used to calculate a best, secondbest, and third-best match to the cases, including matching retiree-to-retiree. In only two cases were we unable to arrange for the participation of the best matched control and therefore used the second-best match.

To protect the privacy of the cases and controls in this study, the data presented in Table 1 cannot be used to identify individuals. Of the 69 matches, only 11 were not matched for sex. The results of the matching for age, start date, years of education, and years of tenure are shown in Tables 2 through 5. These tables show that the matching obtained for each matching factor was quite close. Table 6 shows the distribution of overall match scores, as defined above. The pair with the largest match score (equal to 6.15), i.e., the poorest match, were of the same sex (both male), and differed by one year in age. They both had matching start dates and tenure within one month, but differed in education by 5.5 years. All other pairs had lower matching scores, so the matching appeared to be very close. Later we compared these matched controls with those selected by Austin \& Reynolds in their case-control study. Finally, we note that we have retained complete documentation in a confidential file on the selection of each case and of each control.

## Pilot Study

We considered our first 11 cases to be a pilot study group, and as such, we used the experience gained from them to improve, modify, and expand our procedure. We thus refined the control-selection algorithm, the occupational factors interview, the constitutional factors questionnaire, and the dermatological exam. These 11 cases were then reinterviewed and reexamined using the modified techniques to supplement and normalize the information we had first obtained from them.

## The Occupational Factors Interview

To ensure that the occupational factors interview was as effective as possible, a principal investigator met with each interviewee before the interview and explained the nature and extent of the investigation process. He discussed the forthcoming interview, the administration of the constitutional factors questionnaire, and the dermatological examination. During this initial meeting, the interviewee signed the necessary health information release forms and two request-for-information forms. One request was sent to the LLNL Security Department to obtain a copy of the individual's personnel security questionnaire (PSQ). (This document contains information about past residences and employment.) The other request was sent to the Hazards Control Department for the individual's radiation dosimetry record.

The principal investigator also gave the interviewee an exposure checklist and explained how it should be used to organize his (or her) thinking and to help recall past events. The principal investigator also asked the interviewee to prepare for the interview by re-reading and checking the items a day or so before it took place. The checklist was extensive and contained more than 400 items and workplace situations. A specimen of the exposure checklist is presented in the appendices of this report. An outline of the checklist is shown below:

1. Possible exposures. (Chemical, physical, biologic, and other unusual types of exposures.)
2. Programs, projects, and enterprises at LLNL and elsewhere.
3. LLNL work history. (Including locations, building and room numbers, names of supervisors and coworkers, etc.)
4. Appendices A-D attached to the checklist. (These appendices list carcinogens, photographic chemicals, explosives, and materials used for stemming the drill holes to underground placement cavities at the Nevada Test Site.)

The principal investigator then answered any questions that the interviewee had and made an appointment for the occupational factors interview. The dermatologic examination and the session with the occupational health nurse to administer the constitutional factors questionnaire were also scheduled at that time. The occupational factors interview, the examination, and the questionnaire took approximately four hours to complete. In addition, just before the interview, the interviewee was reminded with a phone call.

## The Interview Setting

One of two noteworthy elements in the interview was the setting. All interviews took place in a small room with comfortable chairs, a circular table, and a window with an outside view. This conveyed an atmosphere of openness and neutrality. The room itself was outside the security area of LLNL so that uncleared people could come and go without being checked by a guard. We believe that this relaxed setting encouraged the interviewees to speak freely about their history and experiences. For example, it was not uncommon for the interviewee to say, "I'd forgotten about that. I'm glad you reminded me." Or perhaps, "I hadn't thought about that for years." The second noteworthy element of the interview was the presence of a certified shorthand reporter. The purpose of using a reporter to transcribe the interview was to eliminate the necessity of taking notes and deciphering audiotapes. In addition, the presence of the reporter emphasized that the interview was a serious matter to LLNL. The interviewer was a male of retirement age with a 40-year history of association with LLNL and LBL programs and projects. Although he was not a professional interviewer, nor completely informed about every pertinent LLNL or LBL activity, he was conversant about nearly every topic that arose during the interview.

Given this setting and assurances, only one interviewee declined to continue to participate in the study after the interview. With this single exception, the interviewees' level of participation, cooperation, and enthusiastic interest in the interview process as well as the entire investigation were remarkable.

## Interview Description

The interviewee was told at the beginning of the interview that the exposure checklist was only a partial listing and that they should discuss any pertinent material not on the list. The interviewer then explained the rating system that would be used. For example, he explained that any exposures would be rated and quantified, and he also explained the manner in which a narrative summary with ratings would be prepared. He also told the interviewee that they would have an opportunity to comment on the transcript and on the summary of their interview.

Usually during the first part of the interview, the interviewee's PSQ and radiation dosimetry record were discussed. This first part of the interview also covered, in somewhat chronological order, the residential, academic, and work history of the interviewee. It was appropriate, in a few cases, to assure the interviewees that the interview was not a legal hearing and they were not under oath. The interviewer always emphasized that the interviewee was the sole arbiter of the contents of the transcript. He urged them to change only the facts by adding, deleting, and modifying the text. He also emphasized that the only purpose of the transcript was to best reflect their memory of the topic or situation discussed.

The interviewee was sometimes told that should it be necessary to discuss classified information, the site of the discussion could be moved to a secure area. This happened only once during an inconsequential portion of a particular interview. Thus, each interview was fully transcribed. No classified information or any other type of information was omitted.

The second part of the interview concerned five suggested occupational links to melanoma. Dr. Donald Austin of the State of California Department of Public Heath listed these tentative links in his investigation reports of melanoma at LLNL. ${ }^{2}$ The interviewees were invited to comment on each link as it pertained to them personally. The links, using Dr. Austin's terms, were:

1. Exposure to volatile photographic chemicals.
2. Exposure to radioactive materials.
3. Work at Site 300.
4. Presence at the Pacific Test Site during a nuclear test.
5. Chemist duties.

We found that many interviewees believed that overexposure to sunlight is the primary cause of melanoma. Therefore, the interviewer discussed the constitutional factors linked to melanoma during the second part of each interview. The interviewer stated that these non-occupational factors would appear in their summary report, but would not need to be further discussed in the interview. The constitutional factors mentioned were:

1. Large moles or numerous moles.
2. A parental history of skin cancer.
3. A previous nonmelanoma skin cancer in the subject.
4. The tendency to burn rather than tan.
5. The acquisition of an advanced educational degree.

At the end of the interview, the interviewer repeated that the interviewees should edit their copy of the transcript only by adding or deleting factual matters, and that the transcript should reflect their best memory of matters discussed. The length of the interviews ranged from about one to five hours. (The five-hour interview was done in two sessions.) The shorthand reporter then took the exposure checklist, the PSQ, and the radiation dosimetry record to be copied and bound with each of three copies of the transcript.

One copy of the transcript was mailed to the interviewee for editing. It is noteworthy that while none of the interviewees made substantial deletions, some did add useful information. Another copy of the transcript went to the interviewer to ensure that the interview had covered all topics of interest. The principal investigator also reviewed this copy at the time of mailing. It was important for the principal investigator and the interviewer to determine that the events that happened before the melanoma diagnosis were clearly separated for purposes of analysis from those that happened after the diagnosis.

## Interview Data

After the editing and review process was complete, the panel prepared a narrative and scored summary of each interview using the interview transcript. In their summary, the panel assigned occupational factors a numerical rating as follows:

1. Exposure to ionizing radiation. Range 1 to 4.
2. Work at the Pacific Test Site. Range 1 to 3.
3. Work at the Nevada Test Site. Range 1 to 3.
4. Work at Site 300. Range 1 to 3.
5. Chemical exposure. Range 1 to 4.
6. Photographic chemical exposure. Range 1 to 4.
7. Exposure to nonionizing radiation. Range 1 to 4.
8. Assignment as a chemist. Range 1 to 3.

## Overall Workplace Exposures

The method developed to score overall workplace exposures to chemicals, nonionizing radiation, and ionizing radiation was simple to understand and to apply. Also, the individuals in our study accepted it without objection. The
method depended on the fact that most people agree on the broad meaning of general concepts. For example, nearly everyone will agree on a broadly defined concept of difference in size or magnitude. Thus, people can, without difficulty, rank the size of test objects when asked to compare them, e.g., a football field, a racetrack, or a square mile. Our method of ranking workplace exposures was based on this ability.

We explained and established the method during the occupational factors interview by stating that if there were exposures, they would be scored on a fourpoint subjective scale, defined as follows:

1. Inconsequential. (This implies normal or less than normal, normality being those exposures received routinely by all employees.)
2. Higher than normal, but within statutory limits or limits suggested by good engineering practice.
3. Alleged (by the interviewee) or presumed (by the investigator) to be higher than those limits, but not documented. (With documentation meaning the existence of a written record.)
4. Higher than those limits and documented.

The interviewee was then asked to comment on this system, and any questions were answered at the time.

When applying this scoring system to ionizing radiation for which we had a dosimetry record, we scored the accumulated whole-body dose. However, when applicable, the skin dose, the estimated internal emitter doses to specific organs by type of radiation, and the doses received during other employment were appended to this. We also noted when a person had unusual medical doses.

Since operations began in 1952, it has been the policy to issue a radiation dosimeter to all LLNL employees regardless of their work assignment. The specific type of radiation dosimeter issued has changed over the years to reflect state-of-the-art technology. From 1952 until 1969, film was used for personnel
dosimetry. DuPont 508 and 519 Personnel Monitoring film were also used during this time period, and Kodak Type A nuclear emulsion film was used for neutron dosimetry. In 1969, LLNL was one of the first facilities to convert to thermoluminescent dosimeters (TLDs) for personnel dosimetry. The TLD crystals used in these dosimeters were lithium fluoride (Harshaw 100, 600, and 700) and calcium fluoride (Harshaw 200). The dosimeter packages were designed at LLNL and each contained three crystals that were selected for specific dosimetric applications. The original TLDs were used at LLNL from 1969 to 1985. In 1985, LLNL switched to a commercially produced Panasonic TLD containing four crystals that provide additional dosimetric information. LLNL calibrates its personnel dosimeters with radiation sources that are traceable to the National Institute of Standards (NIST).

The data on each person also included a list of all the specific agents that they discussed in the interview, e.g., carbon tetrachloride, plutonium 239, or magnetic flux at the 3-Gauss level. Generally, these data were not individually scored, but exposures to any of the photographic chemicals, assignments as a chemist, assignments to the Nevada Test Site, assignments to the Pacific Test Site, and work for LLNL at Site 300 were scored to enable us to evaluate the linkages suggested by Dr. Austin.

The narrative summary discussed specific exposures, situations, and elements in the person's history. It was then reviewed by the interviewer and by a threemember panel: a senior safety and health professional, a senior industrial hygienist, and a senior health physicist. These three individuals also had extensive experience in all LLNL activities, and their written comments, if any, were incorporated into the text of each summary. Any differences of opinion were resolved by the principal investigator after he had gathered further data and conferred with sources able to corroborate or clarify past exposure situations. These differences were rare, and their resolution was carried out confidentially and with the interviewee's full knowledge.

At the same time, summaries were circulated to the interviewees for their comments. Using their comments, the numerical values for each occupational factor were reviewed for completeness and accuracy. The values were then entered in a data base for correlation, comparison, and analysis. LLNL activities
were segregated from non-LLNL activities. Exposure of both cases and controls were assigned to time periods determined by the date of the case diagnosis. Time Period A was 10 or more years prior to the date of diagnosis. Time Period B covered from 10 years prior to the date of diagnosis up to the date of diagnosis.

## The Constitutional Factors Questionnaire

The constitutional factors questionnaire (see the appendices section of this report) was administered to all participants by the same person, a registered nurse employed in the LLNL Health Services Department. This was done face-toface with the participant in a private room in the Health Services Department. The nurse read the questions to the participant and wrote down the answers. Most of the questionnaires were administered during the same half-day as the dermatological exam and lasted about 30 minutes.

Almost all of the questions involved some explanation and probing on the part of the nurse. A discussion about the intent of a question usually took place before the participant decided on an answer. For example, the first time the term "sunbathing" was used, the nurse explained that in the context of the questionnaire, "sunbathing" included any purposeful sun exposure where more than just the head and hands were exposed. It was not confined to "trying to get a tan." As a second example, one question pertained to the average sun exposure between the participant's 15th and 25th birthdays. Almost all of the participants had very different patterns of exposure during high school (ages 15 to 18) than they did during college or military service (ages 18 to 25). The nurse frequently divided the question into two parts and placed the average for the greatest sun exposure era in the answer box with a written explanation next to it. The nurse also noted that during this phase of the study, all of the participants were friendly and cooperative.

## The Dermatological Examination

The dermatologist began each examination by reviewing the administered constitutional factors questionnaire and discussing any prior medical visits to the LLNL medical facility that pertained to skin conditions. The participant's family history was then elicited for the following information:

1. Numerous moles in any family member.
2. Abnormal-looking moles in any family member.
3. Certified dysplastic moles in any family member.
4. Mole removal in any family member.
5. Melanoma in any family member.
6. Precancerous actinic keratosis in any family member.
7. Skin cancer (nonmelanoma) in any family member.

If a family member had any previous history of the skin conditions listed above, the relationship to the participant was noted.

The participant's own medical history was then discussed with respect to dysplastic moles, mole removal, melanoma pathology, actinic keratosis, and nonmelanoma skin cancer. The participant's skin type was established from the response to two questions: (1) the type of skin reaction (none, pink, red, tender, or blistering) from one hour of noon sun on previously unexposed skin early in the summer, and (2) how dark after the summer (no tan, very little tan, lighter than average, average, darker than average, or very dark) the participant's arms became compared to that of friends who had equal sun exposure. Hair color was rated red, blond, light brown, brown, dark brown, or black. If the participant had gray hair, their recollection of hair color at age 20 was used. Eye color was compared to a standard eye color chart.

Two whole-body skin examinations were conducted. The first was identical to the LLNL Spot Check screening examination. However, instead of being a selfexamination, it was performed by a dermatologist who enumerated the total number of moles for each body location. The number of freckles and lentigines were estimated as follows: few (covering or limited to a single body part, e.g., a shoulder), moderate (two body areas), or many (more than two body areas). The clinical likelihood of any dysplastic lesion was then assessed as possible,
probable, or definite. The total number of these dysplastic lesions were estimated as few (1 to 5 ), moderate ( 6 to 10 ), or many ( $>10$ ). The size of the largest dysplastic mole was measured and recorded as small (less than 6 mm ), medium ( 6 to 11 mm ), large ( 12 to 20 mm ), and very large ( $>20 \mathrm{~mm}$ ). Both the predominant locations and the secondary locations of moles were noted. Separate mole counts were made for the scalp, head and neck, upper back, low back, buttocks, chest, abdomen, upper extremity, lower extremity, palms, and the soles of the feet. The employee was then reexamined and the exact number of moles greater than 2 mm , greater than 5 mm , and dysplastic moles were recorded for each body region.

## Scoring of the Dermatological Exam

Responses to the questionnaire and the results of the dermatological exam were coded into scores with a range of 1 to 4 . A " 1 " indicated a low melanoma risk and a " 4 " indicated a high melanoma risk. For example, the skin examination findings were coded based on eye color, hair color, skin typing, and mole count findings. Blue or green eyes, and red or blond hair were all Code 4 categories. In contrast, brown eyes and dark brown or black hair were coded as 1 . Skin typing was done by a combination of direct skin appearance and responses to two questions about skin reactivity. Fair-skinned people with a pink or red-flare response to an hour of noonday sun and little "end-of-summer tan" were coded as 4 . Typically, darker skinned individuals were coded as 1 because these people failed to respond at all, or very slightly, to such acute exposure, but showed summer tanning on repeated solar exposure. Intermediate skin appearance and solar response was graded by burning and tanning proclivity. This skin type coding was a modification of a method described by Fitzpatrick. ${ }^{14}$ Detailed descriptions of the scoring scheme for each questionnaire item and each factor from the dermatological exam are presented in the Results section of this report.

## Statistical Analyses

For each constitutional and occupational factor, we calculated the average scores for cases and controls as well as the average difference between the scores of matched case and control pairs (case scores minus control scores). We also counted the number of pairs where the case score exceeded the control score and the number of pairs where the control score exceeded the case score. These two numbers were expected to be equal when there was no difference between cases and controls. If a factor was associated with melanoma, cases tended to have higher scores than controls, and the number of pairs where cases had higher scores than controls would exceed the number of pairs where controls had higher scores than cases.

The statistical significance of the numbers of pairs can be tested by comparison to a binomial distribution. If $x$ equals the number of pairs where cases have higher scores than controls and $y$ equals the number of pairs where controls have higher scores than cases, then $x /(x+y)$ will have a binomial distribution with parameter 0.5 when there is no difference between cases and controls. This type of analysis, known as the sign test in the statistical literature, ignores the size of the differences between cases and controls.

To determine whether the risk of becoming a case became greater with increasing difference in scores, we used the paired- $t$ statistic where:

$$
t=\sqrt{n} \frac{\bar{d}}{s_{d}},
$$

where:
$\bar{d}=$ average difference in scores, case score-control score,
$\mathrm{s}_{d}=$ standard deviation of differences in scores.

The paired- $t$ statistic has a $t$ distribution with $\mathrm{n}-1$ degrees of freedom under the hypothesis that there are no differences between cases and controls.

This analysis made use of the magnitude of the differences between cases and controls. It can be shown that the paired- $t$ statistic is mathematically equivalent to the test for a linear trend in the log relative risks given by Breslow and Day. ${ }^{15}$

Because it was easier to compute the paired- $t$ statistic, we used it in place of the Breslow and Day statistic.

In addition, we used a conditional logistic regression model to analyze multiple factors simultaneously. This model assumes that the risk associated with two or more factors is equal to the product of the risks of the individual factors. A computer program was used to carry out this analysis. ${ }^{15} \mathrm{We}$ used this program stepwise, adding factors one at a time and first choosing among constitutional factors. After finding the best subset of constitutional factors, occupational factors were tested one at a time in the presence of the best subset of constitutional factors. Occupational factors were added until there was no further improvement in the ability of the program to predict melanoma in the casecontrol pairs. Improvement was measured by the log-likelihood, a statistical method for assessing the accuracy of the fit of a model to the data.

The results of these analyses can be summarized visually in a frequency histogram where the difference in scores (case score - control score) is on the $x$-axis and the number of pairs with that score is on the $y$-axis. We showed the improvement in the fit of the model to the data, as measured by log-likelihood, as a function of the number of factors in the model in a summary plot for the conditional logistic regression results.

## Summary of Methods

In summary, 69 cases and 69 controls participated in the occupational factors interview. They were also given a constitutional factors questionnaire, and each one was examined by a dermatologist. After we completed these steps, the exposures of each case and each control were scored, and a narrative summary of the scoring was prepared. The panel and the study participant then reviewed it and approved the contents. Finally, we conducted a statistical analysis on the consensus results.

## Results

## Questionnaire Results

Table 7 shows the distribution of case and control responses to questions concerning ethnic origin (Questions 3 and 4 on the questionnaire). An ethnicity score for each person was determined by assigning a subscore to the response for each grandparent and then summing the subscores. The subscores were assigned as follows:
1.0-British or Northern European
0.8-Eastern or Southern European
0.3-Hispanic
0.2-Native American or Asian
0.1—Black

When the ethnicity of a grandparent was not stated or was unknown, we assigned a subscore equal to the average subscore for the known grandparent's ethnicity for each person. The subscores, although somewhat arbitrary, reflect melanoma incidence for people of that ethnic origin. For example, people with Northern European or British ancestry had the highest risk of melanoma as reflected by the subscore of 1.0. This is in contrast to people with black ancestry who had a subscore of 0.1. (This reflects the approximately one-tenth melanoma incidence rate among blacks compared to Northern European whites.)

Table 8 summarizes the distribution of the overall scores for cases and controls. These scores were compared pair-wise by using the paired- $t$ test. None of the differences were significant; therefore, ethnic origin did not appear to be a factor that could explain the differences between cases and controls in our study.

## Marital Status

Table 9 shows that the distribution of cases and controls was the same with respect to marital status. However, it is interesting to note that cases were less willing than controls to reveal their marital status (10 cases vs 0 controls). It is significant to note that this question refers to their marital status at the time that the questionnaire was administered rather than at the diagnosis date of the case.

## Education

Cases and controls were matched for education so it is not surprising that there was no significant difference between cases and controls for this factor.

## Residences

Question 7 required each person to list all residences starting from birth. The information included the city, state, country, and dates of residence and was recorded in a database. We then used a formula given by Scotto to convert this information into a "dose" of UV based on the location of the interviewee's residence and the time spent living there. ${ }^{16} \mathrm{We}$ obtained an electronic file of populated places from the USGS Geographic Name Information System from Hoyt Walker at the LLNL Atmospheric Release Advisory Center (ARAC). This resource allowed us to determine the latitude and elevation for each U.S. residence listed. Latitude and elevation for overseas locations were obtained, when possible, from an Internet database maintained by the University of Michigan. For locations not listed in either database, we used an atlas to obtain the approximate latitude and elevation. Scotto's formula was then applied to determine a UV number for each place. The number was then multiplied by the number of years of residence to obtain a total UV score. The total UV score was then broken down into 5-year age periods for each person. A sample calculation for one subject is shown below.

Example UV Calculation

| Dates | City | State | Latitude | Elev. <br> (ft.) | Time (yrs) | UV/yr ${ }^{1}$ | $\begin{gathered} \text { UV } \\ \text { Total } \end{gathered}$ | Cumulative |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1941-'59 | Houston | TX | 294547N | 38 | 18 | 1.75 | 31.6 | 31.6 |
| 1959-'64 | Austin | TX | 301601N | 501 | 5 | 1.78 | 8.9 | 40.4 |
| 1964-'66 | Urbana | IL | 400638N | 725 | 2 | 1.31 | 2.6 | 43.1 |
| 1966-'70 | East Lansing | MI | 424357N | 828 | 3 | 1.19 | 3.6 | 46.6 |
| 1970-'83 | Livermore | CA | 374055N | 482 | 13 | 1.40 | 18.3 | 64.9 |

1 Based on formula: $U V=1.50-0.05$ (Latitude - 37.9) + 0.000105 (Elev. -500 ft .)
For the subject shown in the table, the cumulative UV dose from ages 10 to 24 is $\frac{8}{18}(31.6)+8.9+2.6=25.5$. This calculation is based on summing the UV/yr. over the years 1951 to 1966 , corresponding to when the subject was age 10 (1951) to age 25 (1966). The fraction $\frac{8}{18}$ represents the subject's age range 10 to 18,8 years, divided by the total, 18 years, for the first residence. A computer program was written to perform the calculations for each subject.

Table 11 summarizes the results of these pair-wise calculations for all cases and controls. The paired- $t$ test was used to compare differences in accumulated UV (cases minus controls) in each age group. Statistical significance was achieved for UV accumulated during ages 20 to 24 . For invasive cases, the accumulation from ages 10 to 24 was also significant. In both comparisons, UV exposure was greater for controls than cases. No differences were significant for the in situ case-control pairs.

## Eye and Hair Color

The distribution of eye and hair color among cases and controls is shown in Tables 12 and 13. There was no significant difference in eye color (Table 12), while the difference in hair color was of marginal statistical significance ( $p=0.03$ ). (See Table 13.) When the data were broken down into invasive and in situ cases, the corresponding paired- $t$ statistics for hair color differences were 1.39 and 1.74 with $(p=0.17)$ and $(p=0.09)$, respectively.

## Skin Reaction to Sunlight

Previous studies of melanoma risk factors have found that sunlight, particularly sunlight on skin that tends to burn, is a major risk factor for melanoma. Thus, several questions on the questionnaire focused on the subject's skin reaction to sunlight.

Questions 10 and 11 in the questionnaire were identical to those used by Austin and Reynolds in their case-control study. ${ }^{2}$ The questions measured skin reaction following one half-hour of summer noonday sun. One question concerned skin reaction with no previous exposure (Question 10) and the other (Question 11) concerned skin reaction following a few days' prior exposure. The distribution of case and control answers to these questions is shown in Tables 14 and 15. The pooled, relative risks were for those who burn with little or no tanning compared to those who burn with tanning, or tan without burning. This allowed us to directly compare our results with Austin and Reynolds' risk ratios since they were calculated the same way.

We found, as did Austin and Reynolds, that Question 11 was a better predictor of melanoma risk than Question 10. However, our relative risks were larger than those found by Austin and Reynolds. For skin reaction with no previous exposure, both the relative risk for all case-control pairs and invasive pairs (2.91 and 4.07) were larger than that reported by Austin and Reynolds (1.9). For skin reaction following previous exposure, our relative risks were 3.56 and 7.27 for all case-control pairs and invasive pairs. This compared to Austin and Reynolds' value of 2.5. The explanation for the difference in risk ratios lies in the distribution of controls. For Question 10, $62 \%$ of our cases burned with little or no tanning compared to $61 \%$ for Austin and Reynolds. However, in our study, only $36 \%$ of the controls fell into this combined category compared to $47 \%$ for Austin and Reynolds. Similarly, for reaction following previous exposure, $21 \%$ of our cases burned with little or no tanning, compared to $35 \%$ for Austin and Reynolds. However, only 7\% of our controls, compared to $19 \%$ of Austin and Reynolds' controls, fell into the category. The explanation for the discrepancy in control percentages could have been due to the fact that our controls were matched to our cases by education while Austin and Reynolds' controls were
not. This matching requirement apparently led to selection of controls who were less likely to burn than Austin and Reynolds' controls.

Similar results were found when Questions 10 and 11 were asked in a slightly different way. Questions 24 and 25 in our questionnaire were taken from Holman's dissertation. ${ }^{13}$ The questions concerned a longer exposure, one hour vs one-half hour in the Austin and Reynolds study. The response selection also differed with the more sensitive responses requiring blistering or pain in the Holman questions in contrast to the Austin and Reynolds responses, which only required burning rather than tanning. In our questionnaire, the Austin and Reynolds questions were asked at the beginning of the section pertaining to sun exposure. The Holman questions appeared after three and one-half pages of questions concerning sunbathing habits and painful sunburn experiences. This seems to have boosted the percentage of both cases and controls in responding as "sunburners" rather than tanners. In the Austin and Reynolds early question, $21 \%$ of the cases and $7 \%$ of the controls responded "burn with little or no tanning." In contrast, $39 \%$ of the cases and $21 \%$ of the controls admitted to blistering or painful sunburn in response to the Holman question. Thus, the location of the question concerning skin reaction to sun following previous exposures seems to have had an effect on the response in our questionnaire.

## Sun Exposure Habits

Our questionnaire also included questions concerning sunbathing habits. During the year prior to diagnosis, cases tended to avoid exposing themselves to the sun; a smaller percentage kept a tan year round (Table 18) and significantly fewer sunbathed (Table 19). In the past, cases had also tended to sunbathe less frequently than controls (Table 20). There was no difference in the age when cases or controls began sunbathing (Figure 3). The mean age at which sunbathing began was 12 (median = 14) for the 50 cases who had sunbathed, and 13 (median $=13$ ) for the 63 controls who had sunbathed.

For those case-control pairs who had sunbathed, we measured their sunbathing frequency during two time periods: (1) the number of hours per week spent sunbathing during the 10 years preceding diagnosis of the case, and (2) the number of days per year during the ages of 15 to 25 . Table 21 summarizes these
results. The distributions were highly skewed. Most subjects had small values and a few had very large values (indicating extensive sunbathing activity). Sunbathing frequencies were categorized as shown in the table. The cutpoints for the categories of sun exposure were selected to make the number of controls in each category roughly equal to $25 \%$. The categories were then scored on a scale of 1 to 4 and the paired- $t$ statistic for each type of sun exposure was then calculated.

We found highly significant differences for both measures of sun exposure for all case-control pairs and for the invasive pairs. The difference corresponds to cases that had sunbathed significantly less frequently. This result, coupled with the result in Table 20 (where it was shown that significantly fewer cases had ever sunbathed) reinforced our finding that our melanoma cases voluntarily experienced much less sun exposure while they were growing up than did their matched controls.

Cases and controls were also asked whether or not they had visited a tanning salon prior to the diagnosis date of the case. Only four subjects (all cases) responded that they had and the difference was not statistically significant ( $p=0.06$ by Fisher's exact test). Table 22 shows the distribution of the results. There was also no difference between cases and controls who took tablets to improve skin tanning (Table 23).

Each case and control was asked to list outdoor pastimes by selecting from a card with a selection of activities. They were also asked to give the ages they were when they did the activities, the season of the year, and the frequency, in times per week, month, or year that they took part in the activity. Table 24 summarizes the results in terms of (1) numbers of case-control pairs where the case performed the activity while the matched control did not (labeled \#\{Case>Control\} in the table) and (2) the numbers of case-control pairs where the control performed the activity while the case did not (labeled \#\{Control>Case\} in the table). The sign test was used to determine the statistical significance of the result. For all cases, only hiking ( $p=0.003$ ) and soccer $(p=0.01)$ were statistically significant. In 23 case-control pairs, the case had spent time hiking while the matched control did not. This is in contrast to four pairs where the control had spent time hiking and the case did not. (In the remaining pairs, either both case and control had hiked, or neither had hiked.) Only hiking activities were significant in the subgroup of
invasive case-control pairs, while both hiking and soccer activities were significant in the in situ subgroup.

## Sunburn Episodes

Tables 25 and 26 show the distribution of the number of times cases and controls were blistered (Table 25) and had painful sunburns (Table 26) during four age groups. These tables again reflected the tendency of cases to avoid the sun compared to controls. During young adulthood (defined as ages 18 through 29) invasive cases tended to have fewer sun blistering episodes (Table 25) and fewer sunburns with pain (Table 26) than their matched controls. It is interesting to note that with respect to painful sunburn episodes (Table 26), invasive casecontrol pairs differed little when they were children (elementary school age), but by the time they were in high school, cases had fewer episodes than controls. This difference became significant in young adulthood but disappeared later. The change seems to have been due to the behavior of the controls, rather than the cases.

Cases and controls were also asked about particularly severe sunburn episodes. This included sunburn with pieces of dead skin that could be peeled off, sunburn with large blisters, and sunburn with pain for two or more days (Table 27). Only one significant difference was found in the case-control paired responses; a greater number of controls in the in situ subgroup of case-control pairs had sunburn with large blisters (Table 27). There were no differences between cases and controls with respect to freckling (Table 28).

## Prior Skin Cancer and Mole Removal

Cases and controls were asked whether or not they had any skin cancers or moles removed prior to the date of diagnosis of the case. Unfortunately we could not use the responses to these questions because it was evident that there was confusion about the time period during which these procedures occurred. Many cases included the removals that had led to their diagnosis.

## Multifactor Results

As explained in the Methods section of this report, we used conditional logistic regression to determine the set of factors that best enabled us to discriminate between cases and controls. First we coded responses to questions from the questionnaire into a 0 to 3 scale, where 0 represented low risk and 3 represented the highest risk. We used the distribution of the responses among the controls to determine three cutpoints so that approximately $25 \%$ of the controls received each score ( 0 to 3 ). For example, the range of UV exposure based on residential history during ages 20 to 24 (Table 11) was coded as follows:

| Range of UV <br> Exposure | Score |
| :--- | :---: |
| 0 to 6.52 units | 3 |
| 6.52 to 7.10 units | 2 |
| 7.10 to 7.89 units | 1 |
| Greater than 7.89 units | 0 |

The scoring reflected the fact that cases tended to have lower exposures to UV during ages 20 to 24 than controls; thus, low UV exposure leads to high risk for melanoma. We included eleven factors in the stepwise selection process:

1. UV exposure based on residential history during ages 20 to 24 .
2. Hair color.
3. Sunbathing frequency during the year prior to diagnosis.
4. Outdoor recreation habits during the year prior to diagnosis.
5. Sunbathing frequency during the 10 years preceding diagnosis.
6. Sunbathing frequency during the ages of 15 to 25 .
7. Skin reaction after one-half hour of sun exposure with no prior exposure.
8. Skin reaction after one-half hour of sun exposure with prior exposure.
9. Skin reaction after one hour of sun exposure with no prior exposure.
10. Skin reaction after one hour of sun exposure with prior exposure.
11. Hiking as a pastime.

These factors were selected from the questionnaire responses because the univariate analysis indicated that they were significant (or borderline significant) risk factors. The program was free to choose any combination of these factors to make the discrimination between cases and controls.

When classifying all cases, the program selected four factors as significant:

1. Sunbathing frequency during the 10 years prior to diagnosis.
2. Sunbathing frequency during ages 15 to 25 .
3. Skin reaction after one hour of sun exposure with prior exposure.
4. Hiking as a pastime.

Based on these four coded factors, we could correctly identify 56 cases ( $81 \%$ ) in the case-control pairs. We misclassified 12 cases, and one case-control pair had identical scores.

When classifying invasive cases, four factors were selected as significant:

1. UV exposure based on residential history during ages 20 to 24 .
2. Sunbathing frequency during the 10 years prior to diagnosis.
3. Skin reaction after one hour of sun exposure with prior exposure.
4. Hiking as a pastime.

Based on these four coded factors we could correctly identify 35 cases ( $90 \%$ ). Four were misclassified.

When classifying in situ cases, only hiking as a pastime was selected as statistically significant. Based on this factor, 12 out of 30 case-control pairs were correctly identified. There were 14 pairs with identical scores and two were misclassified (i.e., the control, but not the case, hiked).

## Dermatological Examination Results

## Mole Counts

Mole counts were taken by the dermatologist for three types of moles: moles $\geq 2 \mathrm{~mm}$ in diameter; moles $\geq 5 \mathrm{~mm}$ in diameter; and dysplastic (atypical) moles. Figures 4 through 6 show that the distribution of these mole counts was highly skewed in both cases and controls. It is also apparent that the total counts,
summed over all body sites, tended to be greater in cases than in controls. Tables 29 through 31 show summary statistics for the different types of moles and different body sites.

The sign test indicated that the total count of 2 mm moles was greater among all cases than in controls ( $p=0.005$, Table 29). The body sites that contributed significantly to this difference include: the chest ( $p=0.007$ ), the lower back ( $p=0.007$ ), the thighs ( $p=0.001$ ), and the lower legs ( $p<0.001$ ). Interestingly, the body site percentage distribution of the 2 mm moles did not differ among cases and controls. The proportion of moles on the most common site, the upper back, was the same in cases and controls ( $20 \%$ vs $23 \%$ ).

The total count for $\geq 5 \mathrm{~mm}$ moles did not differ significantly among all casecontrol pairs ( $\mathrm{p}=0.088$ by sign test, Table 29), even though the average count for cases was over three times that of controls (12.2 vs 3.8 ). Significant differences in mole counts of $\geq 5 \mathrm{~mm}$ were found in the sign test for the upper arms ( $p=0.006$ ), the abdomen $(p=0.002)$, and the lower legs $(p=0.003)$.

Total dysplastic mole counts differed among case-control pairs ( $\mathrm{p}<0.001$ ). Significant differences were found for the upper arms ( $p=0.008$ ), the abdomen ( $p=0.002$ ), the upper back $(p=0.006)$, and the lower back $(p=0.001)$.

Statistically significant differences in counts of $\geq 2 \mathrm{~mm}$ moles were found in invasive cases-control pairs for the thighs ( $\mathrm{p}=0.001$, Table 30) and for the lower legs ( $p=0.007$ ). For $\geq 5-\mathrm{mm}$ moles, invasive cases had greater counts than controls for the abdomen ( $\mathrm{p}<0.001$ ), the upper back ( $\mathrm{p}=0.006$ ), the lower back ( $p=0.006$ ), and the lower legs ( $p=0.008$ ). Significant differences were also found in dysplastic mole counts for several body sites (see Table 30) as well as overall counts ( $\mathrm{p}<0.001$ ). No significant difference in mole counts were found for any type of moles in the in situ case-control pairs (Table 31).

Table 32 summarizes the result of applying univariate methods outlined in Breslow \& Day for matched data to categorized mole counts. ${ }^{15}$ These analyses show that there was a statistically significant linear trend for increasing melanoma risk for each type of mole count. The strongest trend was for dysplastic moles, and those with two or more dysplastic moles were estimated to
have 22 times greater risk of melanoma compared to those who had no dysplastic moles.

The different types of mole counts were highly correlated (Table 33).
Interestingly, the correlations were significantly higher among cases than among controls. Thus, we expected that when multiple conditional logistic regression was applied to these data, only the strongest predictor of case-control status (i.e., total count of dysplastic moles) would emerge as an independent risk factor for melanoma.

## Personal and Family History

As previously mentioned, a personal and family medical history relating to moles and skin cancer for each case and control was elicited as part of the dermatological physical examination. The results in terms of the number of positive responses (where a positive response meant that the examinee had one or more family members with the condition) are summarized in Table 34. The sign test was used to determine whether there were significant differences in the case-control pairs for each condition. Factors that appeared to be related to melanoma status included: a family history of numerous moles, a family history of abnormal moles, and a personal history of dysplastic moles. Cases were more likely to have had a previous mole excision, while controls were more likely to have had a precancerous (nonmelanoma) lesion removed. These factors were statistically significant when all cases and controls were considered as a group. For invasive case-control pairs, only the personal history factor of dysplastic moles was statistically significant (at $\mathrm{p}<0.01$ ). For in situ pairs, a family history of numerous moles, a family history of nonmelanoma pre-cancer, and a personal history of dysplastic moles were statistically significant (at $\mathrm{p}<0.01$ ). It is interesting to note that in invasive pairs, a family history of nonmelanoma precancer was more common among the controls in contrast to the in situ pairs.

## Skin Type and Skin Reactivity

The dermatologist also evaluated each examinee's likelihood of burning (or tanning) based on the response to specific questions. (See the Methods section of this report.) Skin reactivity was also determined by the Fitzpatrick scale. ${ }^{14}$ The distribution of these ratings among cases and controls and the results of pair-
wise comparisons based on the paired- $t$ test are summarized in Table 35. The results indicate that the type of tan, as determined by the dermatologist, was the most significant factor separating cases from controls, particularly in the invasive pairs. Interestingly, there was little difference between cases and controls with respect to the type of tan in the in situ pairs. Skin type also differed significantly in case-control pairs for all cases and for the invasive cases subgroup. The burn type did not differ significantly.

## Hair and Eye Color

Hair and eye color were determined for each case and control by the dermatologist. Table 36 and Figures 7 and 8 show the distribution of hair and eye color in cases and controls and the results of the paired- $t$ test. Case-control pairs differed significantly with respect to hair color; cases tended to have lightercolored hair. The difference was significant for both invasive and in situ subgroupings. No significant differences could be established for eye color, which reflected the near similarity of the distributions in cases and controls.

## Multivariate Results for All Exam Factors

Conditional logistic regression, as described in the Methods section of this report, was used to determine which combination of factors were most important for separating cases from controls. The results are summarized in Table 37. When we considered all case-control pairs, two factors emerged: the ability to tan and the number of $\geq 2 \mathrm{~mm}$ moles (categorized into four risk groups). Classification based on these two factors correctly distinguished cases in 49 pairs (71\%) while misclassifying 11 pairs. There were nine tied pairs with identical tan and $\geq 2 \mathrm{~mm}$ mole scores.

For invasive case-control pairs, tanning ability and the number of dysplastic moles were statistically significant. These two factors correctly identified cases in 33 of the 39 pairs ( $85 \%$ ) and only one pair was incorrectly classified. There were five tied pairs. For in situ case-control pairs, a family history of moles and hair color was used to correctly identify 21 of the 30 pairs ( $70 \%$ ). There were five tied pairs and four pairs were misclassified.

Combining the separate results for invasive and in situ case-control pairs led to 54 correct identifications, 5 incorrect identifications, and 9 tied identifications. Thus, the dermatological examination could be used to correctly identify $78 \%$ of the case-control pairs.

## Occupational Interview Results

A description of how the overall ratings for occupational factors were assigned is provided in the Methods section of this report. The results of statistical analysis of these scores are presented in Table 38. For each exposure factor, the means for all cases and for all controls are shown as well as the p-value for the statistical significance of that difference. In total, there are 120 p -values displayed in the table. Only three p-values were below the 5\% level of significance. (If the tests had been independent we would have expected six to have p-values below 5\% by chance alone.) Two are associated with the Nevada Test Site and one with Site 300. Controls tended to have greater scores than cases for ionizing radiation and for chemical-related factors (including exposure to chemicals, duties as a chemist, and exposure to photographic chemicals).

A closer look at the Nevada Test Site factor revealed that cases had higher scores than their matched control in 11 of the 39 invasive case-control pairs. This was compared to only four pairs where controls had higher scores than cases. The remaining 24 pairs had equal scores for the Nevada Test Site factor. This dichotomy had a p-value 0.06 by the sign test. This factor was not significant in the in situ case-control pairs. When consideration was restricted to LLNL employment, 18 cases had higher scores for the Nevada Test Site than their matched controls. This was compared to nine pairs where the control had a higher score. This dichotomy also had a p-value equal to 0.06 by the sign test.

The low p-value for in situ cases with respect to Site 300 during time period A was most likely a statistical artifact since this factor never approached statistical significance in any other subgrouping of case-control pairs or employment periods.

## Word Count Analysis

In our study, we interviewed 69 matched case-control pairs. Of the 138 individual interviews, 58 pairs had digitized records that were suitable for this analysis. These digitized records, in the form of ASCII text files, were first given an identifying label and then sequenced so that the text of each case was immediately followed by the text of its matched control.

Each ASCII file was then computer processed, first by a filter routine and then by an analysis routine. Both routines were written in Pascal. The filter routine identified and counted all words. It also had several other options. One option rejected words that we designated as "trivial," such as prepositions, conjunctions, and articles. Another option rejected words that we determined were not potentially associated with melanoma in our population and included words such as "car" and "telephone." Another option was to select words uttered only by the interviewee. We combined alternate spellings of the same word to make a single word. For example, "allergic," "allergies," and "allergy" were combined. We also grouped words into a composite category associated with a particular LLNL program or project. For example, "febatron," "fxr," and "flash x-ray" were combined. This progressive sequence of selection left us with a list of 601 words and categories which we then analyzed for their potential association with melanoma.

The analysis routine was structured to take each listed word and determine whether it occurred in either one or both matched pairs of interviews and then accumulate findings for all 58 pairs in order. Each word, "lithography" for example, was then coded by the routine as "both," if both members of the pair used the word or the interviewer used the word in their interviews. A code, "case only" was assigned if either the case or the interviewer used the word, and "control only" was assigned if only the control or the interviewer used the word. Finally, the analysis resulted in a "neither" code if neither one of a given pair used the word "lithography." Thus, for each matched pair there was a single coded result for each of the 601 selected words. This tabulation was accumulated for all 58 matched pairs.

The tabulation of all selected words was focused on the discordance ratio of "case only" to "control only." This is the maximum likelihood estimate of the odds ratio. ${ }^{15}$ The degree of discordance was evaluated by the sign test based on 2-sided p-values in order to find those words for which the discordance was greatest. We also determined $99 \%$ confidence limits for the risk ratio as an aid in assessing its significance. ${ }^{15}$

Word use for our 601 selected words and categories ranged from one person to 115 out of a total maximum possible of 116 for the 58 case-control pairs. A majority of words were used by fewer than 10 interviewees; only 240 words appeared in the transcripts of 10 or more subjects. Table 39 summarizes the results of this analysis for the 34 words appearing in 10 or more transcripts and with sign test 2-sided $\mathrm{p}<0.05$. It is noteworthy that 27 of the 34 "significant" discordances involve words that appeared in more control than case transcripts. There are only seven words that appeared in more case transcripts than in control transcripts. These words were "lithography," "booties," "herbicide," "antenna," "electron," "ionizing," and "monitor."

Two of the words, "booties" and "ionizing," were possibly associated with working with radioactive materials while two others, "herbicide" and "lithography," could have been associated with chemical exposures. Both types of exposures were covered in depth by the expert panel when they assigned overall exposure ratings (for radiation and for chemicals) to each case and control. In addition, "lithography" was found to be a nonsignificant word when the context in which it was used was examined. In seven of the transcripts it was first introduced by the interviewer with subsequent denial of exposure or use by the interviewee. In one of the remaining four instances, the context was that lithography was done in an adjoining room. Thus, the 11 "case only" instances of the word were reduced to three actual possible exposures that were not statistically significant.

## Itemized Exposures

When the transcripts were read, any agent that was mentioned by the subject as a possible exposure was added to a list containing all exposures for each case and each control. (An agent is any entity that we subjectively believed could be
associated with melanoma.) This list contained 459 agents. Each agent was assigned a unique code according to a classification system devised by Siemiatycki. ${ }^{11,12}$ Agents were also classified as radioactive or nonradioactive. Table 40 shows the results for both types of exposures. Overall, 54 of the 69 pairs ( $78 \%$ ) mentioned work with radioactive agents during the interview. There were 15 case-control pairs where only the case worked with these agents, and there were 17 pairs where only the control worked with these agents. Similarly, 64 of the 69 pairs ( $93 \%$ ) mentioned exposure to nonradioactive agents. Again, there was no significant difference between the number of pairs where only the case mentioned exposure compared to pairs where only the control was exposed. Some subjects mentioned more than one agent exposure. Tables 41 and 42 show the number of radioactive agents and nonradioactive agents mentioned by both cases and controls. There appears to be no difference in either distribution of the numbers of agents, although the average number of nonradioactive agents mentioned by controls was slightly higher than the number mentioned by cases.

We also looked at case-control exposures to each of the 459 different agents. There were few cases or controls exposed to any agents. In Table 43, we show the distribution of case-control pairs with respect to exposure to all of the agents that were mentioned by a least 10 case-control pairs. The distribution was obtained from the same computer program used for the word count analysis. One-sided p-values based on the sign test are shown in the last column. Interpretation must take into account that there were 29 possibly significant agents. Only two agents had p-values below 0.05 . This is only slightly more than the theoretical 1.45 (equal to $29 \times 0.05$ ) that was expected by chance.

The 459 agents were then grouped into 65 general exposure groupings. For example, the two separate entries, trichlorethylene (TCE) and carbon tetrachloride shown in Table 43 were combined into a general grouping of chlorinated hydrocarbons shown in Table 43a. Thus, subjects exposed to either (or both) of these chemicals would be counted as exposed to the general grouping of chlorinated hydrocarbons. Table 43a summarizes the exposures to 39 groupings where 10 or more case-control pairs were exposed. Only one agent group had a p-value less than 0.05 . With 39 candidates, we expected that 1.95 p-values would be less than 0.05 .

Table 44 summarizes the number of different agents mentioned by cases and controls. There was very little difference between the two distributions; therefore, we concluded that cases and controls mentioned approximately equal numbers of agents during the interview. A $t$-test of the means revealed that cases did not differ from controls.

The transcripts were also searched for indications that the subjects had skin exposure to chemicals. Subjects were classified by whether or not there had been skin exposure to any chemical. Subjects were also classified by their exposure to skin-irritating chemicals. A subject could receive a positive rating for exposure to a skin-irritating chemical regardless of whether or not that exposure was to the skin. The outcome of the statistical testing of these types of exposures is summarized in Table 45. Again, we saw that more controls than cases experienced skin exposures and exposures to skin-irritating chemicals.

## Analysis of Ionizing Radiation Dosimetry

We obtained records of each subject's exposure to ionizing radiation from the LLNL's Hazards Control Department. These records are for five types of exposures: gamma, neutron, tritium, skin, and hand. Dosimetry records also include recorded doses of ionizing radiation received by employees prior to employment at LLNL.

Tables 46 through 50 summarize the distribution of the doses of radiation recorded in the dosimetry files for different types of radiation. For both cases and controls, the distribution was highly skewed. Statistical tests, based on coding the doses on a scale of 0 to 5 to remove the effects of skewing, confirmed that there were no differences between cases and controls.

## Discussion

Our study used three sources to gather information concerning the association between risk factors and melanoma. Two of the sources of information were standard: a personal history questionnaire and a dermatological exam. The third source of information was an occupational interview. Two aspects of the occupational interview were noteworthy. First, we used a certified court reporter to record and transcribe the interviews. Each interview was then read by both the interviewer and the interviewee for accuracy and completeness. The second noteworthy aspect of the interview was that, because most interviews existed as an ASCII file, we were able to perform a computer search for the occurrence of words associated with melanoma. We did not find any words that were used by our cases and not by our controls. We believe this computer search enhanced the likelihood that there is no association between melanoma and working conditions at LLNL. Also, as far as we are aware, these aspects of our study were unique.

Our findings, based on statistical analysis of the results from the questionnaire and the dermatological exam, suggest that the constitutional risk factors for our melanoma cases were no different from those reported in the extensive literature on melanoma. Our findings based on statistical analysis of the results from the occupational interview do differ from those reported by Austin and Reynolds. The possible reasons for the difference in findings are discussed below.

## Comparisons with Austin and Reynolds

Austin and Reynolds concluded that five occupational factors led to the increased melanoma incidence among LLNL employees. Their study was a matched casecontrol design with approximately four controls matched to each of 31 cases (those diagnosed between January of 1969 and June of 1980). ${ }^{2}$ This study covers 69 cases diagnosed between January of 1969 and April of 1989, with one control matched per case. The matching criteria for Austin and Reynolds were:

1. Control employed during year that case was diagnosed.
2. Control same sex as case.
3. Control same race as case.
4. Control within five years in age of the case.

It is important to note that there was no requirement for controls to be employed at LLNL as long as the cases. Austin and Reynolds also did not require that controls match the cases with respect to years of education.

The results for Austin and Reynolds' five occupational factors are summarized in Table 51 along with comparable summary results from this study. For radioactive materials, our rating score gave $14 \%$ of the cases and $20 \%$ of the controls scores greater than zero. Both of these percentages are lower than those reported by Austin and Reynolds for responses to the radioactive material question. By analyzing all agents mentioned in the interviews, we found that 37 cases ( $54 \%$ ) and 39 controls ( $57 \%$ ) were exposed, to some degree, to radioactive agents (Table 40). These percentages lie between those reported by Austin and Reynolds ( $33 \%$ for controls and $65 \%$ for cases). However, in contrast to Austin and Reynolds, we found no differences between cases and controls. For Site 300, we found that both cases and controls had similar exposures ( $39 \%$ for cases and $36 \%$ for controls). These percentages were similar to the percentages for the Austin and Reynolds controls who had visited the site one or more times. We found a greater percentages of cases and controls with exposures to photographic chemicals. Forty-five percent of our cases and $51 \%$ of our controls were rated as having "higher than normal" occupational exposures to photographic chemicals, and $51 \%$ of the cases and $52 \%$ of the controls mentioned photographic chemicals in their interview. All of these percentages were higher than those reported by Austin and Reynolds (35\% for cases and 15\% for controls). Again, in contrast to Austin and Reynolds, we found no differences between cases and controls. We found that $12 \%$ of the cases and $16 \%$ of the controls had exposure to the Pacific Test Site. These percentages were similar for those found for the Austin and Reynolds cases (13\%). Our case-control difference was not significant. We rated $22 \%$ of our cases and $26 \%$ of our controls as having chemist duties. Both percentages were greater than those reported by Austin and Reynolds, which were based on job classifications ( $13 \%$ for cases and $2 \%$ for controls). Again, the difference in our percentages was not statistically significant.

We have noted previously that Austin and Reynolds did not require that controls match cases with regard to tenure at LLNL or years of education. Table 52 summarizes the results of regressing the five factors found to be significant by Austin and Reynolds against start date and years of education for our cases and controls. These results support the hypothesis that these two factors-start date and years of education-could have acted as confounders in the Austin and Reynolds study. Since occupational factor scores decrease with start date (as evidenced by negative coefficients in the table), it is likely that controls who were not matched for these variables would have lower exposures to these factors simply because they began employment at LLNL after the cases. Similarly, because occupational factor scores increase with education (as evidenced by positive coefficients in the table), it is probable that controls with less education than cases would be less likely to engage in the type of activities that led to higher exposures. We had no way of testing for these effects in the Austin and Reynolds dataset since we did not know which controls were matched to each of the Austin and Reynolds cases. (This was done intentionally to protect the privacy of those who participated in the Austin and Reynolds study.)

A second possible explanation for the difference in study findings is that the study sample sizes were not the same. The Austin and Reynolds study design called for a 4 to 1 match. For example, four controls were matched to each case, although their results were based on fewer controls because some controls refused to participate in their study. Our study sample had only one control matched to each case. However, where as Austin and Reynolds had only 31 cases, we had 69 total cases, including 39 invasive cases. Statistical power (defined as the ability to detect a risk factor as significant) for case-control studies can be calculated using formulas given by Oliphant and McHugh. ${ }^{17}$ Table 53 summarizes the results of these calculations for comparing the study designs. Our study design, based on a 1 to 1 matching with all 69 case-control pairs, proved to be slightly more powerful than the Austin and Reynolds design. Even with only 39 invasive case-control pairs, our study had $80 \%$ of the Austin and Reynold's power for detecting four out of the five Austin and Reynolds factors. Thus, it is unlikely that the difference in study sample sizes accounted for the difference in the findings.

Another factor that may have led to differences in the results of the two studies was the difference in the subjects interviewed. The effect of this factor was studied by subdividing our case-control pairs into two subgroups. The first subgroup consisted of the 22 pairs in which the case was interviewed both by Austin and Reynolds and ourselves. We named this subgroup the Austin and Reynolds case-control pairs. The second subgroup consisted of the 47 casecontrol pairs whom we interviewed but who were not interviewed by Austin and Reynolds. If the Austin and Reynolds factors applied only to the 22 Austin and Reynolds case-control pairs, then a separate analysis of these should have resulted in differences greater than those in the remaining 47 pairs. The results, summarized in Table 54, offer mixed support for this explanation of the differences between the studies. The paired- $t$ statistic showed increased risk for exposures to ionizing radiation and photographic chemicals for the Austin and Reynolds subset compared to the others. This is shown in the table where the paired $-t$ for ionizing radiation is 0.00 for the Austin and Reynolds subset. This is more positive than the paired- $t$ equal to -1.53 for the subset of others. The other three Austin and Reynolds factors, visits to the Pacific Test Site, presence at Site 300, and chemist duties all have more positive paired- $t$ statistics for the subset of others. None of the differences in paired- $t$ statistics were statistically significant. Thus, we concluded that subdividing our cases into two subsets made no difference to the overall results.

We rematched our cases and controls to determine whether the less rigorous matching criteria of the Austin and Reynolds study would explain the difference in results. We could only rematch 58 of the 69 case-control pairs since the Austin and Reynolds criteria required that the controls be of the same sex as the cases. This time, applying the Austin and Reynolds criteria shifted all five paired- $t$ statistics to a more positive direction. (See Table 55.) Even though none of the differences were statistically significant, these results support the hypothesis that the Austin and Reynolds study found significant differences because the start date and years of education factors were confounded with occupational exposures.

Finally, we checked the effect of mismatching for sex in our study. (Note that 11 case-control pairs were mismatched for sex-10 pairs in which the case was female and the control was male were mismatched, and a single pair in which
the case was male and the control was female was mismatched. Refer to Table 1.) We entered all of the matching variables (sex, age, starting year at LLNL, years of tenure at LLNL, and years of post-high-school education) into a conditional logistic regression. The results showed that sex was a statistically significant factor in separating cases from controls ( $p=0.038$ ). This result was explained by the fact that when a case-control pair contains one female and one male, it is more likely that the case will be the female. (This occurred in 10 of the 11 male-female pairs.) Thus, we re-ran the analysis of occupational factors, adding sex as a forced factor. The results are summarized in Table 56 and show the odds ratios for the risk factors identified by Austin and Reynolds with and without adjustment for sex. The adjustment increased the odds ratios slightly for four of the five factors-radioactive materials, Site 300, Pacific Test Site, and chemist duties. The adjustment decreased the odds ratio for photographic chemicals. Thus, even though the sex factor was statistically significant as a predictor of case-control status, it had little effect on the estimates for the effects of occupational factors.

## Comparisons with Other Occupational Studies

A 1982 study conducted by the Los Alamos National Laboratory (LANL) found no significant increase in melanoma incidence among its employees. ${ }^{18}$ This finding makes it difficult to explain the increase at LLNL in terms of occupational activities since the two laboratories have nearly identical research activities and their employees are potentially exposed to similar chemicals and radiation. A second LANL study found that the most significant risk factor for melanoma was level of education. ${ }^{19}$ People with college degrees had a two fold risk, while those with graduate degrees experienced a three fold risk compared to those without college degrees. These findings support ours with regard to occupational factors and the importance of matching for years of education.

A search of the MEDLINE database in December of $1993{ }^{20}$ using the keywords "melanoma" and "occupation" produced the following reports:

- A case-control study of 140 cases in The Netherlands found that there was no increased risk of melanoma among workers in the chemical industry.
- A New Zealand male cancer mortality study by occupation found that there was an increased risk of melanoma among clerical workers but no increased risk among any other groups.
- A British Columbian male cancer patient study by occupation found predominant melanoma excesses among indoor workers.
- An occupational study based on cancer registries for England, Wales, and Sweden found increased melanoma incidence among professional workers of both sexes in all three countries. The highest excesses were found among airline pilots, finance and insurance brokers, professional accountants, dentists, transportation inspectors and supervisors, pharmacists, judges, doctors, university teachers, and chemists. There was no adjustment for years of education in this study.
- A cancer-by-industry survey based on state cancer registries in the U.S. found that there were excess melanomas among rubber and plastic product workers.

These surveys confirm that people who work primarily indoors and whose occupations require college or higher level degrees have an increased risk of melanoma compared to the general population. There are no reports of increased melanoma among radiation workers or those exposed to high levels of radiation in the extensive literature on the health effects of radiation.

## Conclusions and Recommendations

The results reported here represent our best effort to find factors that were unique among LLNL employees and led to an excess diagnosis of cutaneous malignant melanoma. Based on our findings we drew the following conclusions:

- None of the occupational factors identified in the Austin and Reynolds casecontrol study have been implicated or even established as biologically plausible.
- No other occupational factor identified in the interviews, either by inspection or by word-count analysis, was found to be implicated.
- The LLNL cases exhibited the same personal and familial characteristics as cases elsewhere.
- The LLNL workforce has a generally high level of education. This is an established risk factor for melanoma and may contribute, in part, to the rate elevation at LLNL compared to that of the community.
- The true cause of the elevated incidence of melanoma at LLNL cannot be determined. Some hypothetical mechanisms are: (1) an as yet unidentified occupational exposure, probably more prevalent in the early years of LLNL operations, cannot be ruled out; (2) unexplained clusters of cancer, including melanoma, have been recognized in other populations and remain a possibility at LLNL; and (3) a combination of generally high education and specific aspects of lifestyle coupled with aggressive surveillance probably is the best explanation for the excess rates.
- An increased awareness and understanding of melanoma by Lab employees and their physicians has resulted in increased diagnosis of thin lesions. It has been found that thin lesions have a good prognosis after treatment.
- Enhanced surveillance probably leads to prevention of life-threatening forms of melanoma.

We offer the following recommendations:

- Continue the Spot Check education and onsite clinic programs for the next four years so that important data may be secured on mortality trend and precursor lesion life history. The most important objective is to obtain evidence about whether or not an aggressive program of education and surveillance can decrease mortality from melanoma.
- If changes do not occur that disturb the current trend toward disappearance of excess melanoma incidence at LLNL, we see no further need for investigation of possible workplace factors. Research and publication of clinical and epidemiologic data should continue, however.
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## Tables

Table 1. Case-Control Matches by Sex

| Cases | Controls | Number <br> of pairs |
| :--- | :--- | :---: |
| Male | Male | 53 |
| Female | Female | 5 |
| Female | Male | 10 |
| Male | Female | 1 |

Table 3. Case-Control Matches by Start Date

| Difference (yrs.) <br> Case-Control | Number <br> of pairs |
| :---: | :---: |
| -3.5 to -2.5 | 1 |
| -2.5 to -1.5 | 1 |
| -1.5 to -0.5 | 3 |
| -0.5 to 0.5 | 61 |
| 0.5 to 1.5 | 2 |
| 1.5 to 2.5 | 1 |

Table 5. Case-Control Matches by Years of Tenure

| Difference (yrs.) <br> Case-Control | Number <br> of pairs |
| :---: | :---: |
| -3.5 to -2.5 | 1 |
| -2.5 to -1.5 | 1 |
| -1.5 to -0.5 | 3 |
| -0.5 to 0.5 | 59 |
| 0.5 to 1.5 | 2 |
| 1.5 to 2.5 | 1 |
| 2.5 to 3.5 | 2 |

Table 2. Case-Control Matches by Age

| Age Difference <br> Case-Control | Number <br> of pairs |
| :---: | :---: |
| -4 | 2 |
| -3 | 4 |
| -2 | 3 |
| -1 | 10 |
| 0 | 26 |
| 1 | 14 |
| 2 | 4 |
| 3 | 4 |
| 4 | 1 |
| 5 | 1 |

Table 4. Case-Control Matches by Years of Education

| Difference (yrs.) <br> Case-Control | Number <br> of pairs |
| :---: | :---: |
| -5.5 to -4.5 | 1 |
| -4.5 to -3.5 | 1 |
| -3.5 to -2.5 | 0 |
| -2.5 to -1.5 | 7 |
| -1.5 to -0.5 | 18 |
| -0.5 to 0.5 | 21 |
| 0.5 to 1.5 | 12 |
| 1.5 to 2.5 | 6 |
| 2.5 to 3.5 | 3 |

Table 6. Distribution of Overall Match Scores

| Match Score | Number <br> of pairs |
| :---: | :---: |
| 0 to 0.99 | 46 |
| 1 to 1.99 | 14 |
| 2 to 2.99 | 5 |
| 3 to 3.99 | 1 |
| 4 to 4.99 | 2 |
| 5 to 5.99 | 0 |
| 6 to 6.99 | 1 |

Table 7. Ethnicity of Cases and Controls

| Ethnic Origin | Cases | Controls |
| :--- | :---: | :---: |
| Maternal Grandfather <br> Great Britain or <br> Northern European <br> Eastern or Southern | 49 | 49 |
| European <br> Hispanic, Native <br> American or Asian <br> Black <br> Unknown | 16 | 14 |
| Maternal Grandmother <br> Great Britain or | 1 | 4 |
| Northern European <br> Eastern or Southern <br> European | 17 | 17 |
| Hispanic, Native <br> American or Asian <br> Black | 2 | 13 |
| Unknown | 0 | 40 |
| Paternal Grandfather <br> Great Britain or <br> Northern European <br> Eastern or Southern <br> European <br> Hispanic, Native <br> American or Asian <br> Black <br> Unknown | 56 | 10 |

Table 8. Ethnicity Scores for Cases and Controls

| Ethnicity Score | Cases | Controls | Paired-t test | p-value |
| :---: | :---: | :---: | :---: | :---: |
| 4.0 | 41 | 47 |  |  |
| $3-3.9$ | 26 | 16 |  |  |
| $2-2.9$ | 1 | 1 |  |  |
| $1-1.9$ | 0 | 1 | 1.00 | 0.321 |
| $0-0.9$ | 1 | 4 |  |  |
|  |  |  |  |  |
| Invasive cases | 23 | 25 |  |  |
| 4.0 | 15 | 11 |  |  |
| $3-3.9$ | 1 | 1 |  |  |
| $2-2.9$ | 0 | 0 |  |  |
| $1-1.9$ | 0 | 2 |  |  |
| $0-0.9$ |  |  |  |  |
|  | 18 | 22 |  |  |
| In situ cases | 11 | 0 |  |  |
| 4.0 | 0 | 1 | 0.59 |  |
| $3-3.9$ | 0 | 2 |  |  |
| $2-2.9$ | 1 |  |  |  |
| $1-1.9$ |  |  |  |  |
| $0-0.9$ |  |  |  |  |

Table 9. Marital Status of Cases and Controls

|  | Cases |  |  | Controls |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Marital Status | Number | Percent $^{\dagger}$ |  | Number | Percent | p-value ${ }^{*}$ |
| Married | 50 | $85 \%$ |  | 61 | $88 \%$ |  |
| Widowed | 0 | $0 \%$ |  | 1 | $1 \%$ |  |
| Divorced | 6 | $10 \%$ |  | 6 | $9 \%$ |  |
| Separated | 1 | $2 \%$ |  | 0 | $0 \%$ |  |
| Never married | 2 | $3 \%$ |  | 1 | $1 \%$ |  |
| Unknown | 10 | - | 0 | - | 0.0007 |  |

† Percentage for cases based on 59 reponses excluding 10 "unknown"

* p-value based on Fisher's exact test for difference in percent unknown

Table 10. Highest Educational Grade of Cases and Controls

| Education | Cases | Controls | Paired- t | p-value <br> for trend |
| :--- | :---: | :---: | :---: | :---: |
| High School | 9 | 7 |  |  |
| College | 24 | 26 |  |  |
| Graduate work | 4 | 6 |  |  |
| M.A./M.S. | 17 | 11 |  | 0.905 |
| Ph.D./M.D. | 15 | 19 | 0.12 |  |

Table 11. UV Exposures from Residences for Cases and Controls

|  | Age Group |  |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | $0-9$ | $10-14$ | $15-19$ | $20-24$ | $25-39$ | $40+$ | $10-24$ |
| All cases |  |  |  |  |  |  |  |
| Avg. diff.* | -0.53 | -0.22 | -0.08 | -0.55 | 0.30 | -0.12 | -0.85 |
| SD diff. | 3.81 | 1.92 | 2.06 | 2.08 | 9.57 | 15.83 | 4.90 |
| Paired-t | -1.15 | -0.94 | -0.32 | -2.20 | 0.26 | -0.06 | -1.43 |
| p-value | 0.25 | 0.35 | 0.75 | 0.03 | 0.79 | 0.95 | 0.16 |
|  |  |  |  |  |  |  |  |
| Invasive cases |  |  |  |  |  |  |  |
| Avg. diff. | -1.17 | -0.54 | -0.36 | -0.86 | 0.84 | 0.76 | -1.76 |
| SD diff. | 3.66 | 1.82 | 2.06 | 2.28 | 10.71 | 13.79 | 4.64 |
| Paired-t | -2.00 | -1.84 | -1.09 | -2.36 | 0.49 | 0.34 | -2.36 |
| p-value | 0.05 | 0.07 | 0.28 | 0.02 | 0.63 | 0.73 | 0.02 |
|  |  |  |  |  |  |  |  |
| In situ cases |  |  |  |  |  |  |  |
| Avg. diff. | 0.31 | 0.20 | 0.29 | -0.14 | -0.39 | -1.27 | 0.34 |
| SD diff. | 3.89 | 1.99 | 2.02 | 1.73 | 7.98 | 18.33 | 5.06 |
| Paired-t | 0.44 | 0.54 | 0.77 | -0.46 | -0.27 | -0.38 | 0.37 |
| p-value | 0.67 | 0.59 | 0.45 | 0.65 | 0.79 | 0.71 | 0.72 |

[^0]Table 12. Eye Color for Cases and Controls

| Eye Color | Cases | Controls | Paired-t | p-value |
| :--- | :---: | :---: | :---: | :---: |
| Blue | 35 | 25 |  |  |
| Green | 7 | 9 |  |  |
| Gray | 0 | 2 |  |  |
| Hazel | 17 | 19 |  |  |
| Brown | 10 | 14 | 1.49 | 0.141 |

Table 13. Hair Color for Cases and Controls

| Hair Color | Cases | Controls | Paired-t | p-value |
| :--- | :---: | :---: | :---: | :---: |
| Blond or Red | 27 | 14 |  |  |
| Lt. Brown | 15 | 23 |  |  |
| Brown | 26 | 26 |  |  |
| Black | 1 | 6 | 2.21 | 0.03 |

Table 14. Skin Reaction to One-Half-Hour of Summer Noonday Sun with No Previous Exposure

|  | Test for linear trend |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Burn/Tan (no previous exposure) | Cases | Controls | Pooled risk* | Paired-t | p-value |
| All cases |  |  |  |  |  |
| Never burn or tan | 6 | 7 |  |  |  |
| Tan with no burning | 7 | 9 |  |  |  |
| Burn with tanning | 13 | 28 |  |  | 0.10 |
| Burn with little tanning | 30 | 16 |  |  |  |
| Burn with no tanning | 13 | 9 | 2.91 |  |  |
| Invasive cases |  |  |  |  |  |
| Never burn or tan | 1 | 3 |  |  |  |
| Tan with no burning | 7 | 4 |  |  |  |
| Burn with tanning | 7 | 21 |  |  |  |
| Burn with little tanning | 16 | 9 |  |  |  |
| Burn with no tanning | 8 | 2 | 4.07 |  |  |
| In situ cases |  |  |  |  |  |
| Never burn or tan | 5 | 4 |  |  |  |
| Tan with no burning | 0 | 5 |  |  |  |
| Burn with tanning | 6 | 7 |  |  |  |
| Burn with little tanning | 14 | 7 |  |  |  |
| Burn with no tanning | 5 | 7 | 1.97 | 0.84 |  |

* Relative risk

Table 15. Skin Reaction to One Half Hour of Summer Noonday Sun with a Few Days Previous Exposure

| Burn/Tan (with previous exposure) | Test for linear trend |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Cases | Controls | Pooled risk* | Paired-t | p-value |
| All cases |  |  |  |  |  |
| Never burn or tan | 14 | 12 |  |  |  |
| Tan with no burning | 30 | 44 |  |  |  |
| Burn with tanning | 10 | 8 |  |  |  |
| Burn with little tanning | 12 | 5 |  |  |  |
| Burn with no tanning | 3 | 0 | 3.56 | 2.62 | 0.011 |
| Invasive cases |  |  |  |  |  |
| Never burn or tan | 6 | 4 |  |  |  |
| Tan with no burning | 16 | 29 |  |  |  |
| Burn with tanning | 6 | 4 |  |  |  |
| Burn with little tanning | 8 | 2 |  |  |  |
| Burn with no tanning | 3 | 0 | 7.27 | 2.94 | 0.005 |
| In situ cases |  |  |  |  |  |
| Never burn or tan | 8 | 8 |  |  |  |
| Tan with no burning | 14 | 15 |  |  |  |
| Burn with tanning | 4 | 4 |  |  |  |
| Burn with little tanning | 4 | 3 |  |  |  |
| Burn with no tanning | 0 | 0 | 1.38 | 0.39 | 0.70 |

[^1]Table 16. Skin Reaction to One Hour of Strong Summer Sunlight for the First Time

| Burn/Tan (with previous exposure) | Test for linear trend |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Cases | Controls | Pooled risk* | Paired-t | p-value |
| All cases |  |  |  |  |  |
| Tan without any sunburn | 5 | 2 |  |  |  |
| Mild burn followed by tanning | 24 | 42 |  |  |  |
| Painful sunburn followed by peeling | 32 | 23 |  |  |  |
| Severe sunburn with blistering | 7 | 2 |  |  |  |
| Uncertain | 1 | 0 | 2.29 | 2.05 | 0.045 |
| Invasive cases |  |  |  |  |  |
| Tan without any sunburn | 2 | 1 |  |  |  |
| Mild burn followed by tanning | 15 | 24 |  |  |  |
| Painful sunburn followed by peeling | 16 | 13 |  |  |  |
| Severe sunburn with blistering | 6 | 1 |  |  |  |
| Uncertain | 0 | 0 | 2.31 | 2.08 | 0.044 |
| In situ cases |  |  |  |  |  |
| Tan without any sunburn | 3 | 1 |  |  |  |
| Mild burn followed by tanning | 9 | 18 |  |  |  |
| Painful sunburn followed by peeling | 16 | 10 |  |  |  |
| Severe sunburn with blistering | 1 | 1 |  |  |  |
| Uncertain | 0 | 0 | 2.45 | 0.75 | 0.46 |

* Relative risk

Table 17. Skin Reaction after Repeated and Prolonged Exposure to Sunlight

| Burn/Tan (with previous exposure) | Test for linear trend |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Cases | Controls | Pooled risk* | Paired-t | p-value |
| All cases |  |  |  |  |  |
| Deep tan | 7 | 17 |  |  |  |
| Moderate tan | 34 | 34 |  |  |  |
| Mild tan with peeling | 24 | 18 |  |  |  |
| Freckles or no suntan at all | 3 | 0 |  |  |  |
| Uncertain | 1 | 0 | 1.82 | 2.41 | 0.018 |
| Invasive cases |  |  |  |  |  |
| Deep tan | 5 | 10 |  |  |  |
| Moderate tan | 16 | 24 |  |  |  |
| Mild tan with peeling | 15 | 5 |  |  |  |
| Freckles or no suntan at all | 3 | 0 |  |  |  |
| Uncertain | 0 | 0 | 5.83 | 3.00 | 0.005 |
| In situ cases |  |  |  |  |  |
| Deep tan | 2 | 7 |  |  |  |
| Moderate tan | 18 | 10 |  |  |  |
| Mild tan with peeling | 9 | 13 |  |  |  |
| Freckles or no suntan at all | 0 | 0 |  |  |  |
| Uncertain | 1 | 0 | 0.56 | 0.00 | 1.00 |

[^2]Table 18. Sun Exposure During Year Prior to Date of Diagnosis

| Response | Cases |  | Controls |  | Test for trend |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | \# | \% | \# | \% | Paired-t | p-value |
| Sun all year and kept a tan | 13 | 19\% | 20 | 29\% |  |  |
| Sun and tan during summer | 23 | 33\% | 29 | 42\% |  |  |
| Occasionally sun with intermittent tan | 13 | 19\% | 9 | 13\% |  |  |
| Occasionally sun with intermittent burns | 8 | 12\% | 3 | 4\% |  |  |
| Occasional sun but not long enough to burn or tan | 4 | 6\% | 6 | 9\% |  |  |
| Wore protective clothing when out in sun | 7 | 10\% | 1 | 1\% |  |  |
| Seldom out in sun | 0 | 0\% | 1 | 1\% |  |  |
| Uncertain | 1 | 1\% | 0 | 0\% | 1.80 | 0.076 |

Table 19. Number of Times Sunbathed During Year Prior to Diagnosis

| Response | Cases |  | Controls |  | Test for trend |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | \# | \% | \# | \% | Paired-t | p-value |
| Never | 32 | 46\% | 28 | 41\% |  |  |
| 1-10 times | 25 | 36\% | 20 | 29\% |  |  |
| 11-20 times | 7 | 10\% | 8 | 12\% |  |  |
| 21-50 times | 4 | 6\% | 3 | 4\% |  |  |
| 51-100 times | 0 | 0\% | 6 | 9\% |  |  |
| More than 100 times | 1 | 1\% | 4 | 6\% | -2.28 | 0.026 |

Table 20. Sunbathing in the Past

|  | Cases |  | Controls |  | p-value |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | \# | \% | \# | \% |  |
| Was there a time when you sunbathed more frequently? |  |  |  |  |  |
| Yes | 62 | 90\% | 69 | 100\% | 0.013 |
| No | 6 | 9\% | 0 | 0\% |  |
| Did you ever sunbathe? |  |  |  |  |  |
| Yes | 50 | 72\% | 63 | 93\% | 0.002 |
| No | 19 | 28\% | 5 | 7\% |  |

Table 21. Sunbathing Frequency in the Past

|  | All pairs |  | Invasive pairs |  | In situ pairs |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Cases | Controls | Cases | Controls | Cases | Controls |
| Sunbathing 10 yrs. prior to diagnosis (hrs./week) |  |  |  |  |  |  |
| 0 | 37 | 17 | 24 | 7 | 13 | 10 |
| 0.01 to 0.44 | 11 | 16 | 6 | 9 | 5 | 7 |
| 0.45 to 3.59 | 15 | 20 | 6 | 12 | 9 | 8 |
| $\geq 3.60$ | 6 | 16 | 3 | 11 | 3 | 5 |
| p -value for trend | 0.0010 |  | 0.0003 |  | 0.46 |  |
| Sunbathing ages 15-25 (days/yr.) |  |  |  |  |  |  |
| 0 to 1.5 | 39 | 18 | 26 | 10 | 13 | 8 |
| 1.5 to 7.5 | 11 | 16 | 6 | 11 | 5 | 5 |
| 7.5 to 17 | 10 | 17 | 4 | 10 | 6 | 7 |
| $\geq 17$ | 9 | 18 | 3 | 8 | 6 | 10 |
| p-value for trend | 0.0012 |  | 0.0033 |  | 0.13 |  |

Table 22. Use of Tanning Salon Prior to Diagnosis

|  | Cases | Controls $^{1}$ |
| :--- | :---: | :---: |
| Never | 65 | 68 |
| $1-10$ times | 0 | 0 |
| $11-25$ times | 1 | 0 |
| $26-50$ times | 0 | 0 |
| $51-100$ times | 2 | 0 |
| $>100$ times | 1 | 0 |

${ }^{1}$ One control did not answer this question.

Table 23. Tablets to Improve Skin Tanning

|  | Cases | Controls |
| :--- | :---: | :---: |
| All cases |  |  |
| Yes | 5 | 6 |
| No | 63 | 63 |
| Invasive |  |  |
| Yes | 3 | 3 |
| No | 36 | 36 |
| In situ |  |  |
| Yes | 2 | 3 |
| No | 27 | 27 |

Table 24. Outdoor Pastimes

| Activity | All ages |  |  | Ages 0-19 |  |  | Age $\geq 20$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | \#\{Case <br> >cont.\} | \# Case <br> <cont.\} | Sign test p-value | \#\{Case <br> >cont.\} | \# Case <br> <cont.\} | Sign test p-value | \#\{Case <br> >cont.\} | \# Case <br> <cont.\} | Sign test p-value |
| All cases |  |  |  |  |  |  |  |  |  |
| Swimming | 10 | 9 | 1.00 | 13 | 6 | 0.17 | 19 | 13 | 0.38 |
| Walking/Jogging/ | 6 | 13 | 0.17 | 2 | 8 | 0.11 | 5 | 12 | 0.14 |
| Running |  |  |  |  |  |  |  |  |  |
| Gardening | 15 | 13 | 0.85 | 14 | 12 | 0.85 | 17 | 13 | 0.58 |
| Boating/Sailing | 21 | 14 | 0.31 | 9 | 4 | 0.27 | 16 | 15 | 1.00 |
| Fishing | 18 | 19 | 1.00 | 13 | 12 | 1.00 | 18 | 16 | 0.86 |
| Tennis | 12 | 17 | 0.46 | 10 | 14 | 0.54 | 11 | 14 | 0.69 |
| Softball | 15 | 21 | 0.41 | 13 | 18 | 0.47 | 12 | 17 | 0.46 |
| Golf | 10 | 14 | 0.54 | 5 | 5 | 1.00 | 9 | 13 | 0.52 |
| Water Skiing | 11 | 16 | 0.44 | 8 | 7 | 1.00 | 10 | 14 | 0.54 |
| Basketball | 6 | 7 | 1.00 | 6 | 6 | 1.00 | 2 | 2 | 1.00 |
| Football | 16 | 12 | 0.57 | 15 | 12 | 0.70 | 6 | 4 | 0.75 |
| Surfing | 5 | 8 | 0.58 | 6 | 6 | 1.00 | 2 | 4 | 0.69 |
| Skin Diving/Scuba | 8 | 8 | 1.00 | 3 | 3 | 1.00 | 6 | 8 | 0.79 |
| Snow Skiing | 17 | 20 | 0.74 | 10 | 8 | 0.81 | 16 | 19 | 0.74 |
| Motorbiking/ | 5 | 8 | 0.58 | 2 | 2 | 1.00 | 5 | 7 | 0.77 |
| Motorcycling |  |  |  |  |  |  |  |  |  |
| Biking/Cycling | 12 | 20 | 0.22 | 12 | 20 | 0.22 | 12 | 15 | 0.70 |
| Horseback Riding | 10 | 7 | 0.63 | 6 | 7 | 1.00 | 9 | 3 | 0.15 |
| Hang Gliding | 0 | 0 | 1.00 | 0 | 0 | 1.00 | 0 | 0 | 1.00 |
| Soccer | 8 | 0 | 0.01 | 4 | 0 | 0.13 | 7 | 0 | 0.02 |
| Cricket/Rugby/ | 1 | 0 | 1.00 | 1 | 0 | 1.00 | 1 | 0 | 1.00 |
| Lawn Bowls |  |  |  |  |  |  |  |  |  |
| Baseball | 8 | 3 | 0.23 | 6 | 1 | 0.13 | 5 | 2 | 0.45 |
| Hiking | 23 | 4 | 0.0003 | 23 | 8 | 0.01 | 25 | 5 | 0.0003 |
| Windsurfing | 2 | 0 | 0.50 | 0 | 0 | 1.00 | 1 | 0 | 1.00 |
| Snorkeling | 0 | 0 | 1.00 | 0 | 0 | 1.00 | 0 | 0 | 1.00 |
| Convertible Riding | 6 | 14 | 0.12 | 4 | 3 | 1.00 | 6 | 13 | 0.17 |
| Roller Skating/ | 1 | 0 | 1.00 | 0 | 0 | 1.00 | 1 | 0 | 1.00 |
| Rollerblading |  |  |  |  |  |  |  |  |  |
| Invasive cases |  |  |  |  |  |  |  |  |  |
| Swimming | 7 | 4 | 0.55 | 9 | 3 | 0.15 | 13 | 7 | 0.26 |
| Walking/Jogging/ | 4 | 6 | 0.75 | 1 | 2 | 1.00 | 2 | 6 | 0.29 |
| Running |  |  |  |  |  |  |  |  |  |
| Gardening | 8 | 8 | 1.00 | 7 | 7 | 1.00 | 9 | 9 | 1.00 |
| Boating/Sailing | 11 | 9 | 0.82 | 6 | 2 | 0.29 | 8 | 10 | 0.81 |
| Fishing | 10 | 11 | 1.00 | 7 | 8 | 1.00 | 11 | 10 | 1.00 |
| Tennis | 8 | 9 | 1.00 | 7 | 8 | 1.00 | 9 | 8 | 1.00 |
| Softball | 11 | 9 | 0.82 | 9 | 8 | 1.00 | 8 | 9 | 1.00 |
| Golf | 3 | 8 | 0.23 | 3 | 3 | 1.00 | 3 | 8 | 0.23 |
| Water Skiing | 8 | 8 | 1.00 | 6 | 4 | 0.75 | 8 | 7 | 1.00 |
| Basketball | 2 | 4 | 0.69 | 2 | 4 | 0.69 | 2 | 1 | 1.00 |
| Football | 8 | 8 | 1.00 | 8 | 8 | 1.00 | 5 | 3 | 0.73 |
| Surfing | 4 | 5 | 1.00 | 5 | 4 | 1.00 | 1 | 2 | 1.00 |
| Skin Diving/Scuba | 4 | 3 | 1.00 | 0 | 1 | 1.00 | 2 | 3 | 1.00 |
| Snow Skiing | 10 | 10 | 1.00 | 5 | 4 | 1.00 | 9 | 10 | 1.00 |

Table 24. Outdoor Pastimes (continued)

| Activity | All ages |  |  | Ages 0-19 |  |  | Age $\geq 20$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | \#\{Case <br> >cont.\} | \# Case <br> <cont.\} | Sign test p-value | \#\{Case <br> >cont.\} | \# Case <br> <cont.\} | Sign test p-value | \#\{Case <br> >cont.\} | \#\{Case <br> <cont.\} | Sign test p-value |
| Invasive cases |  |  |  |  |  |  |  |  |  |
| Motorcycling |  |  |  |  |  |  |  |  | 1.00 |
| Biking/Cycling | 7 | 11 | 0.48 | 7 | 13 | 0.26 | 7 | 10 | 0.63 |
| Horseback Riding | 4 | 6 | 0.75 | 3 | 5 | 0.73 | 3 | 3 | 1.00 |
| Hang Gliding | 0 | 0 | 1.00 | 0 | 0 | 1.00 | 0 | 0 | 1.00 |
| Soccer | 2 | 0 | 0.50 | 2 | 0 | 0.50 | 1 | 0 | 1.00 |
| Cricket/Rugby/ | 1 | 0 | 1.00 | 1 | 0 | 1.00 | 1 | 0 | 1.00 |
| Lawn Bowls |  |  |  |  |  |  |  |  |  |
| Baseball | 3 | 2 | 1.00 | 3 | 1 | 0.63 | 0 | 1 | 1.00 |
| Hiking | 11 | 2 | 0.02 | 10 | 6 | 0.45 | 13 | 3 | 0.02 |
| Windsurfing | 1 | 0 | 1.00 | 0 | 0 | 1.00 | 0 | 0 | 1.00 |
| Snorkeling | 0 | 0 | 1.00 | 0 | 0 | 1.00 | 0 | 0 | 1.00 |
| Convertible Riding | 4 | 9 | 0.27 | 4 | 1 | 0.38 | 3 | 9 | 0.15 |
| Roller Skating/ | 0 | 0 | 1.00 | 0 | 0 | 1.00 | 0 | 0 | 1.00 |
| Rollerblading |  |  |  |  |  |  |  |  |  |
| In situ cases |  |  |  |  |  |  |  |  |  |
| Swimming | 3 | 5 | 0.73 | 4 | 3 | 1.00 | 6 | 6 | 1.00 |
| Walking/Jogging/ | 2 | 7 | 0.18 | 1 | 6 | 0.13 | 3 | 6 | 0.51 |
| Running |  |  |  |  |  |  |  |  |  |
| Gardening | 7 | 5 | 0.77 | 7 | 5 | 0.77 | 8 | 4 | 0.39 |
| Boating/Sailing | 10 | 5 | 0.30 | 3 | 2 | 1.00 | 8 | 5 | 0.58 |
| Fishing | 8 | 8 | 1.00 | 6 | 4 | 0.75 | 7 | 6 | 1.00 |
| Tennis | 4 | 8 | 0.39 | 3 | 6 | 0.51 | 2 | 6 | 0.29 |
| Softball | 4 | 12 | 0.08 | 4 | 10 | 0.18 | 4 | 8 | 0.39 |
| Golf | 7 | 6 | 1.00 | 2 | 2 | 1.00 | 6 | 5 | 1.00 |
| Water Skiing | 3 | 8 | 0.23 | 2 | 3 | 1.00 | 2 | 7 | 0.18 |
| Basketball | 4 | 3 | 1.00 | 4 | 2 | 0.69 | 0 | 1 | 1.00 |
| Football | 8 | 4 | 0.39 | 7 | 4 | 0.55 | 1 | 1 | 1.00 |
| Surfing | 1 | 3 | 0.63 | 1 | 2 | 1.00 | 1 | 2 | 1.00 |
| Skin Diving/Scuba | 4 | 5 | 1.00 | 3 | 2 | 1.00 | 4 | 5 | 1.00 |
| Snow Skiing | 7 | 10 | 0.63 | 5 | 4 | 1.00 | 7 | 9 | 0.80 |
| Motorbiking/ | 3 | 5 | 0.73 | 1 | 1 | 1.00 | 3 | 4 | 1.00 |
| Motorcycling |  |  |  |  |  |  |  |  |  |
| Biking/Cycling | 5 | 9 | 0.42 | 5 | 7 | 0.77 | 5 | 5 | 1.00 |
| Horseback Riding | 6 | 1 | 0.13 | 3 | 2 | 1.00 | 6 | 0 | 0.03 |
| Hang Gliding | 0 | 0 | 1.00 | 0 | 0 | 1.00 | 0 | 0 | 1.00 |
| Soccer | 6 | 0 | 0.03 | 2 | 0 | 0.50 | 6 | 0 | 0.03 |
| Cricket/Rugby/ | 0 | 0 | 1.00 | 0 | 0 | 1.00 | 0 | 0 | 1.00 |
| Lawn Bowls |  |  |  |  |  |  |  |  |  |
| Baseball | 5 | 1 | 0.22 | 3 | 0 | 0.25 | 5 | 1 | 0.22 |
| Hiking | 12 | 2 | 0.01 | 13 | 2 | 0.01 | 12 | 2 | 0.01 |
| Windsurfing | 1 | 0 | 1.00 | 0 | 0 | 1.00 | 1 | 0 | 1.00 |
| Snorkeling | 0 | 0 | 1.00 | 0 | 0 | 1.00 | 0 | 0 | 1.00 |
| Convertible Riding | 2 | 5 | 0.45 | 0 | 2 | 0.50 | 3 | 4 | 1.00 |
| Roller Skating/ Rollerblading | 1 | 0 | 1.00 | 0 | 0 | 1.00 | 1 | 0 | 1.00 |

Table 25. Sunburn with Blistering Episodes

|  | Elementary School |  |  | High School |  |  | Young Adult (18-29) |  |  | Adult (30 \& older) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Cases | Cont. | Test for trend ${ }^{1}$ | Cases | Cont. | Test for trend | Cases | Cont. | Test for trend | Cases | Cont. | Test for trend |
| All cases |  |  |  |  |  |  |  |  |  |  |  |  |
| None | 43 | 49 | 0.38 | 38 | 45 | 0.80 | 44 | 45 | 0.16 | 59 | 59 | 0.00 |
| 1-10 | 23 | 17 | 0.71 | 31 | 22 | 0.43 | 25 | 24 | 0.87 | 10 | 9 | 1.0 |
| 11-20 | 3 | 1 |  | 0 | 2 |  | 0 | 0 |  | 0 | 0 |  |
| 21-30 | 0 | 1 |  | 0 | 0 |  | 0 | 0 |  | 0 | 0 |  |
| >30 | 0 | 1 |  | 0 | 0 |  | 0 | 0 |  | 0 | 0 |  |
| Invasive cases |  |  |  |  |  |  |  |  |  |  |  |  |
| None | 23 | 26 | -0.14 | 24 | 23 | -0.40 | 28 | 15 | -2.82 | 33 | 30 | -0.90 |
| 1-10 | 14 | 10 | 0.89 | 15 | 15 | 0.69 | 11 | 24 | 0.01 | 6 | 8 | 0.37 |
| 11-20 | 2 | 1 |  | 0 | 1 |  | 0 | 0 |  | 0 | 0 |  |
| 21-30 | 0 | 1 |  | 0 | 0 |  | 0 | 0 |  | 0 | 0 |  |
| >30 | 0 | 1 |  | 0 | 0 |  | 0 | 0 |  | 0 | 0 |  |
| In situ cases |  |  |  |  |  |  |  |  |  |  |  |  |
| None | 20 | 23 | 0.13 | 14 | 22 | 1.88 | 16 | 30 | 5.04 | 26 | 29 | 1.36 |
| 1-10 | 9 | 7 | 0.33 | 16 | 7 | 0.07 | 14 | 0 | <0.001 | 4 | 1 | 0.18 |
| 11-20 | 1 | 0 |  | 0 | 1 |  | 0 | 0 |  | 0 | 0 |  |
| 21-30 | 0 | 0 |  | 0 | 0 |  | 0 | 0 |  | 0 | 0 |  |
| >30 | 0 | 0 |  | 0 | 0 |  | 0 | 0 |  | 0 | 0 |  |

[^3]Table 26. Painful Sunburn Episodes

|  | Elementary School |  |  | High School |  |  | Young Adult (18-29) |  |  | Adult (30 \& older) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Cases | Cont. | Test for trend ${ }^{1}$ | Cases | Cont. | Test for trend | Cases | Cont. | Test for trend | Cases | Cont. | Test for trend |
| All cases |  |  |  |  |  |  |  |  |  |  |  |  |
| None | 30 | 38 | 0.51 | 31 | 26 | -0.44 | 32 | 23 | -0.79 | 48 | 42 | -1.03 |
| 1-10 | 37 | 28 | 0.61 | 37 | 43 | 0.66 | 36 | 46 | 0.44 | 20 | 27 | 0.31 |
| 11-20 | 2 | 1 |  | 0 | 0 |  | 0 | 0 |  | 0 | 0 |  |
| 21-30 | 0 | 1 |  | 1 | 0 |  | 0 | 0 |  | 0 | 0 |  |
| >30 | 0 | 1 |  | 0 | 0 |  | 1 | 0 |  | 0 | 0 |  |
| Invasive cases |  |  |  |  |  |  |  |  |  |  |  |  |
| None | 15 | 22 | 0.45 | 20 | 14 | -1.23 | 22 | 7 | -3.57 | 24 | 24 | 0.00 |
| 1-10 | 22 | 14 | 0.65 | 19 | 25 | 0.22 | 17 | 32 | 0.001 | 15 | 15 | 1.0 |
| 11-20 | 2 | 1 |  | 0 | 0 |  | 0 | 0 |  | 0 | 0 |  |
| 21-30 | 0 | 1 |  | 0 | 0 |  | 0 | 0 |  | 0 | 0 |  |
| >30 | 0 | 1 |  | 0 | 0 |  | 0 | 0 |  | 0 | 0 |  |
| In situ cases |  |  |  |  |  |  |  |  |  |  |  |  |
| None | 15 | 16 | 0.24 | 11 | 12 | 0.62 | 10 | 16 | 1.56 | 24 | 18 | -1.53 |
| 1-10 | 15 | 14 | 0.81 | 18 | 18 | 0.54 | 19 | 14 | 0.13 | 5 | 12 | 0.14 |
| 11-20 | 0 | 0 |  | 0 | 0 |  | 0 | 0 |  | 0 | 0 |  |
| 21-30 | 0 | 0 |  | 1 | 0 |  | 0 | 0 |  | 0 | 0 |  |
| >30 | 0 | 0 |  | 0 | 0 |  | 1 | 0 |  | 0 | 0 |  |

[^4]Table 27. Episodes of Sunburn Peeling, Large Blisters, and Pain

${ }^{\dagger}$ Peeling refers to pieces of dead skin that could be peeled off (not flaking).
$\ddagger$ p-value based on sign test

Table 28. Freckles That Change with Sun
Exposure

|  | Cases | Controls | p-val. $\ddagger$ |
| :--- | :---: | :---: | :---: |
| All cases |  |  |  |
| Yes | 32 | 24 | 0.17 |
| No | 35 | 45 |  |
|  |  |  |  |
| Invasive cases |  |  |  |
| Yes | 21 | 16 | 0.20 |
| No | 17 | 23 |  |
|  |  |  |  |
| In situ cases |  |  |  |
| Yes | 11 | 8 | 0.40 |
| No | 18 | 22 |  |

[^5]Table 29. Mole Count Summary Statistics for All Cases and Matched Controls

|  | Cases |  | Controls |  | Case-Control |  |  | Sign test p-value |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Avg. count | \# cases>0 | Avg. count | \# controls>0 | Avg. count | \#cases <cont. | \#cont. <br> <case |  |
| All cases |  |  |  |  |  |  |  |  |
| Moles $\geq 2 \mathrm{~mm}$ |  |  |  |  |  |  |  |  |
| Total | 60.65 | 68 | 25.67 | 68 | 34.99 | 45 | 23 | 0.005 * |
| Scalp | 0.54 | 20 | 0.30 | 13 | 0.23 | 16 | 8 | 0.076 |
| Head \& neck | 3.57 | 55 | 2.17 | 44 | 1.39 | 36 | 23 | 0.059 |
| Upper arms | 9.90 | 58 | 4.29 | 51 | 5.61 | 41 | 25 | 0.032 |
| Lower arms | 3.29 | 44 | 2.03 | 33 | 1.26 | 33 | 21 | 0.067 |
| Palms | 0.00 | 0 | 0.03 | 2 | -0.03 | 0 | 2 | 1.000 |
| Chest | 7.25 | 57 | 3.43 | 48 | 3.81 | 40 | 20 | 0.007 * |
| Abdomen | 5.19 | 43 | 1.65 | 45 | 3.54 | 35 | 22 | 0.056 |
| Upper back | 12.13 | 60 | 5.99 | 59 | 6.14 | 38 | 25 | 0.065 |
| Lower back | 5.61 | 53 | 1.87 | 40 | 3.74 | 37 | 18 | 0.007 * |
| Buttocks | 1.39 | 36 | 0.55 | 29 | 0.84 | 26 | 14 | 0.040 |
| Thighs | 6.54 | 51 | 1.96 | 42 | 4.58 | 41 | 17 | 0.001 * |
| Lower legs | 4.94 | 48 | 1.26 | 28 | 3.68 | 40 | 13 | 0.000 * |
| Soles of feet | 0.33 | 17 | 0.13 | 9 | 0.20 | 14 | 6 | 0.058 |
| Moles $\geq 5 \mathrm{~mm}$ |  |  |  |  |  |  |  |  |
| Total | 12.20 | 57 | 3.83 | 54 | 8.38 | 39 | 27 | 0.088 |
| Scalp | 0.28 | 14 | 0.12 | 7 | 0.17 | 12 | 4 | 0.038 |
| Head \& neck | 1.32 | 29 | 0.36 | 16 | 0.96 | 22 | 12 | 0.061 |
| Upper arms | 0.29 | 9 | 0.17 | 8 | 0.12 | 26 | 10 | 0.006 * |
| Lower arms | 0.00 | 0 | 0.00 | 0 | 0.00 | 9 | 8 | 0.500 |
| Palms | 0.75 | 30 | 0.41 | 18 | 0.35 | 0 | 0 | 1.000 |
| Chest | 1.93 | 33 | 0.68 | 24 | 1.25 | 27 | 15 | 0.044 |
| Abdomen | 1.71 | 29 | 0.26 | 13 | 1.45 | 27 | 9 | 0.002 * |
| Upper back | 3.30 | 41 | 1.06 | 30 | 2.25 | 30 | 19 | 0.076 |
| Lower back | 1.38 | 30 | 0.46 | 18 | 0.91 | 27 | 12 | 0.012 |
| Buttocks | 0.23 | 10 | 0.07 | 5 | 0.16 | 10 | 5 | 0.151 |
| Thighs | 0.61 | 18 | 0.16 | 9 | 0.45 | 16 | 7 | 0.047 |
| Lower legs | 0.36 | 12 | 0.03 | 2 | 0.33 | 11 | 1 | 0.003 * |
| Soles of feet | 0.04 | 3 | 0.04 | 3 | 0.00 | 3 | 3 | 0.656 |
| Dysplastic Moles |  |  |  |  |  |  |  |  |
| Total | 3.54 | 25 | 0.54 | 7 | 3.00 | 23 | 6 | 0.001 * |
| Scalp | 0.00 | 2 | 0.00 | 0 | 0.00 | 2 | 0 | 0.250 |
| Head \& neck | 0.14 | 7 | 0.00 | 0 | 0.14 | 0 | 0 | 1.000 |
| Upper arms | 0.06 | 2 | 0.00 | 0 | 0.06 | 7 | 0 | 0.008 * |
| Lower arms | 0.00 | 0 | 0.00 | 0 | 0.00 | 2 | 0 | 0.250 |
| Palms | 0.00 | 0 | 0.00 | 0 | 0.00 | 0 | 0 | 1.000 |
| Chest | 0.75 | 14 | 0.17 | 3 | 0.58 | 14 | 3 | 0.006 * |
| Abdomen | 0.71 | 15 | 0.06 | 1 | 0.65 | 14 | 1 | 0.000 * |
| Upper back | 1.14 | 16 | 0.19 | 6 | 0.96 | 16 | 6 | 0.026 |
| Lower back | 0.58 | 15 | 0.09 | 2 | 0.49 | 14 | 2 | 0.002 * |
| Buttocks | 0.04 | 3 | 0.01 | 1 | 0.03 | 3 | 1 | 0.313 |
| Thighs | 0.10 | 5 | 0.00 | 0 | 0.10 | 5 | 0 | 0.031 |
| Lower legs | 0.01 | 1 | 0.00 | 0 | 0.01 | 1 | 0 | 0.500 |
| Soles of feet | 0.00 | 0 | 0.01 | 1 | -0.01 | 0 | 1 | 1.000 |

[^6]Table 30. Mole Count Summary Statistics for Invasive Cases and Matched Controls

|  | Cases |  | Controls |  | Case-Control |  |  | Sign test p-value |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Avg. count | \# cases>0 | Avg. count | \# controls>0 | Avg. count | \#cases <cont. | \#cont. <br> <case |  |
| Invasive cases |  |  |  |  |  |  |  |  |
| Moles $\geq 2 \mathbf{m m}$ |  |  |  |  |  |  |  |  |
| Total | 66.54 | 38 | 27.36 | 38 | 39.18 | 24 | 14 | 0.072 |
| Scalp | 0.58 | 11 | 0.36 | 8 | 0.22 | 9 | 5 | 0.212 |
| Head \& neck | 3.23 | 31 | 2.67 | 27 | 0.56 | 19 | 16 | 0.368 |
| Upper arms | 10.85 | 32 | 4.54 | 29 | 6.31 | 24 | 14 | 0.072 |
| Lower arms | 3.00 | 24 | 1.77 | 19 | 1.23 | 18 | 12 | 0.181 |
| Palms | 0.00 | 0 | 0.03 | 1 | -0.03 | 0 | 1 | 1.000 |
| Chest | 8.08 | 32 | 4.08 | 30 | 4.00 | 24 | 13 | 0.049 |
| Abdomen | 5.51 | 25 | 1.77 | 27 | 3.74 | 22 | 12 | 0.061 |
| Upper back | 14.95 | 33 | 6.23 | 34 | 8.72 | 21 | 14 | 0.155 |
| Lower back | 6.33 | 30 | 2.10 | 24 | 4.23 | 21 | 11 | 0.055 |
| Buttocks | 1.26 | 21 | 0.56 | 16 | 0.69 | 16 | 6 | 0.026 |
| Thighs | 6.95 | 30 | 1.85 | 21 | 5.10 | 25 | 7 | 0.001 * |
| Lower legs | 5.51 | 28 | 1.28 | 16 | 4.23 | 24 | 9 | 0.007 * |
| Soles of feet | 0.31 | 9 | 0.13 | 5 | 0.18 | 7 | 3 | 0.172 |
| Moles $\geq 5 \mathrm{~mm}$ |  |  |  |  |  |  |  |  |
| Total | 14.54 | 33 | 4.28 | 30 | 10.26 | 25 | 12 | 0.024 |
| Scalp | 0.32 | 8 | 0.13 | 4 | 0.19 | 7 | 3 | 0.172 |
| Head \& neck | 0.85 | 19 | 0.56 | 13 | 0.28 | 12 | 7 | 0.180 |
| Upper arms | 1.59 | 18 | 0.38 | 9 | 1.21 | 16 | 7 | 0.047 |
| Lower arms | 0.41 | 6 | 0.15 | 5 | 0.26 | 5 | 4 | 0.500 |
| Palms | 0.00 | 0 | 0.00 | 0 | 0.00 | 0 | 0 | 1.000 |
| Chest | 2.13 | 23 | 0.87 | 17 | 1.26 | 19 | 9 | 0.044 |
| Abdomen | 2.03 | 22 | 0.28 | 7 | 1.74 | 20 | 3 | 0.000 * |
| Upper back | 4.21 | 28 | 1.08 | 16 | 3.13 | 21 | 7 | 0.006 * |
| Lower back | 1.79 | 23 | 0.59 | 12 | 1.21 | 21 | 7 | 0.006 * |
| Buttocks | 0.21 | 6 | 0.05 | 2 | 0.15 | 5 | 1 | 0.109 |
| Thighs | 0.64 | 9 | 0.13 | 4 | 0.51 | 8 | 3 | 0.113 |
| Lower legs | 0.36 | 8 | 0.03 | 1 | 0.33 | 7 | 0 | 0.008 * |
| Soles of feet | 0.03 | 1 | 0.03 | 1 | 0.00 | 1 | 1 | 0.750 |
| Dysplastic Moles |  |  |  |  |  |  |  |  |
| Total | 4.92 | 21 | 0.85 | 5 | 4.08 | 19 | 3 | 0.000 * |
| Scalp | 0.00 | 1 | 0.00 | 0 | 0.00 | 1 | 0 | 0.500 |
| Head \& neck | 0.00 | 0 | 0.00 | 0 | 0.00 | 0 | 0 | 1.000 |
| Upper arms | 0.26 | 7 | 0.00 | 0 | 0.26 | 7 | 0 | 0.008 * |
| Lower arms | 0.10 | 2 | 0.00 | 0 | 0.10 | 2 | 0 | 0.250 |
| Palms | 0.00 | 0 | 0.00 | 0 | 0.00 | 0 | 0 | 1.000 |
| Chest | 0.71 | 11 | 0.31 | 3 | 0.40 | 11 | 3 | 0.029 |
| Abdomen | 0.92 | 13 | 0.10 | 1 | 0.82 | 12 | 1 | 0.002 * |
| Upper back | 1.87 | 14 | 0.26 | 4 | 1.62 | 14 | 3 | 0.006 * |
| Lower back | 0.90 | 14 | 0.13 | 1 | 0.77 | 13 | 1 | 0.001 * |
| Buttocks | 0.05 | 2 | 0.03 | 1 | 0.03 | 2 | 1 | 0.500 |
| Thighs | 0.10 | 3 | 0.00 | 0 | 0.10 | 3 | 0 | 0.125 |
| Lower legs | 0.03 | 1 | 0.00 | 0 | 0.03 | 1 | 0 | 0.500 |
| Soles of feet | 0.00 | 0 | 0.03 | 1 | -0.03 | 0 | 1 | 1.000 |

[^7]Table 31. Mole Count Summary Statistics for In Situ Cases and Matched Controls

|  | Cases |  | Controls |  | Case-Control |  |  | Sign test p-value |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Avg. count | \# cases>0 | Avg. count | \# controls>0 | Avg. count | \#cases <cont. | \#cont. <br> <case |  |
| In situ cases |  |  |  |  |  |  |  |  |
| Moles $\geq 2 \mathrm{~mm}$ |  |  |  |  |  |  |  |  |
| Total | 53.00 | 30 | 23.47 | 30 | 29.53 | 21 | 9 | 0.021 |
| Scalp | 0.48 | 9 | 0.23 | 5 | 0.25 | 7 | 2 | 0.090 |
| Head \& neck | 4.00 | 24 | 1.53 | 17 | 2.47 | 17 | 7 | 0.032 |
| Upper arms | 8.67 | 26 | 3.97 | 22 | 4.70 | 18 | 10 | 0.092 |
| Lower arms | 3.67 | 20 | 2.37 | 14 | 1.30 | 16 | 7 | 0.047 |
| Palms | 0.00 | 0 | 0.03 | 1 | -0.03 | 0 | 1 | 1.000 |
| Chest | 6.17 | 25 | 2.60 | 18 | 3.57 | 17 | 7 | 0.032 |
| Abdomen | 4.77 | 18 | 1.50 | 18 | 3.27 | 13 | 11 | 0.419 |
| Upper back | 8.47 | 27 | 5.67 | 25 | 2.80 | 16 | 12 | 0.286 |
| Lower back | 4.67 | 23 | 1.57 | 16 | 3.10 | 15 | 7 | 0.067 |
| Buttocks | 1.57 | 15 | 0.53 | 13 | 1.03 | 11 | 8 | 0.324 |
| Thighs | 6.00 | 21 | 2.10 | 21 | 3.90 | 16 | 11 | 0.221 |
| Lower legs | 4.20 | 20 | 1.23 | 12 | 2.97 | 16 | 5 | 0.013 |
| Soles of feet | 0.37 | 8 | 0.13 | 4 | 0.23 | 7 | 3 | 0.172 |
| Moles $\geq 5 \mathrm{~mm}$ |  |  |  |  |  |  |  |  |
| Total | 9.17 | 24 | 3.23 | 24 | 5.93 | 15 | 13 | 0.425 |
| Scalp | 0.24 | 6 | 0.10 | 3 | 0.14 | 5 | 1 | 0.109 |
| Head \& neck | 0.63 | 11 | 0.20 | 5 | 0.43 | 10 | 4 | 0.090 |
| Upper arms | 0.97 | 11 | 0.33 | 7 | 0.63 | 10 | 4 | 0.090 |
| Lower arms | 0.13 | 3 | 0.20 | 3 | -0.07 | 3 | 3 | 0.656 |
| Palms | 0.00 | 0 | 0.00 | 0 | 0.00 | 0 | 0 | 1.000 |
| Chest | 1.67 | 10 | 0.43 | 7 | 1.23 | 8 | 6 | 0.395 |
| Abdomen | 1.30 | 7 | 0.23 | 6 | 1.07 | 7 | 6 | 0.500 |
| Upper back | 2.13 | 13 | 1.03 | 14 | 1.10 | 10 | 12 | 0.738 |
| Lower back | 0.83 | 7 | 0.30 | 6 | 0.53 | 7 | 5 | 0.387 |
| Buttocks | 0.27 | 4 | 0.10 | 3 | 0.17 | 4 | 3 | 0.500 |
| Thighs | 0.57 | 9 | 0.20 | 5 | 0.37 | 8 | 5 | 0.291 |
| Lower legs | 0.37 | 4 | 0.03 | 1 | 0.33 | 4 | 1 | 0.188 |
| Soles of feet | 0.07 | 2 | 0.07 | 2 | 0.00 | 2 | 2 | 0.688 |
| Dysplastic Moles |  |  |  |  |  |  |  |  |
| Total | 1.73 | 4 | 0.13 | 2 | 1.60 | 4 | 2 | 0.344 |
| Scalp | 0.00 | 1 | 0.00 | 0 | 0.00 | 1 | 0 | 0.500 |
| Head \& neck | 0.00 | 0 | 0.00 | 0 | 0.00 | 0 | 0 | 1.000 |
| Upper arms | 0.00 | 0 | 0.00 | 0 | 0.00 | 0 | 0 | 1.000 |
| Lower arms | 0.00 | 0 | 0.00 | 0 | 0.00 | 0 | 0 | 1.000 |
| Palms | 0.00 | 0 | 0.00 | 0 | 0.00 | 0 | 0 | 1.000 |
| Chest | 0.80 | 3 | 0.00 | 0 | 0.80 | 3 | 0 | 0.125 |
| Abdomen | 0.43 | 2 | 0.00 | 0 | 0.43 | 2 | 0 | 0.250 |
| Upper back | 0.20 | 2 | 0.10 | 2 | 0.10 | 2 | 2 | 0.688 |
| Lower back | 0.17 | 1 | 0.03 | 1 | 0.13 | 1 | 1 | 0.750 |
| Buttocks | 0.03 | 1 | 0.00 | 0 | 0.03 | 1 | 0 | 0.500 |
| Thighs | 0.10 | 2 | 0.00 | 0 | 0.10 | 2 | 0 | 0.250 |
| Lower legs | 0.00 | 0 | 0.00 | 0 | 0.00 | 0 | 0 | 1.000 |
| Soles of feet | 0.00 | 0 | 0.00 | 0 | 0.00 | 0 | 0 | 1.000 |

Table 32. Results of Applying Methods of Breslow \& Day to Mole Count Data

| Category | Number of moles | Cases | Controls | Unmatched risk* | Matched risk* | Test for linear trend |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  | Chi-square | p-value |
| Total moles $\geq 2 \mathrm{~mm}$ |  |  |  |  |  |  |  |
| 1 | 0 | 1 | 1 | 1.0 |  |  |  |
| 2 | 1-25 | 27 | 46 | 0.6 | 1.0 |  |  |
| 3 | 26-50 | 19 | 14 | 1.4 | 2.6 |  |  |
| 4 | $>50$ | 22 | 8 | 2.8 | 6.5 | 12.14 | 0.0005 |
| Total moles $\geq 5 \mathrm{~mm}$ |  |  |  |  |  |  |  |
| 1 | 0 | 12 | 15 | 1.0 | 1.0 |  |  |
| 2 | 1-2 | 16 | 24 | 0.8 | 0.9 |  |  |
| 3 | 3-6 | 11 | 20 | 0.7 | 0.8 |  |  |
| 4 | $>6$ | 30 | 10 | 3.8 | 3.8 | 6.23 | 0.0125 |
| Atypical moles |  |  |  |  |  |  |  |
| 1 | 0 | 44 | 62 | 1.0 | 1.0 |  |  |
| 2 | 1-2 | 6 | 5 | 1.7 | 2.5 |  |  |
| 3 | >2 | 19 | 2 | 13.4 | 22.0 | 15.40 | 9E-05 |

[^8]Table 33. Correlations Among Mole Counts

| Mole category | Moles $\geq 2 \mathrm{~mm}$ | Moles $\geq 5 \mathrm{~mm}$ | Atypical <br> moles |
| :--- | :---: | :---: | :---: |
| All moles | 1 |  |  |
| Moles $>5 \mathrm{~mm}$ | 0.911 | 1 | 1 |
| Atypical moles | 0.796 | 0.872 |  |
| Cases |  |  |  |
| All moles | 1 |  |  |
| Moles $>5 \mathrm{~mm}$ | 0.915 | 1 | 1 |
| Atypical moles | 0.801 | 0.886 |  |
| Controls |  |  |  |
| All moles |  |  | 1 |
| Moles $>5$ mm | 0.804 | 1 | 0.683 |
| Atypical moles | 0.633 |  | 1 |

Table 34. Distribution of Family and Personal Medical History Examination Factors

|  | Cases |  | Controls |  | Case - Control |  | Sign test p-value |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | \# > 0 | \% > 0 | \# > 0 | \% > 0 | \#Case> cont. | \#Case< cont. |  |

## All Cases

Family history

| Number of moles | 28 | 41 | 8 | 12 | 27 | 6 | 0.001 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Abnormal moles | 15 | 22 | 3 | 4 | 15 | 3 | 0.004 |
| Dysplastic moles | 5 | 7 | 0 | 0 | 5 | 0 | 0.031 |
| Previous mole excision | 9 | 13 | 4 | 6 | 9 | 4 | 0.133 |
| Melanoma in family | 2 | 3 | 4 | 6 | 1 | 3 | 0.938 |
| Precancer (nonmelanoma) | 9 | 13 | 8 | 12 | 8 | 7 | 0.500 |
| Skin cancer | 17 | 25 | 13 | 19 | 13 | 9 | 0.262 |
|  |  |  |  |  |  |  |  |
| Personal History |  |  |  |  |  |  |  |
| Dysplastic moles | 25 | 36 | 3 | 4 | 25 | 3 | 0.000 |
| Previous mole excision | 29 | 42 | 14 | 20 | 23 | 8 | 0.005 |
| Previous precancer (nonmelanoma) | 1 | 1 | 10 | 14 | 0 | 9 | 0.998 |
| Previous skin cancer (nonmelanoma) | 6 | 9 | 9 | 13 | 9 | 6 | 0.304 |

## Invasive Cases

| Family history |  |  |  |  |  | 4 | 0.015 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $\quad$ Number of moles | 15 | 38 | 6 | 15 | 14 | 0 | 0.046 |
| Abnormal moles | 10 | 26 | 3 | 8 | 10 | 3 | 0.125 |
| Dysplastic moles | 3 | 8 | 0 | 0 | 3 | 0 | 0.063 |
| Previous mole excision | 4 | 10 | 0 | 0 | 4 | 0 | 0.750 |
| Melanoma in family | 2 | 5 | 2 | 5 | 1 | 1 | 7 |
| Precancer (nonmelanoma) | 1 | 3 | 7 | 18 | 1 | 0.965 |  |
| Skin cancer | 10 | 26 | 6 | 15 | 10 | 6 | 0.227 |

Personal History

| Dysplastic moles | 13 | 33 | 2 | 5 | 13 | 2 | 0.004 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Previous mole excision | 15 | 38 | 9 | 23 | 11 | 5 | 0.105 |
| Previous precancer (nonmelanoma) | 1 | 3 | 6 | 15 | 0 | 5 | 0.969 |
| Previous skin cancer (nonmelanoma) | 7 | 18 | 1 | 3 | 7 | 1 | 0.035 |


| In situ cases |  |  |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Family history |  |  |  |  |  |  |  |
| $\quad$ Number of moles | 13 | 43 | 2 | 7 | 13 | 2 | 0.004 |
| Abnormal moles | 5 | 17 | 0 | 0 | 5 | 0 | 0.031 |
| Dysplastic moles | 2 | 7 | 0 | 0 | 2 | 0 | 0.250 |
| Previous mole excision | 5 | 17 | 4 | 13 | 5 | 4 | 0.500 |
| Melanoma in family | 0 | 0 | 2 | 7 | 0 | 2 | 0.750 |
| Precancer (nonmelanoma) | 8 | 27 | 1 | 3 | 7 | 0 | 0.008 |
| Skin cancer | 7 | 23 | 7 | 23 | 3 | 3 | 0.656 |
|  |  |  |  |  |  |  |  |
| Personal History |  |  |  |  |  |  |  |
| $\quad$ Dysplastic moles | 12 | 40 | 1 | 3 | 12 | 1 | 0.002 |
| Previous mole excision | 14 | 47 | 5 | 17 | 12 | 3 | 0.018 |
| Previous precancer (nonmelanoma) | 0 | 0 | 4 | 13 | 0 | 4 | 0.938 |
| Previous skin cancer (nonmelanoma) | 2 | 7 | 5 | 17 | 2 | 5 | 0.938 |

Table 35. Distribution of Skin Types Among Cases and Controls


Table 36. Summary of Results for Hair and Eye Color

|  | Cases | Controls | Test for trend |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | Paired-t | p-value |
| Hair Color |  |  |  |  |
| All cases |  |  |  |  |
| Black | 1 | 5 |  |  |
| Dark Brown | 11 | 20 |  |  |
| Light Brown | 41 | 37 |  |  |
| Red or Blond | 16 | 7 | 3.17 | 0.0023 |
| Invasive cases |  |  |  |  |
| Black | 0 | 2 |  |  |
| Dark Brown | 6 | 8 |  |  |
| Light Brown | 21 | 26 |  |  |
| Red or Blond | 12 | 3 | 3.52 | 0.0008 |
| In situ cases |  |  |  |  |
| Black | 1 | 3 |  |  |
| Dark Brown | 5 | 12 |  |  |
| Light Brown | 20 | 11 |  |  |
| Red or Blond | 4 | 4 | 2.77 | 0.0072 |
| Eye Color |  |  |  |  |
| All cases |  |  |  |  |
| Brown | 12 | 13 |  |  |
| Hazel | 18 | 18 |  |  |
| Blue | 20 | 24 |  |  |
| Green | 19 | 14 | 0.54 | 0.5939 |
| Invasive cases |  |  |  |  |
| Brown | 6 | 7 |  |  |
| Hazel | 7 | 12 |  |  |
| Blue | 13 | 13 |  |  |
| Green | 13 | 7 | 1.81 | 0.0743 |
| In situ cases |  |  |  |  |
| Brown | 6 | 6 |  |  |
| Hazel | 11 | 6 |  |  |
| Blue | 7 | 11 |  |  |
| Green | 6 | 7 | -1.03 | 0.3046 |

Table 37. Results of Conditional Logistic Regression on Exam Factors

| Factor | Standardized reg. coefficient | Classification of case-control pairs |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | Correct | Incorrect | Tied |
| All cases |  |  |  |  |
| Tan type | 3.67 |  |  |  |
| $\geq 2 \mathrm{~mm}$ moles | 3.35 | 49 | 11 | 9 |
| Invasive cases |  |  |  |  |
| Tan type | 2.47 |  |  |  |
| Dysplastic moles | 2.39 | 33 | 1 | 5 |
| In situ cases |  |  |  |  |
| Family History (number of moles) | 2.43 |  |  |  |
| Hair color | 1.83 | 21 | 4 | 5 |

Table 38. Occupational Factors

|  | Ionizing Radiation |  |  | Pacific Test Site |  |  | Nevada Test Site |  |  | Site 300 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Case | Control | $\begin{gathered} \mathrm{p}- \\ \text { value } \end{gathered}$ | Case | Control | $\begin{gathered} \mathrm{p}- \\ \text { value } \end{gathered}$ | Case | Control | $\underset{\text { value }}{\mathrm{p}-}$ | Case | Control | pvalue |
| Overall <br> Assessment | All cases |  |  |  |  |  |  |  |  |  |  |  |
|  | 1.20 | 1.28 | 0.82 | 1.14 | 1.28 | 0.97 | 1.41 | 1.28 | 0.07 | 1.45 | 1.41 | 0.33 |
|  | Invasive cases |  |  |  |  |  |  |  |  |  |  |  |
|  | 1.31 | 1.31 | 0.50 | 1.15 | 1.26 | 0.87 | 1.46 | 1.26 | 0.03 | 1.44 | 1.46 | 0.58 |
|  | In situ cases |  |  |  |  |  |  |  |  |  |  |  |
|  | 1.07 | 1.23 | 0.97 | 1.13 | 1.30 | 0.93 | 1.33 | 1.30 | 0.41 | 1.47 | 1.33 | 0.21 |
| LLNL | All cases |  |  |  |  |  |  |  |  |  |  |  |
|  | 1.16 | 1.23 | 0.82 | 1.12 | 1.22 | 0.95 | 1.38 | 1.22 | 0.03 | 1.45 | 1.41 | 0.33 |
|  | Invasive cases |  |  |  |  |  |  |  |  |  |  |  |
|  | 1.23 | 1.28 | 0.66 | 1.10 | 1.23 | 0.92 | 1.41 | 1.26 | 0.08 | 1.44 | 1.46 | 0.58 |
|  | In situ cases |  |  |  |  |  |  |  |  |  |  |  |
|  | 1.07 | 1.17 | 0.91 | 1.13 | 1.20 | 0.79 | 1.33 | 1.17 | 0.10 | 1.47 | 1.33 | 0.21 |
| Non-LLNL | All cases |  |  |  |  |  |  |  |  |  |  |  |
|  | 1.06 | 1.12 | 0.87 | 1.03 | 1.06 | 0.76 | 1.04 | 1.10 | 0.86 | 1.01 | 1.03 | 0.72 |
|  | Invasive cases |  |  |  |  |  |  |  |  |  |  |  |
|  | 1.10 | 1.10 | 0.50 | 1.05 | 1.03 | 0.28 | 1.08 | 1.05 | 0.33 | 1.03 | 1.03 | 0.50 |
|  | In situ cases |  |  |  |  |  |  |  |  |  |  |  |
|  | 1.00 | 1.13 | 0.98 | 1.00 | 1.10 | 0.91 | 1.00 | 1.17 | 0.95 | 1.00 | 1.03 | 0.84 |
| Time <br> Period A | All cases |  |  |  |  |  |  |  |  |  |  |  |
|  | 1.20 | 1.28 | 0.82 | 1.14 | 1.28 | 0.97 | 1.29 | 1.19 | 0.09 | 1.32 | 1.25 | 0.19 |
|  | Invasive cases |  |  |  |  |  |  |  |  |  |  |  |
|  | 1.31 | 1.31 | 0.50 | 1.15 | 1.26 | 0.87 | 1.28 | 1.21 | 0.19 | 1.26 | 1.38 | 0.89 |
|  | In situ cases |  |  |  |  |  |  |  |  |  |  |  |
|  | 1.07 | 1.23 | 0.97 | 1.13 | 1.30 | 0.93 | 1.30 | 1.17 | 0.16 | 1.40 | 1.07 | 0.01 |
| Time | All cases |  |  |  |  |  |  |  |  |  |  |  |
| Period B | 1.10 | 1.07 | 0.34 | 1.01 | 1.00 | 0.16 | 1.20 | 1.12 | 0.10 | 1.29 | 1.33 | 0.68 |
|  | Invasive cases |  |  |  |  |  |  |  |  |  |  |  |
|  | 1.15 | 1.10 | 0.33 | 1.03 | 1.00 | 0.16 | 1.21 | 1.10 | 0.13 | 1.31 | 1.36 | 0.65 |
|  | In situ cases |  |  |  |  |  |  |  |  |  |  |  |
|  | 1.03 | 1.03 | 0.50 | 1.00 | 1.00 | 0.50 | 1.20 | 1.13 | 0.27 | 1.27 | 1.30 | 0.60 |

Table 38. Occupational Factors (continued)


Table 39. Words Used By Case-Control Pairs with Sign Test 2-sided p-values <0.05

| Word | Number of Case-Control Pairs |  |  |  | Risk ratio | 2-sided p-value |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Both | Case only | Control only | Neither |  |  |
| Bioassay | 8 | 4 | 38 | 8 | 0.11 | 6E-08 |
| Therapy | 0 | 3 | 29 | 26 | 0.10 | 3E-06 |
| Printer | 10 | 5 | 33 | 10 | 0.15 | 4E-06 |
| Allergy | 2 | 4 | 25 | 27 | 0.16 | 0.0001 |
| Kerosene | 1 | 1 | 15 | 41 | 0.07 | 0.0005 |
| Lithography | 0 | 11 | 0 | 47 | $\infty$ | 0.0010 |
| Printer | 12 | 7 | 25 | 14 | 0.28 | 0.0021 |
| Laser | 19 | 6 | 21 | 12 | 0.29 | 0.0059 |
| Islands | 2 | 2 | 13 | 41 | 0.15 | 0.0074 |
| Copper | 1 | 5 | 18 | 34 | 0.28 | 0.0106 |
| Volatile | 47 | 1 | 10 | 0 | 0.10 | 0.0117 |
| Radar | 14 | 7 | 21 | 16 | 0.33 | 0.0125 |
| Metal | 12 | 7 | 21 | 18 | 0.33 | 0.0125 |
| Booties | 7 | 14 | 3 | 34 | 4.67 | 0.0127 |
| Oscilloscope | 2 | 2 | 12 | 42 | 0.17 | 0.0129 |
| Helium | 1 | 2 | 12 | 43 | 0.17 | 0.0129 |
| Dissolver | 2 | 0 | 7 | 49 | 0.00 | 0.0156 |
| Cars | 2 | 4 | 15 | 37 | 0.27 | 0.0192 |
| Nonionizing | 3 | 3 | 13 | 39 | 0.23 | 0.0213 |
| Antenna | 3 | 9 | 1 | 45 | 9.00 | 0.0215 |
| Electron | 1 | 9 | 1 | 47 | 9.00 | 0.0215 |
| Nuclear | 48 | 1 | 9 | 0 | 0.11 | 0.0215 |
| Neon | 0 | 1 | 9 | 48 | 0.11 | 0.0215 |
| Woodworking | 2 | 2 | 11 | 43 | 0.18 | 0.0225 |
| Octopus | 0 | 2 | 11 | 45 | 0.18 | 0.0225 |
| Herbicide | 30 | 18 | 6 | 4 | 3.00 | 0.0227 |
| Polaroid | 34 | 5 | 16 | 3 | 0.31 | 0.0266 |
| Device | 7 | 5 | 16 | 30 | 0.31 | 0.0266 |
| Sports | 1 | 5 | 16 | 36 | 0.31 | 0.0266 |
| Beryllium | 8 | 6 | 17 | 27 | 0.35 | 0.0347 |
| Ionizing | 0 | 10 | 2 | 46 | 5.00 | 0.0386 |
| Cutting | 1 | 7 | 18 | 32 | 0.39 | 0.0433 |
| Monitor | 1 | 13 | 4 | 40 | 3.25 | 0.0490 |
| Detectors | 2 | 4 | 13 | 39 | 0.31 | 0.0490 |

Table 40. Occupational Exposures to Agents

|  | Number of pairs |  |
| :--- | :---: | :---: |
| Result | Radioactive | Nonradioactive |
| Case only | 15 | 4 |
| Control only | 17 | 6 |
| Both | 22 | 54 |
| Neither | 15 | 5 |

Table 41. Number of Radioactive Agents with Exposure

| Number of <br> chemicals | Cases | Controls |
| :---: | :---: | :---: |
| 0 | 32 | 30 |
| 1 | 12 | 14 |
| 2 | 9 | 6 |
| 3 | 6 | 9 |
| 4 | 6 | 5 |
| 5 | 3 | 3 |
| 6 | 0 | 1 |
| 7 | 0 | 1 |
| 8 | 1 | 0 |
| $\geq 1$ | 37 | 39 |
| Average | 2.57 | 2.59 |

Table 42. Number of Nonradioactive Agents with Exposure

| Number of agents | Cases | Controls | Number of agents | Cases | Controls |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 11 | 9 | 17 | 0 | 3 |
| 1 | 3 | 5 | 18 | 1 | 0 |
| 2 | 7 | 2 | 19 | 0 | 0 |
| 3 | 4 | 5 | 20 | 1 | 2 |
| 4 | 5 | 2 | 21 | 0 | 3 |
| 5 | 1 | 4 | 22 | 0 | 0 |
| 6 | 1 | 5 | 23 | 0 | 0 |
| 7 | 3 | 2 | 24 | 0 | 0 |
| 8 | 4 | 2 | 25 | 0 | 0 |
| 9 | 10 | 4 | 26 | 0 | 0 |
| 10 | 4 | 4 | 27 | 2 | 0 |
| 11 | 2 | 1 | 28 | 0 | 0 |
| 12 | 3 | 4 | 29 | 0 | 0 |
| 13 | 3 | 4 | 30 | 0 | 0 |
| 14 | 1 | 2 | 31 | 0 | 0 |
| 15 | 0 | 2 | 32 | 0 | 1 |
| 16 | 2 | 2 | 33 | 1 | 1 |
|  |  |  | $\geq 1$ | 58 | 60 |
|  |  |  | Average | 8.8 | 10.1 |

Table 43. Exposure to Most Frequently Mentioned Agents

| Agent | Number of Case-Control Pairs |  |  | Neither | 1-sided p-value ${ }^{\dagger}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Both | Case only | $\begin{aligned} & \text { Control } \\ & \text { only } \end{aligned}$ |  |  |
| Microwave (source not specified) | 2 | 9 | 1 | 57 | 0.01 |
| Solvents (not specified) | 7 | 14 | 4 | 44 | 0.02 |
| Resin systems (not specified) | 1 | 7 | 2 | 59 | 0.09 |
| Epoxy resin system | 2 | 15 | 11 | 41 | 0.28 |
| Trichlorethylene (TCE) | 2 | 9 | 6 | 52 | 0.30 |
| Carbon tetrachloride | 3 | 12 | 9 | 45 | 0.33 |
| Radioactive iodine (tagging) | 3 | 15 | 12 | 39 | 0.35 |
| Photographic chemicals (color) | 0 | 6 | 4 | 59 | 0.38 |
| Methyl ethyl ketone (MEK) | 2 | 7 | 5 | 55 | 0.39 |
| Degreasers (not specified) | 0 | 6 | 5 | 58 | 0.50 |
| X-ray NOS | 1 | 5 | 4 | 59 | 0.50 |
| Silver solder fumes | 4 | 9 | 9 | 47 | 0.59 |
| Acetone | 4 | 7 | 7 | 51 | 0.60 |
| Paint chemicals | 0 | 6 | 6 | 57 | 0.61 |
| Visible light (laser) | 1 | 4 | 4 | 60 | 0.64 |
| Gamma (weapons NOS) | 2 | 5 | 6 | 56 | 0.73 |
| Soldering fumes | 1 | 5 | 6 | 57 | 0.73 |
| Uranium (depleted) | 3 | 8 | 10 | 48 | 0.76 |
| Explosive decomposition products | 2 | 3 | 4 | 60 | 0.77 |
| Photographic chemicals (B and W) | 10 | 12 | 15 | 32 | 0.78 |
| Explosives (not specified) | 1 | 5 | 7 | 56 | 0.81 |
| Cutting oils | 0 | 5 | 7 | 57 | 0.81 |
| Welding gas \& fumes | 0 | 5 | 7 | 57 | 0.81 |
| Magnets | 4 | 7 | 11 | 47 | 0.88 |
| RF (not specified) | 4 | 8 | 13 | 44 | 0.91 |
| Photographic chemicals (Polaroid) | 5 | 11 | 17 | 36 | 0.91 |
| Asbestos | 3 | 4 | 8 | 54 | 0.93 |
| Benzene | 2 | 3 | 9 | 55 | 0.98 |

${ }^{\dagger}$ Based on sign test

Table 43a. Exposure to Agent Groupings

| Agent | Number of Case-Control Pairs |  |  | Neither | p -value ${ }^{\text {¢ }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Both | Case Only | Control Only |  |  |
| Alcohols | 0 | 14 | 5 | 50 | 0.03 |
| Microwave | 2 | 10 | 3 | 54 | 0.05 |
| Chemicals identified by use | 4 | 11 | 5 | 49 | 0.11 |
| Resin or major component | 11 | 15 | 9 | 34 | 0.15 |
| Solvent | 8 | 14 | 9 | 38 | 0.20 |
| Ketones | 5 | 14 | 10 | 40 | 0.27 |
| Radioactive plutonium | 3 | 15 | 12 | 38 | 0.29 |
| Pesticides | 0 | 8 | 5 | 56 | 0.29 |
| Chlorinated hydrocarbons | 10 | 17 | 13 | 29 | 0.29 |
| Miscellaneous chemicals | 6 | 19 | 15 | 29 | 0.30 |
| Accelerator | 0 | 6 | 4 | 59 | 0.38 |
| Gamma | 8 | 10 | 8 | 43 | 0.41 |
| Photographic chemicals | 21 | 15 | 15 | 18 | 0.57 |
| Explosive chemicals | 5 | 10 | 10 | 44 | 0.59 |
| Gases | 2 | 9 | 9 | 49 | 0.59 |
| UV | 1 | 7 | 8 | 53 | 0.70 |
| Dielectric compounds | 1 | 6 | 7 | 55 | 0.71 |
| X-ray | 3 | 5 | 6 | 55 | 0.73 |
| Neutron | 1 | 4 | 5 | 59 | 0.75 |
| Lubricoolants in machining | 1 | 7 | 9 | 52 | 0.77 |
| Soldering and welding effluents | 3 | 7 | 9 | 50 | 0.77 |
| Magnetic field | 5 | 8 | 11 | 45 | 0.82 |
| Hydrocarbon fuels, greases, and products | 8 | 12 | 16 | 33 | 0.83 |
| Mineral acids | 1 | 3 | 5 | 60 | 0.86 |
| Computer paper chemicals | 1 | 4 | 7 | 57 | 0.89 |
| Laser | 2 | 6 | 10 | 51 | 0.89 |
| Metal with special toxicity | 10 | 12 | 18 | 29 | 0.90 |
| Metals and metalloids | 3 | 10 | 16 | 40 | 0.92 |
| Dyes | 0 | 4 | 8 | 57 | 0.93 |
| Airborne particulate or aerosol | 6 | 7 | 13 | 43 | 0.94 |
| RF | 4 | 8 | 15 | 42 | 0.95 |
| Biological products | 0 | 4 | 10 | 55 | 0.97 |
| Benzene \& compounds | 2 | 3 | 9 | 55 | 0.98 |
| Fission fragments | 3 | 3 | 9 | 54 | 0.98 |

Table 44. Number of Agents Mentioned
During Interview

| Number of <br> Agents | Cases | Controls |
| :---: | :---: | :---: |
| $0-4$ | 3 | 3 |
| $5-9$ | 9 | 8 |
| $10-14$ | 9 | 5 |
| $15-19$ | 7 | 8 |
| $20-24$ | 10 | 11 |
| $25-29$ | 3 | 8 |
| $30-34$ | 6 | 8 |
| $35-39$ | 6 | 9 |
| $40-44$ | 4 | 1 |
| $45-49$ | 2 | 1 |
| $50-54$ | 1 | 2 |
| $55-59$ | 1 | 0 |
| $60-64$ | 0 | 0 |
| $65-69$ | 0 | 0 |
| $70-74$ | 0 | 0 |
| $75-79$ | 0 | 0 |
| $>75$ | 1 | 1 |
| Total | 62 | 65 |
| Avg. | 23.6 | 24.5 |
| Med. | 22 | 23 |
| SD | 15.6 | 14 |
| Min. | 4 | 4 |
| Max. | 82 | 85 |
|  |  |  |

Table 45. Occupational Skin Exposures and Exposures to Skin Irritants

| Group | \#Cases | \#Conts | \#\{Case>Cont $\}$ | \#\{Case<Cont $\}$ | p-value ${ }^{\dagger}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Skin exposure to any chemical |  |  |  |  |  |
| All cases | 39 | 48 | 6 | 15 | 0.99 |
| Invasive cases | 21 | 29 | 2 | 10 | 1.00 |
| In situ cases | 18 | 19 | 4 | 5 | 0.75 |
|  |  |  |  |  |  |
| Exposure to skin irritants |  |  |  | 16 | 0.88 |
| All cases | 41 | 46 | 11 | 12 | 1.00 |
| Invasive cases | 20 | 29 | 3 | 4 | 0.19 |
| In situ cases | 21 | 17 | 8 |  |  |

[^9]Table 46. Distribution of Total ${ }^{\dagger}$ Ionizing Radiation

| Total Dose | Score | Cases | Controls |
| :--- | :---: | :---: | :---: |
| 0 rem | 0 | 28 | 27 |
| .001 to .05 | 1 | 9 | 10 |
| .051 to .25 | 2 | 12 | 13 |
| .251 to 1 | 3 | 10 | 7 |
| 1.01 to 5 | 4 | 8 | 9 |
| $>5$ rem | 5 | 2 | 3 |
| Avg. dose |  | 0.76 | 0.71 |

† Total includes gamma, neutron, tritium, skin, and hand doses

Table 48. Distribution of Whole Body Dose-Time Period A

| Dose (rem) | Cases | Controls |
| :--- | :---: | :---: |
| 0 rem | 43 | 38 |
| .001 to .05 | 5 | 5 |
| .051 to .25 | 4 | 11 |
| .251 to 1 | 8 | 3 |
| 1.01 to 5 | 7 | 9 |
| $>5$ rem | 2 | 3 |
| Avg. dose | 0.43 | 0.48 |

Table 50. Distribution of Total Dose-Time Period A

| Dose (rem) | Cases | Controls |
| :--- | :---: | :---: |
| 0 rem | 41 | 38 |
| .001 to .05 | 5 | 5 |
| .051 to .25 | 5 | 10 |
| .251 to 1 | 9 | 4 |
| 1.01 to 5 | 7 | 9 |
| $>5$ rem | 2 | 3 |
| Avg. dose | 0.49 | 0.52 |

Table 47. Distribution of Whole Body ${ }^{\dagger}$ Ionizing Radiation

| Dose (rem) | Cases | Controls |
| :--- | :---: | :---: |
| 0 rem | 30 | 27 |
| .001 to .05 | 9 | 11 |
| .051 to .25 | 12 | 13 |
| .251 to 1 | 8 | 6 |
| 1.01 to 5 | 8 | 9 |
| $>5$ rem | 2 | 3 |
| Avg. dose | 0.61 | 0.60 |

${ }^{\dagger}$ Total includes gamma, neutron, and tritium doses

Table 49. Distribution of Whole Body Dose-Time Period B

| Dose (rem) | Cases | Controls |
| :--- | :---: | :---: |
| 0 rem | 41 | 40 |
| .001 to .05 | 10 | 17 |
| .051 to .25 | 10 | 6 |
| .251 to 1 | 7 | 5 |
| 1.01 to 5 | 0 | 1 |
| $>5$ rem | 1 | 0 |
| Avg. dose | 0.18 | 0.12 |

Table 51. Comparison of Occupational Factors

\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline \multirow[b]{3}{*}{Description} \& \multicolumn{4}{|c|}{This Study} \& \multirow[b]{3}{*}{Description} \& \multicolumn{4}{|c|}{Austin \& Reynolds} <br>
\hline \& \multicolumn{2}{|c|}{Cases} \& \multicolumn{2}{|l|}{Controls} \& \& \multicolumn{2}{|c|}{Cases} \& \multicolumn{2}{|l|}{Controls} <br>
\hline \& \# \& \% \& \# \& \% \& \& \# \& \% \& \# \& \% <br>
\hline \multicolumn{10}{|l|}{Radioactive materials} <br>
\hline Rating>0 Radioactive chemicals mentioned in interview \& $10 / 69$ \& $14 \%$

$54 \%$ \& $15 / 69$

$39 / 69$ \& $20 \%$

$57 \%$ \& Ever worked around radioactive materials \& 20/31 \& 65\% \& 36/110 \& 33\% <br>

\hline | Site 300 |
| :--- |
| Rating>0 | \& 27/69 \& 39\% \& 25/69 \& 36\% \& $\geq 1$ visit \& 18/31 \& 58\% \& 42/110 \& 38\% <br>

\hline \multicolumn{10}{|l|}{Photographic chemicals} <br>

\hline | Rating $>0$ |
| :--- |
| Photographic chemicals mentioned in interview | \& $31 / 69$

$35 / 69$ \& $45 \%$

$51 \%$ \& $35 / 69$

$36 / 69$ \& $51 \%$

$52 \%$ \& Ever worked with photographic chemicals \& 11/31 \& 35\% \& 17/110 \& 15\% <br>
\hline Pacific Test Site Rating>0 \& 8/69 \& 12\% \& 11/69 \& 16\% \& $\geq 1$ visit \& 4/30 \& 13\% \& 8/110 \& 7\% <br>

\hline | Chemist |
| :--- |
| Rating>0 | \& 15/39 \& 22\% \& 18/69 \& 26\% \& Duties as chemist \& 4/31 \& 13\% \& 2/110 \& 2\% <br>

\hline
\end{tabular}

Table 52. Regression of Occupational Factors on Start Year and Years of Education

|  | Coefficient $^{\dagger}$ | p-value |
| :--- | :---: | ---: |
| Ionizing Radiation |  |  |
| $\quad$ Start year | -0.027 | $<.0001$ |
| Education | 0.001 | 0.940 |
|  |  |  |
| Site 300 |  |  |
| Start year | -0.023 | $<.0001$ |
| Education | 0.019 | 0.200 |
|  |  |  |
| Photographic |  |  |
| chemicals |  |  |
| Start year | -0.016 | 0.007 |
| Education | 0.041 | 0.023 |
|  |  |  |
| Pacific Test Site |  |  |
| Start year | -0.030 | $<.0001$ |
| Education | 0.039 | 0.004 |
|  |  |  |
| Chemist |  |  |
| Start year | -0.013 | 0.070 |
| Education | 0.065 | 0.003 |

[^10]Table 53. Power to Detect Significant Risk Factors

|  |  |  | Power |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Risk Factor | Exposed | Prop. | Odds |  | All | Inv. |
| Cases | Controls | Ratio | A\&R* | Cases | Cases |  |
| Radioactive materials | 0.65 | 0.33 | 3.8 | 0.95 | 0.95 | 0.91 |
| Site 300 | 0.58 | 0.38 | 2.3 | 0.64 | 0.77 | 0.56 |
| Photographic chemicals | 0.35 | 0.15 | 3.1 | 0.78 | 0.87 | 0.67 |
| Pacific Test Site | 0.13 | 0.07 | 2.0 | 0.31 | 0.32 | 0.22 |
| Chemist duties | 0.13 | 0.02 | 7.3 | 0.76 | 0.81 | 0.60 |

[^11]Table 54. Comparison of Results for Subsets of Cases

|  | Paired t-statistic |  |  |
| :--- | :---: | :---: | :---: |
| Factor | A\&R subset* | Others | All pairs |
| Ionizing radiation | 0 | -1.53 | -1.98 |
| Pacific Test Site | -1.56 | -1.16 | -1.54 |
| Site 300 | 0.25 | 0.35 | 0.25 |
| Chemist duties | -0.57 | -0.35 | -0.57 |
| Photographic chemicals | 0.42 | -1.42 | 0.42 |

* Austin \& Reynolds case-control study

Table 55. Comparison of Results with Different Matching Criteria

|  | Paired t-statistic |  |  |
| :--- | :---: | :---: | :---: |
| Factor | A\&R* | Ours | All 69 pairs |
| Ionizing radiation | -0.17 | -0.57 | -1.98 |
| Pacific Test Site | -1.03 | -1.43 | -1.54 |
| Site 300 | 0.95 | 0.90 | 0.25 |
| Chemist duties | -0.23 | -0.83 | -0.57 |
| Photographic chemicals | -0.54 | -0.96 | 0.42 |

* Austin \& Reynolds case-control study

Table 56. Effect of Adjusting for Sex Mismatch

|  | Odds Ratio |  |
| :--- | :---: | :---: |
| Risk Factor | Without sex <br> adjustment | With sex <br> adjustment |
| Radioactive materials | 0.70 | 0.82 |
| Site 300 | 1.19 | 1.34 |
| Photographic chemicals | 0.83 | 0.80 |
| Pacific Test Site | 0.39 | 0.42 |
| Chemist duties | 0.89 | 0.91 |
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[^0]:    * Difference = case-control

[^1]:    * Relative risk

[^2]:    * Relative risk

[^3]:    ${ }^{1}$ Upper number is paired-t statistic; lower number is 2-sided p-value.

[^4]:    ${ }^{1}$ Upper number is paired- $t$ statistic; lower number is 2 -sided p-value.

[^5]:    $\ddagger$ p-value based on sign test

[^6]:    * Indicates statistical significance at $\mathrm{p}<0.01$

[^7]:    * Indicates statistical significance at $\mathrm{p}<0.01$

[^8]:    * Relative risk

[^9]:    ${ }^{\dagger}$ Based on one-sided sign test

[^10]:    ${ }^{+}$Coefficient shows decrease (or increase) in rating score per year.

[^11]:    * Austin \& Reynolds case-control study

