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Abstract

Crystallizations of pharmaceutical active ingredients, particularly those that posses
multiple polymorphic forms, are among the most critical and least understood
pharmaceutical manufacturing processes. Many process and product failures can
be traced to a poor understanding and control of crystallization processes. The
Food and Drug Administration’s Process Analytical Technology (PAT) initiative is
a collaborative effort with industry to introduce new and efficient manufacturing
technologies into the pharmaceutical industry. Process Analytical Technologies are
systems for design, analysis, and control of manufacturing processes. They aim to
assure high quality through timely measurements of critical quality and performance
attributes of raw materials, in-process materials, and final products. Implementa-
tion of PAT involves scientifically based process design and optimization, appro-
priate sensor technologies, statistical and information tools (chemometrics), and
feedback process control strategies working together to produce quality products.
This review introduces the concept of Process Analytical Technology and discusses
its application to crystallization processes through review of several case studies. A
variety of in situ analytical methods combined with chemometric tools for analy-
sis of multivariate process information provide a basis for future improvements in
modeling, simulation, and control of crystallization processes.
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1 Introduction

Historically, pharmaceutical production involves the manufacture of the fin-
ished product using batch processes, followed by laboratory testing and analy-
sis to verify its quality. This approach has been successful in providing quality
pharmaceuticals to the public. Modern process engineering and manufactur-
ing science achieves high levels of quality through the use of online process
monitoring and control. Adoption of these methods offer the pharmaceutical
industry the opportunity to lower manufacturing cycle times and end-product
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variability, which can result in a shorter time-to-market and a reduced likeli-
hood of product failures. The Food and Drug Administration’s Process Ana-
lytical Technology (PAT) initiative is a collaborative effort with industry to
facilitate the introduction of new and efficient manufacturing technologies into
the pharmaceutical industry[1].

Process Analytical Technologies are systems for design, analysis, and control
of manufacturing processes, based on timely measurements of critical quality
and performance attributes of raw and in-process materials and products, to
assure high quality of products at the completion of manufacturing. PAT in-
cludes scientifically based process design that identifies key measures of prod-
uct quality and the critical process variables that affect them, appropriate
measurement devices, statistical and information technology tools, and feed-
back process control strategies that work together to ensure production of final
products with the desired quality.

There are many current tools and measurement devices that enable scientific
pharmaceutical development, manufacture, and quality assurance. When these
tools are used within a PAT system, the information they collect can be used
to facilitate process understanding, develop risk-mitigation strategies, achieve
continuous improvement, and share information and knowledge. In the PAT
framework, these tools can be categorized as:

• Multivariate data acquisition and analysis tools
• Modern process analyzers or process analytical chemistry tools
• Endpoint monitoring and process control tools
• Knowledge management tools

An appropriate combination of some, or all, of these tools may be applicable to
a single-unit operation, or to an entire manufacturing process and its quality
assurance.

A goal of the PAT initiative is to encourage the application of process engi-
neering expertise in pharmaceutical manufacturing and regulatory assessment.
The results of PAT are a depth of process knowledge leading to optimized op-
eration with control systems that ensure quality outcomes. Models analyzing
the information obtained from process measurements provide a framework for
representing process knowledge. With PAT these measurements and modeling
can be performed in real-time and on-line and thus be used for process control.
Quality control using PAT is based on in-process electronic data rather than
laboratory testing on a subset of the final product, thus essentially the entire
production run may be evaluated for quality control purposes. PAT thus holds
the promise of improving efficiency and quality.

Some of the potential benefits of pharmaceutical manufacturing based on PAT
include:

3



• enhancing process understanding and reducing process failures
• ensuring quality through optimal design, continuous monitoring, and feed-

back control
• reducing cycle time to improve manufacturing efficiency
• identifying the root causes of process deviations
• basing regulatory scrutiny on process knowledge and scientifically based risk

assessment

The present article is an introduction to the application of PAT to crystal-
lization processes. It will describe how some of the important PAT concepts
such as identification of critical variables, real time process monitoring, pro-
cess control, and chemometrics are applied to crystallization. Through several
case studies we will attempt to illustrate PAT’s utility to crystallization pro-
cesses, especially those involving crystal polymorphism, in the pharmaceutical
industry.

2 Applying Process Analytical Technology to Crystallization

Traditionally, pharmaceutical crystallization processes have been developed
empirically; thus there is much advantage to be gained in applying PAT to
these systems. We will describe how aspects of PAT including the identifica-
tion of critical variables, sensor technologies to observe these variables, chemo-
metrics tools to manage and interpret data, and process control schemes are
applied to crystallization.

2.1 Critical Variables in Crystallization Processes

The main measures of the quality of the outcome of a crystallization process
are the crystal size distribution, crystal shape, and polymorphic form. The size
and shape of the crystals formed will have a strong effect on the processability,
with smaller particles and non-spherical particles being more difficult to flow,
filter, and process. Fine particles have much higher surface area and can collect
impurities at the surface. The solubility of different polymorphic forms can
differ and dissolution rates will also depend on crystal size and polymorphic
form. The critical variables that affect the final quality can be divided into
thermodynamic and process variables.

The influence of thermodynamics on the outcome of a crystallization process
can be summarized through a phase diagram like that in Fig. 1. On this plot
of solute concentration against temperature, the curves C1 and C2 correspond
to the solubility of two possible polymorphic forms. Above temperature T1,
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form I has the lower solubility and is the more thermodynamically favored (it
has the lower free energy). Below T1, form II is the more stable solid phase.

Full characterization of the phase diagram identifies the most stable crystal
form at any operating condition. Fig. 2 illustrates the relative free energy at
point A in Fig. 1; the free energy of the solution is the highest followed by
form II and then form I. At temperatures below T1 the relative stability of
forms I and II will change. Enantiotropic polymorphs have a temperature, like
T1, where the relative stability of two forms changes. In monotropic systems
the relative stability of the two forms is the same at all temperatures. However
the relative stability does not determine the rate of formation or the rate of
growth of the different polymorphic forms.

The key thermodynamic variables that affect the kinetics of nucleation and
growth are the supersaturation, S, and the interfacial tension, γ, between the
solid and the liquid. The supersaturation is

S =
C − C∗

C∗

, (1)

where C is concentration at a point on the phase diagram and C∗ is the
solubility at the same temperature. The supersaturation is a measure of the
thermodynamic driving force toward a solid phase. We should recognize that
the true thermodynamic driving force is the difference in chemical potential
between solution and crystal[2].

∆µ = µs − µc = RT ln
γaC

γ∗

a
C∗

. (2)

This chemical potential difference is only equivalent to S when the deviation
from an ideal solution (represented by activity coefficients, γa) is negligible
and S is small,

∆µ

RT
= ln

C

C∗

= ln(1 + S) ≈ S. (3)

At point A on the diagram both the supersaturation and interfacial tension
are different for the two possible polymorphic forms. The important question
is from a liquid at point A, what form, I or II, will be observed? This will
be determined by the nucleation and growth rates of each polymorphic form.
In crystallization processes there are two mechanisms for nucleation: homoge-
neous and heterogeneous. In homogeneous nucleation spontaneous fluctuations
in density in the liquid allow the formation of a more stable solid phase. Het-
erogeneous nucleation is triggered by impurities or surfaces in contact with the
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liquid. For most industrial processes heterogeneous nucleation is the dominant
mechanism with the rate of nucleation given by[3]

J = N0ν exp
(

−∆G∗Φ

kT

)

, (4)

where the free energy barrier to nucleation of a sphere is

∆G∗ =
16πv2γ3

3(∆µ)2
. (5)

N0 is the number density of solute molecules, v is the molar volume of solute
molecules, Φ is a function of the contact angle between the solvent and the
impurity or surface triggering the nucleation, and ν is the transport rate of
solute molecules to the interface. We can also consider the nucleation rate as
depending on an empirical constant A that contains all of the process condition
variation (such as mixing rate, solvent viscosity, and impurity effects in Φ) and
the remaining thermodynamic factors

J = N0A exp
(

−∆G∗

kT

)

. (6)

Homogeneous nucleation has the same dependence on the free energy barrier
but a different prefactor that has no dependence on Φ.

To compare nucleation rates of two polymorphic forms we examine the two
free energy barriers:

∆G∗

1
=

16πv2γ3

1

3S2
1

∆G∗

2
=

16πv2γ3

2

3S2
2

(7)

At point A, S1 > S2 favors the stable polymorph while γ1 > γ2 favors the
unstable polymorph. As these two factors have opposite effects on the nucle-
ation rate the competition between the two will determine which polymorph
nucleates faster.

The rate of growth of different polymorphic forms also depends on a similar
combination of kinetic and thermodynamic variables[4]

R = k
(∆µ)n

γ
(8)

where k is a constant that depends on process variables and growth mecha-
nism. The presence of γ shows that different crystal faces can have different
growth rates that will lead to non-spherical crystals.
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As represented in Ostwald’s law of stages, the usual situation is that the least
stable polymorph is formed first. This suggests that the interfacial tension
is the more important variable. Whether the favored polymorph is based on
faster nucleation or faster growth cannot be easily distinguished. The role
of interfacial tension is indicated by the fact the changing the solvent can
alter which polymorph is formed. Interfacial tension of crystalline solids also
differs between crystal faces suggesting that surface-active agents that bind
preferentially to a particular face will alter the rate of formation of particular
polymorphs.

The key aspects of a crystallization process are the rates of nucleation and
growth of the crystals. The connection of these rates to the thermodynamic
variables is well established. However both of these rates contain factors that
depend on the flow, mixing, heat and mass transfer, and uniformity of a pro-
cess situation in an unknown manner. Impurities and additives can have a
significant effect on these rates by altering the interfacial energy of partic-
ular crystal faces. Especially with respect to the process variables and role
of solvent, impurities, and additives the development of models capable of
connecting measurement to final process outcomes is still a topic of current
research[4,5].

2.2 Sensor Technologies for Crystallization Processes

Process analytical technology can involve application of continuous monitoring
and control of industrial processes so that they adjust themselves to reach the
desired or optimum states. This requires sensor technologies that are able to
measure both indications of product quality and critical process variables.

We can identify several locations for process measurement:

• off-line: analysis laboratory at separate site
• at-line: analysis laboratory at manufacturing site
• on-line: measurements on a diverted sample stream which may be returned

to the process after measurement
• in-line: integrated real-time measurement without sampling, but the process

stream may be disturbed (for example, a probe may be inserted).
• non-invasive: integrated real-time measurement where the sensor is not in

contact with the material and the process stream is not disturbed

Problems with off-line and at-line measurements include time delays for anal-
ysis, statistical sampling errors, where the sample analyzed is not representa-
tive, and physical sampling errors, in which the process of sampling changes
the material. Thus non-invasive sensors are the most desirable technology. Re-
cent scientific advances in the area of process analytical chemistry have pro-
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vided many measurement options. Among the instrumental techniques that
are promising and have gained prominence are NIR, Raman and chemical
imaging technology. More details on the application of these technologies are
found in recent review articles[6,7]. Many of these tools have been utilized in
other chemical industries; therefore the pharmaceutical industry can leverage
this experience with emerging technology to streamline their processes and
manufacturing operations[8].

To gain the full benefit of PAT in crystallization processes, sensors that can
measure key process variables such as supersaturation and desired quality
endpoints such as size, shape, and polymorphic form are required. Recent
advances have provided methods that can address many of these needs [9].

2.2.1 Supersaturation

There are non-invasive methods that can determine supersaturation by infer-
ring solution concentrations from measured spectra. Attenuated Total Reflectance-
Fourier Transform Infrared (ATR-FTIR) spectroscopy measures spectra in the
mid infrared range. Compared to near infrared spectra, these spectra show
greater chemical selectivity. The reflectance sampling allows this technique to
be used for solids in their native state without any sample preparation and
be applied in situ to processes. Although ATR-FTIR has been used to mea-
sure polymorphic form offline[10,11], its main in-line process application has
been to the solution phase and not the solid phase as it measures the prop-
erties of the material in direct contact with the probe[12]. After calibration
using chemometrics methods such as partial least squares, this technique can
provide information about liquid phase concentrations and thus the supersat-
urations non-invasively, even in multicomponent mixtures with an example
given in Fig. 3[13,14]. NIR methods can also be used to measure solution
concentration[15].

2.2.2 Particle Size

Traditional methods for determining a particle size distribution, such as dy-
namic light scattering, require removal of a sample from the process. How-
ever, there are several methods that have the potential to characterize the
particle size distributions in situ. These include diffusing wave spectroscopy
(DWS)[16], turbidity[17], and frequency-domain photon migration (FDPM)[18]
that rely on the multiple scattering of light (useful for any non-transparent
suspension), methods that correct for multiple scattering (cross-correlation dy-
namic light scattering)[19], and methods that use time variance of reflectance
to measure a chord length distribution (Focused Beam Reflectance Measure-
ment or FBRM)[20]. Other physical properties that can be related to particle
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size include acoustic attenuation of sound waves (signal is proportional to
the density difference between particles and solvent)[21], electroacoustic ef-
fects[22], and spectroscopic methods such as NIR that are sensitive to particle
size and chemical composition[23].

Essentially all indirect measurements of particle size measure a signal that is
an integration of a size dependent weighting function over the particle size
distribution. A reported particle size distribution only results from solution
of an inverse problem to find the optimal distribution. Alternatively the re-
sult of the measurement can be considered as a fingerprint of a particular size
distribution. For online monitoring in a process, this level of accuracy maybe
sufficient as the measurement can be compared with that of a desired state
through a calibration process. Chemometric methods can be employed to build
correlations of signal with process conditions or outcomes. Where direct imag-
ing of the process is possible, the direct determination of a size distribution is
preferable.

2.2.3 Particle Shape

Essentially the only way to obtain complete information about the particle
shape is by direct observation. Currently there have been demonstrations of in
process video to provide online assessment of particle shape. These techniques
require complex image analysis to translate two-dimensional images into a
quantitative measure of the shape. Image analysis is limited to particles large
enough to be visualized and in-process observation is limited to the surface
if the suspension does not allow penetration of light. An example commercial
implementation is Lasentec’s PVM products[20]. Most of the techniques for
particle size analysis provide a signal that depends on particle shape, but
there are no current methods to invert that signal to determine the shape
from the signal. Again these methods could be used in fingerprint mode or
with chemometric analysis to develop a correlation with desired or undesired
process outcomes.

2.2.4 Polymorphic Form

A number of methods are currently employed for characterizing pharmaceu-
tical solid polymorphs. The definitive evidence for the existence of polymor-
phism is via the demonstration of a nonequivalent crystal structure by single
crystal X-ray diffraction. Other methods including X-ray powder diffraction
(XRPD), microscopy, thermal analysis (e.g., differential scanning calorimetry
(DSC), thermal gravimetric analysis (TGA), hot-stage microscopy), and spec-
troscopy (e.g., IR, Raman, solid state NMR) are used for further characteri-
zation and for routine off-line testing of polymorphic form. Recent advances
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in instrumentation; particularly those in vibrational spectroscopy and X-ray
diffraction has made it possible to monitor kinetic processes of polymorphic
systems in real-time.

Raman and near-infrared spectroscopy (NIR) measure fundamental vibra-
tional modes and these techniques can be used to provide distinguishing finger-
prints associated with each polymorphic form[24]. These spectroscopic tech-
niques complement one another with Raman measuring vibrational modes that
change in polarizability and NIR measuring vibrational modes that change in
dipole moment. A distinguishing feature arising from the complementary na-
ture of these two spectroscopic techniques derives from the differing intensities
associated with the water vibrational peak(s). While in infrared spectroscopy,
water produces a very intense absorption band often obscuring the other peaks
of interest, in Raman spectroscopy, water is a poor scatterer resulting in a weak
signal that is easily subtracted from the spectrum. For this reason, Raman is
often used advantageously when monitoring aqueous processes. Nonetheless,
both Raman and near-IR have been used to monitor polymorphic transfor-
mations during slurry turnover of a crystallization solution. In both of these
instances, the vibrational spectra were obtained by interfacing the spectrome-
ter with a fiber optic immersion probe inserted into the reactor vessel (Fig. 4).
Linear regression or principal component analysis were used to deconvolute
these spectra from which the level of each polymorphic form in real-time were
determined.

Although Raman and NIR spectroscopies can be used to provide a wealth of
information on polymorphic form, vibrational spectroscopy does not provide
information on crystal structure directly. For vibrational spectroscopy, the ob-
servations on crystal form must be first “qualified” by X-ray diffraction. Re-
cent advances in X-ray diffraction have enabled investigators to monitor poly-
morphs in crystallization both “directly” and in real time. Energy-dispersive
X-ray diffraction and scattering using high-energy synchrotron radiation has
enabled investigators to monitor polymorphs in crystallization slurries, in-
cluding TNT[25], glutamic acid and citric acid[26]. The BedeMonitorTMis a
recently developed instrument for real time X-ray diffraction and does not
require a synchrotron X-ray source. This commercially available instrument
utilizes a high intensity X-ray source and a linear detector to collect a wide
2-theta range simultaneously. On-line measurement of a crystallization pro-
cess is achieved by recirculating a sample of the crystallization slurry through
a specially designed and thermally regulated flow cell, through to the X-ray
measurement zone and back to the crystallizing vessel as in Fig. 5. In this
manner XRPD data can be collected from the crystallization process without
disturbing the conditions of the crystallization[27].
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2.3 Process Control of Crystallization Processes

Traditionally automated process control has not been a major concern in a
pharmaceutical manufacturing environment dominated by small batch pro-
cesses. Process adjustment or improvements are difficult for a validated and
approved process.

In the chemical industries, process control is an essential part of the design
and operation. A control scheme must actively keep a process operating within
specification; the safety and economic impact of an out of control process are
unacceptable. Almost all chemical processes involve some sort of feedback
control with much current interest in model predictive control (MPC) that in-
tegrates process knowledge into the control plan to provide an optimal control
strategy[29]. Also of current interest in the engineering community is Multi-
variate Statistical Process Control(MSPC)[30,31]. Traditional process control
monitored one variable at a time, but advances in sensor technology make it
possible to measure multiple process and quality variables at once. Through
the use of chemometrics methods such as PCA or PLS, multivariate data is re-
duced in dimension and correlated with final product quality. This information
can then be used for control or fault detection. A recent example illustrates
the application of MSPC to a batch polymerization process[31].

As we saw in section 2.1 the location on the phase diagram sets the supersat-
uration and affects both nucleation rate of new crystals and the growth rate
of the existing crystal, but a process does not operate at a fixed position on
the phase diagram. As a batch process proceeds, crystallization of solid causes
the liquid concentration to change with time.

In most processes the temperature is not dropped immediately to the final
value because of concern about the supersaturation. If the supersaturation is
too large, unstable polymorphs become more likely and the nucleation rate
increases which favors the formation of smaller crystals and a broader size
distribution. The metastable line in Fig. 6 shows the approximate supersatu-
ration where nucleation will begin at a significant rate. Some supersaturation
is necessary to cause crystallization to commence and to avoid the economic
cost of longer process times. It is also common to avoid nucleation by seed-
ing the liquid with crystals of the desired polymorphic form, which will then
grow[32].

Application of this method to polymorph control is shown in Fig. 7 where
path 1 enters into a region where a less stable polymorph could possibly form.
ATR-FTIR provides process monitoring that could be used along with control
of the temperature to avoid the region of the phase diagram where formation
of an undesired polymorph is possible.
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The rate of cooling along this path is also an important process variable. Over
time the crystals will continue to grow so the length of the process affects the
maximum size of the crystals. Also there can be interconversion of polymorphic
forms from the less stable to more stable form. The rate of interconversion
depends on both the thermodynamics (supersaturation and temperature) as
well as process variables. Process variables that can affect the quality of the
final product are primarily related to the mixing and fluid mechanics of the
process, which affects the rates of all growth processes occurring. We know
the least about the effect of these variables and they are also the ones that
most complicate the scale-up of crystallization processes.

There are several possible control strategies that have been applied to crys-
tallization processes[33]. In the most common approach, a fixed path in the
temperature and concentration phase diagram is selected based on process
knowledge. Its drawback is that because it is not adjusted during the pro-
cess it cannot respond to unexpected events. Any fluctuation, for example a
temperature spike or mixing disturbance can lead to an out of specification
batch. A second control strategy includes an online measurement of a process
stopping point. Examples include continuing mixing until the mean particle
size increases to the target value or until there is a polymorph interconversion.
This type of control allows recovery from unforeseen events and can ensure
that a batch meets specification. One drawback to this strategy is if you wait
you are not guaranteed to reach the specification. Finally a third approach
which most fully applies the PAT vision is to have an active control scheme
that changes process conditions based on measurements to achieve the desired
quality endpoint.

2.4 Chemometrics

Chemometrics is defined as the use of multivariate data analysis and math-
ematical tools to extract information from chemical data. Modern in-line or
on-line sensors are capable of collecting huge amounts of data from chemical
processes. The application or development of chemometric tools to this wealth
of process data is termed “process chemometrics” and seeks to provide addi-
tional insights into the chemical process through monitoring, modeling, and
control[9]. Process chemometrics has matured and gained acceptance within
chemical process modeling, simulation, and control. There is no doubt that
process chemometrics will ultimately be adopted and utilized in pharmaceu-
tical manufacturing processes.

Chemometrics tools are useful in both the design stage of crystallization pro-
cesses when experimental design methods aid in the optimization of the many
operating variables and in the interpretation of the multivariate data collected
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by process sensors.

2.4.1 Chemometric Modeling

Most chemometric tools derive a mathematical relationship between various
properties and activities of a chemical (or combination of chemicals). A typ-
ical approach is to clearly define a property of interest (e.g., crystal size dis-
tribution) and then create a list of contributing variables likely to affect that
property (e.g., solvent, degree of supersaturation etc.). The values of these
variables are generally obtained by doing experiments.

Next a training set must be selected. This is a set of conditions for which the
desired responses as well as the contributing variables are well quantified. The
training set serves two important purposes. First, it establishes the chemical
space in which we can work. For example, if we use degree of supersaturation
as one of our contributing variables, then the degree of supersaturation in our
training set provide an allowable range for conditions being tested. Conditions
falling outside our chemical space may fail to be adequately modeled. Second,
the training set provides the data upon which the model is built.

The final step in building a chemometric model is to use a multivariate regres-
sion method to establish the needed correlation between the desired prop-
erty and the measured variables. Current methods include multiple linear
regression (MLR), principle component regression (PCR), and partial least
squares(PLS)[34,35]. There are numerous software packages that employ these
and other methods. Although non-linear versions of these techniques are in-
creasingly available[36,37], the usual implementations of these methods are
generally linear in scope.

Before a chemometric model is used, it must be validated. One method of vali-
dating such a model is to reserve a randomly chosen portion of the training set
from model development, and determine how well the model functions on the
omitted samples. A popular method is “leave-one-out” cross validation which
omits only one test sample, uses the rest to create the model, and tests the
one remaining sample and then repeats for each sample separately. A model
that frequently yields erroneous output may be the result of insufficient input.
Then we must consider whether we have overlooked factors that contribute
to the property being studied. We may need to consider variables that seem
only marginally related to the property of interest. The magic of chemomet-
ric techniques is that they frequently discover hidden relationships between
contributing factors and corresponding variables.

After a model has been validated, it may be used to examine the set of un-
knowns. It is assumed that each unknown falls within the chemical space
defined by the test set, and that each contributing variable can readily be
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measured for the unknowns. Thus chemometrics involves two critical compo-
nents: experimental design and multivariate data analysis.

2.4.2 Experimental Design

The traditional approach to experimental design has been to change one vari-
able at a time with the goal of isolating the effect of that factor. This is not
the most efficient approach to obtaining information about a complex process
in which there are strong interactions between variables.

The objective of experimental design is to plan and conduct experiments in
order to extract the maximum amount of information from the collected data
in the smallest number of experimental runs. The basic idea is to change
all relevant factors over a set of planned experiments and then connect and
interpret the results using chemometrics. For example, in a crystallization
process one would like to known the rate of nucleation of different polymorphic
forms at each location on the phase diagram. Relevant variables include the
choice of solvent, the temperature and supersaturation (concentration), the
rate of mixing, the concentration of excipients or impurities, the available
surface area (process size), and the amount of seed crystals present.

The range of interest of all these variables would be determined and then
experiments conducted. A full factorial design would perform an experiment
at the extreme values for each variable and at the average value of all vari-
ables. This would lead to 2k experiments if there were k variables. For values
of k > 5 it is often not practical to perform all of these experiments. As
some of the variables relevant to crystallization are not continuous (solvent,
excipients) the number of experiments will increase even faster. Chemomet-
rics provides several strategies for reducing the number of experiments while
providing optimal coverage of the process variable space. Fractional factorial
design removes a subset of the experiments while ensuring a uniform converge
of the variable space. Evolutionary optimization designs perform a small set
of experiments and then use this information with a simplex method to choose
new experimental conditions that are nearer to the optimal outcome[38].

An example applying fractional factorial experimental design to crystalliza-
tion optimization is given by Togkalidoua et al.[39] who varied six operating
variables, (seed type, seed amount, temperature, solvent ratio, addition time,
and agitation intensity) in an attempt to minimize the filtration resistance
of the final product. Chemometric methods were applied to relate process
observations to the final product while these variables were being altered.

The advantage of careful consideration of experimental design is illustrated
by the characterization of polymorphs of ritonavir[40] by Morissette et al.[41].
They used high throughput screening to perform more than 2000 experiments
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under a variety of conditions including variable solvents. They covered the
solvent space by characterizing solvents by their physical properties such as
Hildebrand and Hansen solubility parameters, log P, hydrophile-lipophile bal-
ance, boiling point, and melting point while preparing mixtures from a 24
solvent library to sample the space in a efficient manner.

The main challenge in applying these concepts to crystallization processes is
that the outcome of process depends on how all the above variables change
with time. A different time-dependent path through the space of variables
provides a different process outcome. Another concern is applying experimen-
tal design methods to choose parameters without consideration of a process
model. For example, if process variables that affect scale-up are not included
in the experimental space, then all that may result are optimum condition
for laboratory scale crystallizations and not optimum conditions for the final
process.

2.4.3 Multivariate Data Analysis

Chemometric techniques are most valuable for problems with an excessive
number of variables. For example, chemometrics techniques have been ap-
plied to near-infrared (NIR) spectra of solid drug products. In this case, the
absorbance at each measured wavelength is a variable, and there may be hun-
dreds of them. The goal is to connect these many measured variables with the
desired property. Examples of possible output variables include:

• Qualitative analysis to identify the sample
• Quantitative analysis to measure concentration of a component
• Quantitative correlation of a quality measure (size distribution, shape, poly-

morphic form) with the spectra

The most straightforward multivariate data analysis is a multiple linear re-
gression (MLR) in which the variable to be modeled is described as a linear
combination of the dependent variables.

y = a1x1 + a2x2 + a3x3 + . . . (9)

In the NIR example, the xi would be the absorbance at each wavelength while
y would be the desired property, for example the concentration of the drug
product. The coefficients ai are chosen to find the best fit of the data, usually
by minimizing the sum of the square of the error at each point.

Another technique, principle component analysis (PCA), allows for a refine-
ment of MLR. PCA does not use the original variables of the model, but
rather uses the techniques of linear algebra to derive a new set of variables
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- each a linear combination of the original variables. These derived variables
(also called latent variables or principle components) are determined based on
variability in the data - the first latent variable accounts for the majority of
the variability in the system, and the second latent variable accounts for most
of the remaining variability, and so on[38].

A modeler will then apply MLR to the latent variables, choosing sufficiently
many latent variables to account for nearly all of the variability. This may
be 90%, 95%, or more of the variability, based on the needs of the model.
This combination of PCA and MLR is called Principle Component Regres-
sion (PCR). By constructing and using such latent variables, PCR is more
efficient than MLR and more likely to incorporate most sources of variability
into the model. However, these same latent variables make it difficult to iden-
tify specifically the important (i.e., variability-inducing) components in the
original model.

PLS is another technique that combines features from PCA and multiple re-
gression. It can be used to predict a set of dependent variables from a (very)
large set of independent variables. The difference between PLS and PCR is
that in PLS the choice of the latent variables is adjusted to obtain the best
possible fit of the property to the measured variables. In PCR the principle
components are determined only by the variance of the measured variables
and are independent of the property you are trying to fit.

An example application of chemometrics is the use of Raman spectroscopy to
identify and quantify the amount of different polymorphic forms present in a
solid mixture of ranitidine hydrochloride[42]. The need for multivariate data
analysis arises because the two polymorphic forms are chemically identical
and thus will have many spectroscopic peaks in common.

PCA identified the features from the data in Fig. 8 that showed the most
discrimination between the two polymorphic forms. Based on three principle
components, a correlation was developed that could quantify the amount of
each polymorph present in a solid mixture across the entire concentration
range.

3 Crystallization Case Studies of PAT

Three important quality measures of a crystallization process are the size,
shape, and polymorphic form. Here we present case studies that illustrate the
use of the PAT concept to control each of these aspects of product quality.
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3.1 Control of Crystal Size Distribution

The final size distribution of a crystalline product will affect the processability
with smaller particles being much more likely to aggregate and more difficult
to flow and filter. Properties of tablets, such as hardness and dissolution rate,
manufactured from these crystals will depend on the crystal size distribution.
For this reason there are has been much interest in using online crystal size
measurements to control the final size distribution.

Matthews and Rawlings[43,44] demonstrated how to choose the optimum cool-
ing path and seeding protocol to obtain easily filtered crystals. The parameters
for a kinetic model of crystal growth were fit to data obtained by in situ mea-
surement of particle size via turbidity and supersaturation. The model was
then used to design a cooling and seed crystal introduction schedule. Tests of
the final product showed a 25% lower resistance to filtration.

Fujiwara et al.[45] used the combination of process monitoring, chemometrics,
and process control to optimize the size distribution of paracetamol crystals
formed in a batch process. Small crystals of paracetamol tend to agglomerate
and form a substandard final product with highly variable dissolution rates.
They used chemometrics methods to develop a calibration for in situ ATR-
FTIR measurements of concentration. The critical variables for this process
were the solubility curve and the degree of supersaturation that corresponded
to spontaneous nucleation of small crystals (metastable limit). ATR-FTIR
mapped the solubility curve and FBRM measurements of particle size iden-
tified the onset of nucleation. Fig. 9 shows size measurements for two seeded
crystallization runs; the first run followed a preset cooling profile that crossed
the metastable limit, while the second run was actively controlled to avoid
nucleation. In the controlled run the number of smaller crystals was much less
and agglomeration was not observed.

3.2 Control of Crystal Shape

In the crystallization of sodium chlorate, the presence of an additive, sodium
dithionate, blocks the growth of one particular crystal face thus changing the
morphology from cubic to tetrahedral[46,47]. The processing properties of the
final product such as flowability and filterability are altered by the distribution
of the different shapes.

Process video microscopy provided online data about the shape, but the raw
images do not provide quantitative information to control the process. The
instrument provided measures of aspect ratio or boxed area, but these were
not able to distinguish the shapes. By a chemometrics analysis, a method com-
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bining the information from the different measures of aspect ratio and boxed
area was developed that could distinguish between the two crystal shapes. This
measure was then used in a control scheme to adjust the concentration of the
additive to get the desired distribution of shape in the final product[48,49].

This type of control scheme is very important for polymorph control as it
shows the importance of solution-crystal interactions, which also determine
growth rates of different polymorphic forms. Interactive control of an additive
designed to prevent the growth of a particular face could be used for selection
of a particular polymorph.

3.3 In-Situ Monitoring of Polymorphic Form

Many pharmaceutical solids can exist in different polymorphic forms. These
polymorphs differ in internal solid-state structure and possess different chem-
ical and physical properties, which may have an impact on drug substance
processability and drug product quality/performance, such as stability, dis-
solution, and bioavailability. For this reason pharmaceutical manufacturers
often select a drug substance polymorphic form that has the desirable char-
acteristics that will aide in the manufacture of the drug product formulation.
Hence, it becomes critical to have a robust crystallization process that con-
sistently produces the desired polymorphic form of the bulk pharmaceutical
active ingredient.

For systems that can exist in several possible polymorphic modifications, ther-
modynamic data is generally useful to determine which polymorphic modifi-
cations will likely arise during crystallization but kinetic considerations will
also be critical as well. Real time monitoring of polymorphs would be ad-
vantageous for several reasons. During development in-situ monitoring would
provide kinetic data on the process and would enable a manufacturer to de-
velop a robust crystallization process that consistently produces the desired
crystalline form. In-situ monitoring during routine production would also be
useful in the determination of crystallization endpoint and would optimize
operation time to an efficient minimum. This would minimize the probabil-
ity of allowing an unconverted or “out of specification” batch. In addition,
in-situ polymorph monitoring would allow the manufacturer to identify and
quantify undesirable polymorphs and enable one to take appropriate reme-
dial action, such as extending crystallization times or seeding with the desired
crystalline form. Finally, in-situ measurements would minimize possible data
artifacts associated with sample isolation and preparation (e.g. evaporation of
solvent) that may alter the crystalline form. Over the recent years, numerous
powerful analytical techniques including Raman, near-IR and X-ray diffrac-
tion have been developed which have been utilized for monitoring polymorph
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transformations in real-time. The examples from the recent literature illus-
trate the potential of in-situ polymorph monitoring during crystallization of
bulk pharmaceuticals.

3.3.1 Progesterone

In-situ Raman spectroscopy has been used to monitor progesterone poly-
morphs. Progesterone is known to exist in five polymorphs with Forms I and
II being the two relevant forms in the crystallization studies. Raman spectra
(Fig. 12) of the two modifications reveal differences in the peak attributed to
the progesterone carbonyl (1662 cm−1 for Form I and 1667 cm−1 for Form II)
and the observed peak position was used to correlate the concentration of each
crystalline form. By using in-situ Raman spectroscopy and the above peak cor-
relation, kinetic data was obtained for a crystallization process proceeding in
accordance to Ostwald’s law of successive stages. The polymorph transfor-
mation that was monitored in this study was for a post-crystallization slurry
where Form II is the kinetically favored polymorph formed during isothermal
crystallization and where Form I is the thermodynamically favored polymorph
generated following stirring of the crystalline slurry (Fig. 13). Turnover kinet-
ics for this polymorphic transformation were obtained under various conditions
and over a wide range of temperatures and was used in Pharmacia to specify
process parameters and cycle times that enable the manufacturer to consis-
tently and reliably produce either of two desired progesterone polymorphs[50].

3.3.2 MK-A

MK-A, a compound under development at Merck Research Laboratories is
initially isolated during “crude” crystallization as a “semi-pure” form. This is
compromised of various crystalline forms including the anhydrous forms A and
C, the hemihydrate and the dihydrate. As a final step, a slurry turnover process
in isopropyl acetate was developed to transform the various polymorphs into a
single Form A. During initial development, thermodynamic data was obtained
on this system where process boundaries were defined which would assure that
Form A would be the most stable crystalline form.

The Raman spectra (Fig. 14) of the various crystalline forms were obtained and
revealed distinct features in their spectra in terms of both peak position and
peak width. This was used to build a correlation between the spectra and the
concentration of each crystalline form. By using in-situ Raman spectroscopy,
studies were conducted to elucidate the turnover kinetic of two polymorph
transformation pathways: hemihydrate → Form C and Form C → Form A.
The dihydrate form was not monitored as it was unstable under the defined
conditions and is shown to readily dehydrate to Form A. The kinetics of the
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hemihydrate to Form C transformation (Fig. 15a) was monitored and exhib-
ited the characteristic sigmoidal profile during solid phase turnover and was
greatly accelerated by Form C crystals. The turnover rate for Form C to Form
A transformation (Fig. 15b) was also monitored under various conditions (e.g.
moisture levels and temperature) and was shown to be approximately one
third of the rate of the hemihydrate to Form C transformation.

This example elegantly demonstrates in a complex polymorphic system how
thermodynamic data may be used to define process boundaries and how kinetic
data may be used to define appropriate cycle times that will assure adequate
polymorph turnover. Based upon both thermodynamic and kinetic informa-
tion, a highly robust slurry turnover process was developed that consistently
generated MK-A in the desired polymorphic form[51].

3.3.3 Trovafloxacin Mesylate

Trovafloxacin mesylate is prepared by hydrolysis of the ethyl ester with methane-
sulfonic acid in tetrahydrofuran and is initially isolated as a metastable crys-
talline modification (Form I). When this unstable polymorphic form is heated
in various solvents it converts to the thermodynamically most stable Form
II. In this system in-situ near infrared spectroscopy (NIR) was used at Pfizer
to follow the turnover of these polymorphs to determine the required process
times to reach the steady state energy minimum. By using principal compo-
nent analysis the NIR spectra were deconvoluted to determine relative levels
of Forms I and II during slurry turnover (Fig. 16)[28].

3.3.4 Glutamic Acid

Glutamic acid is known to exist as two polymorphic modifications (α and
β). The α form exhibits characteristic X-ray diffraction peaks at 3.34Å and
3.74Å, while the β form exhibits diffraction peaks at 4.02Å and 4.14Å. These
characteristic peaks were used to monitor the kinetics of crystallization slurry
turnover from the unstable α form to the more stable β form (Fig. 17). Real-
time monitoring by X-ray diffraction was achieved by using high intensity
dispersive synchrotron radiation and a specially designed crystallizer cell to
maximize the weight fraction of the particle suspension in order to generate a
suitable X-ray signal[26].

3.3.5 Glycine

The commercially available Bede-MonitorTM has been used to monitor the
crystallization of glycine from an aqueous solution via X-ray diffraction. Glycine
in this example was dissolved in water at 60◦ and was slowly cooled. The X-
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ray data collected with the BedeMonitorTM shows that under these conditions
crystallization generates uniquely the α form and that this occurs at temper-
atures below 15◦ (Fig. 18).

4 Critical Analysis of Case Studies

We can review these representative case studies and examine how aspects
of PAT are implemented in crystallization processes in the pharmaceutical
industry with a special focus on polymorphism.

There appears to be very little use of process modeling and optimization in the
pharmaceutical processes outlined. We choose two case studies from chemical
engineering research groups to illustrate how model based design and control
could be applied to crystallization processes. Most of the examples focused on
one aspect of quality at a time, for example the polymorphic form was moni-
tored but size distribution was not. Chemometrics provides many methods for
dealing with multivariate information, but its full potential is not being used.
Existing techniques for statistical design of experiments are not extensively
used to optimize operating conditions in a systematic manner. Although the
role of thermodynamic variables in crystallization is well defined, connecting
process variables to quality outcomes will likely require sophisticated data
mining.

The most widespread adoption of PAT concepts is in the use of sensors for
process monitoring. Our examples show that there are several analytical tech-
niques that can measure polymorphic form in situ. The advantage of real time
process monitoring is widely recognized and essential to each example. At the
present time, advanced chemometrics techniques are calibrating and interpret-
ing results from many of the online sensors. For example, in section 3.3.3 PCA
was used to build correlation between NIR spectra and polymorphic form.

Process control applications to polymorph control have been limited to locat-
ing process end points such as the correct polymorphic form or the correct
particle size. Based on other examples of crystallization processes one can en-
vision future processes that couple online measurement of polymorphic form
with measurement of other variables (supersaturation, mixing, particle size),
use chemometrics to find correlations between process conditions and desired
polymorphic form, and control the process to reach the desired end point in
an optimal manner.
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5 Conclusions and Future Directions

The manufacturing of high valued-added pharmaceutical active ingredients
often involves final or intermediate production of the solid form, where crys-
tallization plays a key role as a separation and purification unit operation. The
quality and properties of the final product are primarily determined by their
shape, size, and polymorphic form. This article introduced PAT and discussed
its utility in controlling these measures of quality. Although PAT has been
widely used in chemical industry, its application in pharmaceutical industry
is at its infant stage. It is expected that we will observe more and more appli-
cations of PAT to pharmaceutical manufacturing processes. Our case studies
illustrate that a variety of promising in situ analytical methods, combined
with chemometric tools for analysis of multivariate process information, pro-
vide a basis for future improvements in modeling and control of crystallization
processes within the framework of PAT.

Pharmaceuticals will have an increasingly prominent role in the health care
of the future. Pharmaceutical manufacturing will need to utilize innovation,
cutting edge scientific and engineering knowledge, and the best principles of
quality management to respond to the challenges of new discoveries and new
ways of doing business such as novel drug products involving nanotechnology,
individualized therapies, or genetically tailored treatments. Regulation of the
future will also need to meet these challenges, by incorporating new scien-
tific information into regulatory standards and policies. Both industry and
regulatory practices will need to be informed by the best techniques of risk
assessment and management.

Pharmaceutical manufacturing continues to evolve with increased emphasis on
science and engineering principles. Effective use of the most current pharma-
ceutical science and engineering principles and knowledge, throughout the life
cycle of a product, can improve the efficiencies of both the manufacturing and
regulatory processes. FDA’s PAT initiative is designed to do just that by using
an integrated systems approach to regulating pharmaceutical product quality.
The approach is based on science and engineering principles for assessing and
mitigating risks related to poor product and process quality. Thus the desired
future state of pharmaceutical manufacturing may be characterized as:

• Product quality and performance achieved and assured by design of effective
and efficient manufacturing processes

• Product and process specifications based on mechanistic understanding of
how formulation and process factors impact product performance

• Continuous real-time assurance of quality
• Regulatory policies and procedures tailored to recognize the current level of

scientific knowledge
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• Risk-based regulatory scrutiny that recognizes
· the level of scientific understanding of how formulation and manufacturing

process factors affect product quality and performance
· the capability of process control strategies to prevent or mitigate the risk

of producing a poor quality product
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Fig. 10. On-line measurement of the concentrations of the main product, MP, and of the main impurity (homologue product HP)

during the batch cooling crystallization of MP.

be 52 ppm, for measurements of CHP between 0 and

1000 ppm and CMP between 2 and 20 wt-%.

As an example, Fig. 10 presents experimental

results showing on-line monitoring of the dissolved

impurities during batch organic crystallization per-

formed using in situ ATR FTIR. It clearly appears

that the initial concentration of the main impurity

is satisfactorily estimated by the MIR sensor.

However, it should be noticed that after primary

nucleation (i.e. in the presence of the solid phase),

the measured concentration of impurity does not

match the real one. Actually, the calibration data

set was mainly obtained from solutions, which

probably explains the lack of accuracy of the FTIR

measurements in the supersaturated region. The

addition of calibration data recorded from slurries

could probably improve this point. Moreover, even

though the on-line estimates of CHP are character-

ized by a poor signal/noise ratio, future works of

our group will aim at showing that the obtained

information is very useful to relate the final quality

to the initial concentration of impurities. Such a

kind of application opens up promising control

perspectives since one could now design control

schemes taking into account the initial impurities

content, and therefore reduce a major cause of

batch-to-batch variations of the quality of the final

solid product.

Through partial and preliminary experimental

results it was shown that, in addition to supersat-

uration, the concentration of impurities in indus-

trial mother liquors can be performed using on-line

ATR FTIR spectroscopy, which makes the tech-

nique really powerful and flexible. Such results

clearly show that infrared sensors open up promis-

ing perspectives for new monitoring and control

approaches in the field of industrial crystallization.

For example, even though such real-time applica-

tions were never published before, one can now

envisage the control on-line of any chemical specie

having a real impact on the quality and reproduci-

bility of the solid product, such as solvent, additives

or any mixture of secondary products.

8. Conclusion

By using cautious and rigorous calibration pro-

cedures accounting for the temperature depen-

Fig. 3. Time trace of concentration of solute and impurity as measured by
ATR-FTIR.CMP is the concentration of the main product in the solution; it is
diminished as the crystallization occurs. CHP is the impurity concentration. Both
concentrations are measured in a single FTIR measurement([13], reproduced with
the permission of Elsevier Science).
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morph II, using a fibre optic probe connected to a spectrometer.
Study of this conversion provides the basis of an on-line
monitoring technique that can be used generally for this type of
phenomenon.

Experimental
NIR crystal slurry spectra were recorded on an NIRSystems
6500 spectrometer fitted with a variable pathlength fibre optic
probe and an auto-gain adapter manufactured by Perstorp
Analytical (Silver Spring, MD, USA). The gap between the
probe lens and the mirror was set at maximum, i.e., 1.0 cm, so
that the crystal slurry could be probed to its fullest extent using
an indeterminate light path. This was found to be the convenient
mode of operation for heterogeneous systems, such as crystal
slurries. The polymorphic conversions were studied iso-
thermally at 95 °C in butanol and in propan-2-ol at 80 °C at a
concentration of ≈ 100 g l21. NIR dry crystal spectra were also
collected on an NIRSystems 6500 spectrometer, fitted with a
reflectance detector and auto-gain adaptor. The sample was
presented to the beam in a 1.5 cm diameter circular glass cell.
Commercial software used to generate hierarchical cluster
analysis dendrograms and principal component analysis scores
plots was either Pirouette, Multivariate Data Analysis for IBM
PC Systems, version 1.2 (Infometrix, Seattle, WA, USA), or
Matlab, High Performance Numeric Computation and Visual-
ization Software version 4.2C1 (Math Works, Natick, MA,
USA). Typical apparatus used is shown schematically in Fig. 1.
Power X-ray data were collected using a Siemens (Iselin, NJ,
USA) D5000 spectrometer. IR spectra were measured using a
Nicolet (Madison, WI, USA) Magna 500 spectrometer with a
DRIFTS autosampler accessory.

Results and Discussion
When trovafloxacin mesylate, 2, is prepared from hydrolysis of
trovafloxacin ethyl ester, 1, with methanesulfonic acid in
aqueous tetrahydrofuran and dried, it is initially isolated as

polymorph I. However, when form I is heated in a number of
solvents such as propan-2-ol or butanol, it is converted into
polymorph II which is thermodynamically more stable (see
Scheme 1).

Polymorphs I and II can be hydrated to form the same
monohydrate. The X-ray powder diffraction pattern of trova-
floxacin mesylate monohydrate is distinct from those of
polymorphs I and II (see Table 1). Some monohydrate is usually
present when polymorph I is isolated from the above hydrolysis
procedure. In fact polymorph I hydrates more readily than
polymorph II. When monohydrate crystals are dehydrated under
vacuum, polymorph I is formed. Polymorph I crystals used in
these experiments contained some monohydrate crystals. This
could be seen in the NIR spectrum of polymorph I as
absorptions centred at 1905 and 1952 nm, which are character-
istic of water in the monohydrate. These absorptions are absent
in the NIR spectrum of pure polymorph I crystals which is
otherwise similar to that of the monohydrate (see Table 2).

Polymorph I crystals with water contents as low as 0.2%
m/m, which mainly consist of pure polymorph I crystals, still
undergo conversion to polymorph II. The conversion can still be
monitored using NIR on-line even though the spectral absorp-
tion differences between polymorphs I and II are fairly subtle.
Typically, however, transformations were studied on poly-
morph I crystals that contained water in the range 0.6–1.2%
m/m.

NIR spectral data collected from the three types of crystal
involved in the trovafloxacin mesylate system are summarized
in Table 2 showing four distinct groups of absorption peaks
indicated by regions A, B, C and D, defined as 1300–1500,
1600–1800, 1900–2000 and 2100–2400 nm, respectively.
Polymorphs I and II have distinct B and D regions and the
monohydrate is easily distinguished by absorptions charac-
teristic of water in region C. The monohydrate and polymorph
I, in contrast, are very similar in regions B and D. This pair can
reversibly lose and gain a molecule of water which results in the
absence and presence of the absorptions at 1906 and 1952 nm in
region C. When collecting spectral information from the
polymorphic transformation on-line as a crystal slurry in a
solvent such as butanol, the attenuation of optical fibres restricts
the collection of data to the wavelength range 1100–2100 nm.

Fig. 1 Apparatus used to monitor trovagloxacin mesylate polymorph
interconversions.

Table 2 NIR peak positions obtained for anhydrous trovafloxacin mesylate polymorphs I and II, and monohydrate crystals

Principal absorption peaks/nm

Form A B C D

Polymorph I 1392 1662 1722 — — — — 2206 2266 2308
Polymorph II 1370 1664 1720 1758 — — 2176 2218 2260 2300
Monohydrate 1418 1660 1722 — 1906 1952 — 2208 2262 2304

Scheme 1

550 Analyst, June 1997, Vol. 122

Fig. 4. Near-IR probe to monitor polymorphs in crystallization slurries ([28], repro-
duced with the permission of The Royal Society of Chemistry).
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7. Assessment of the concentration of impurities

during crystallization operations

Batch-to-batch variations of the concentration

of impurities during the crystallization of or-

ganic products are known to allow significant

changes in the quality of the final crystals. It is

well established that changes in crystal habits,

in the CSD and in chemical purity of the prod-

ucts can be observed with increase in process

impurity concentrations (see e.g. Prasad et al.,

2001). As outlined in Section 1, the control of

these latter properties represents a real challenge

and has a tremendous impact on the ease of

downstream processing of the crystallized solid.

This is the reason why the availability of infor-

mation on the impurity content of a solution at

the early stages of the crystallization process

could certainly be valuable to better operate in-

dustrial crystallizers. In particular, early mea-

surements of the concentration of impurities in

the mother liquors could allow the design of

new feedback control policies aiming at reduc-

ing fluctuations in the final solid quality. For

example, adaptive model-based control strategies

could be developed to anticipate and to reduce

the detrimental effects of the concentration of

dissolved impurities on the nucleation and

growth kinetics and, consequently, on the final

CSD.

The on-line measurement of impurities was

investigated for the crystallization of an organic

molecule—which will be referred below to as

the main product MP— in the presence of vary-

ing concentrations of undesired amounts of

residual reactants which have a significant effect

on the pH of the initial solution. A chemical

homologue of the main product is the principal

impurity HP. The concentration of HP, CHP,

usually varies between 100 and 500 ppm.

The calibration of the MIR measurements

represents here a rather tedious work as one

has to get enough reference spectral data in the

field of variation of the four variables involved

during the time and batch-to-batch variations of

the recorded spectra (i.e. CMP, CHP, T and pH).

The tools provided by the Thermo Nicolet’s

Omnic Spectroscopy Software allowed the com-

putation of such a calibration model using Par-

tial Least Squares (PLS) techniques. The model

was then validated through its on-line use dur-

ing batch cooling crystallization operations of

pure MP with known amounts of impurity HP.

The average error of calibration was found to

Fig. 9. Solubility curves and concentration profiles of the F-III and F-IV polymorphs. (1) Concentration profile measured during

the unseeded crystallization of F-IV and (2) concentration profile obtained during the crystallization of F after seeding with F-IV

crystals.
Fig. 7. Concentration profile obtained via ATR-FTIR for unseeded(1) and seeded(2)
operation ([13], reproduced with the permission of Elsevier Science).
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are usually very similar and may be lacking in characteristic

peaks, multivariate analysis techniques (chemometrics) are

often required [10,11]. Artificial neural networks (ANNs)

have been applied but the technique is complex and requires

large training sets to achieve a reasonable level of accuracy

[7]. Principal components analysis (PCA) is more amenable

and has been used to quantify a number of polymorphic

mixtures [12]. Tudor et al. [12] applied it to near-infrared

FT-Raman spectroscopic data of chlorpropamide poly-

morphs and Deeley et al. [13] performed similar investiga-

tions on polymorphic mixtures of cortisone acetate.

The aim of the present study was to investigate the applica-

tion of Raman spectroscopy and PCA to the quantitative

analysis of polymorphic mixtures of ranitidine hydrochloride,

bothasbinarymixtures alone and in the presenceof excipients.

Of particular interest was to compare the limits of detection

and quantification of this methodology with that of univariate

analysis using the characteristic peaks of the two polymorphs.

2. Materials and methods

2.1. Materials

Samples of ranitidine hydrochloride form I were supplied

by Dolorgiet Pharmaceuticals, Germany. Samples of raniti-

dine hydrochloride form II were prepared by recrystallising

form I from isopropyl alcohol/hydrochloric acid. The two

forms were characterised by XRPD as previously described

[5] and shown to have similar particle size and morphology

by optical microscopy. Tablets of ranitidine hydrochloride

form I (150 mg) were supplied by Dolorgiet Pharmaceuti-

cals, Germany. Zantacw tablets (150 mg) (GlaxoSmith-

Kline) containing form II were obtained from a commercial

supplier.

2.2. Sample preparation

Spectra were obtained of pure polymorphs and of binary

geometric mixtures. Three different types of binary mixtures

were prepared: mixtures of the two polymorphs with an

interval of 10% (10–90%) and an interval of 1% (1–10

and 90–100%); mixtures of 1 to 5, 10, 20, 30, 40 and 50%

ranitidine hydrochloride form I (percent of total weight) in

tablets of form II; mixtures of 1 to 5, 10, 20, 30, 40 and 50%

ranitidine hydrochloride form II (percent of total weight) in

tablets of form I.

2.3. Raman spectroscopy

An argon-ion laser (Melles Griot, MAP-453-P) was used

as an excitation source. Raman scattering was collected in a

backscattering geometry, dispersed into a single-stage spec-

trograph (Spex 750M equipped with an 1800 groove/mm

holographic grating) with a charge-coupled detector

(CCD, Princeton Instruments 1152 EUV) controlled by a

Princeton Instruments ST-130. CSMA v2.4 software (Prin-

ceton Instruments) was used to control the CCD. The exci-

tation wavelength used was 457.9 nm with a laser power of

approximately 15 mW at the sample. The Raman spectra

were calibrated using krypton ion emission lines, which

were checked using cyclohexane [14]. Rayleigh and Mie

scattering from the sample was attenuated using a Notch

filter (Kaiser Optical Systems Inc.) of appropriate wave-

length. A polarisation scrambler was placed in front of the

spectrograph entrance slit. All spectra were recorded in the

range 200–1600 cm21. The acquisition time for each

window was set at 3 min for all samples (5 s exposure; 36

measurements for each sample). Samples were placed in

glass tubes (up to ,3 cm height) and scanned within 24 h

of preparation. Seven peaks were chosen to provide the

original data set for PCA based on peak heights (1589,

1552, 1249, 1210, 1188, 1164 and 1134 cm21) and peak

areas (1600–1574, 1567–1541, 1288–1221, 1221–1194,

1194–1177, 1177–1150 and 1150–1117 cm21).

2.4. Principal components analysis

Spectra were analysed using GRAMS/32 (Galactic Indus-

tries Corp.) software. The data sets were subjected to PCA

using Excel and the Minitabw v12.1 multivariate analysis

statistical package. The principle of PCA is to reduce the

dimensionality of a data set while retaining as much as

D. Pratiwi et al. / European Journal of Pharmaceutics and Biopharmaceutics 54 (2002) 337–341338

Fig. 1. Raman spectra of ranitidine hydrochloride forms I and II and of their

binary mixtures.
Fig. 8. Raman spectra of mixtures of Ranitidine hydrochloride (RH) polymorphic
forms ([42], reproduced with the permission of Elsevier Science).
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nucleation. For other systems, it can be important to
seed while measuring the metastable limit. Since the
metastable limit is known to be sensitive to experimen-
tal conditions,23 it is recommended that a solution
concentration profile closer to the solubility curve is
followed for industrial systems to ensure acceptably low
sensitivity to disturbances.

The crystallization procedure in run 2 provided
operating conditions that minimized agglomeration by
using the solution concentration as a function of tem-
perature as the setpoint. Lower sensitivity to parameter
uncertainties and disturbances may result by using this
type of setpoint trajectory instead of the standard
temperature trajectory. This method, which includes
time only as an implicit variable in the setpoint trajec-
tory, can be used in formulating either open loop or
closed loop optimal control design procedures. More
research is needed to resolve whether such implicit-in-
time optimal control formulations are generally superior
to the standard formulation.

3.5 Applicability to Other Systems. Paracetamol
in water was selected as the model system because of
its low solubility and its tendency to form agglomerates
during crystallization. These properties make it espe-
cially challenging to measure the characteristics of the
particle size distribution and to measure the solution
concentration with high enough accuracy for character-
izing the kinetics or for on-line control. For a highly
soluble system, a smaller sampling time could be used
to obtain the same accuracy with ATR-FTIR spectros-
copy. Also, more crystals would form during metastabil-
ity experiments for a highly soluble system. Given the
nature of laser backscattering as a “particle counting”
technique, for highly soluble systems either a smaller

sampling time could be used, or smaller particles could
be detected during metastability experiments. Hence the
results in this paper can be considered “worst-case”.
ATR-FTIR spectroscopy and laser backscattering are
expected to produce better results for the highly soluble
systems normally used in industrial crystallizers.

4. Conclusions

A systematic procedure was developed for identifying
the operating conditions for seeded crystallization which
minimizes the batch time to obtain large crystals. The
procedure was demonstrated with crystallization of
paracetamol from water using ATR-FTIR spectroscopy
and laser backscattering, which provide in situ mea-
surements of the solution concentration and chord
length distribution, respectively. This involved the
determination of the metastable zone (solubility curve
and metastable limit) and the operation of supersatu-
ration-controlled seeded batch crystallization. Among
the different methods used for detecting the onset of
nucleation, laser backscattering was more sensitive in
detecting the metastable limit compared to ATR-FTIR
and visual observation. It was shown that laser back-
scattering could be used to measure the metastable limit
for agglomerating systems, and to characterize the size
distribution that forms after passing the metastable
limit. In seeded batch crystallization, large paracetamol
crystals were produced by controlling the concentration
in situ near the metastable limit using ATR-FTIR. An
appropriately seeded crystallizer controlled within the
metastable zone resulted in negligible nucleation and
agglomeration, and exhibited consistent growth of large
crystals.
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followed for industrial systems to ensure acceptably low
sensitivity to disturbances.
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operating conditions that minimized agglomeration by
using the solution concentration as a function of tem-
perature as the setpoint. Lower sensitivity to parameter
uncertainties and disturbances may result by using this
type of setpoint trajectory instead of the standard
temperature trajectory. This method, which includes
time only as an implicit variable in the setpoint trajec-
tory, can be used in formulating either open loop or
closed loop optimal control design procedures. More
research is needed to resolve whether such implicit-in-
time optimal control formulations are generally superior
to the standard formulation.

3.5 Applicability to Other Systems. Paracetamol
in water was selected as the model system because of
its low solubility and its tendency to form agglomerates
during crystallization. These properties make it espe-
cially challenging to measure the characteristics of the
particle size distribution and to measure the solution
concentration with high enough accuracy for character-
izing the kinetics or for on-line control. For a highly
soluble system, a smaller sampling time could be used
to obtain the same accuracy with ATR-FTIR spectros-
copy. Also, more crystals would form during metastabil-
ity experiments for a highly soluble system. Given the
nature of laser backscattering as a “particle counting”
technique, for highly soluble systems either a smaller

sampling time could be used, or smaller particles could
be detected during metastability experiments. Hence the
results in this paper can be considered “worst-case”.
ATR-FTIR spectroscopy and laser backscattering are
expected to produce better results for the highly soluble
systems normally used in industrial crystallizers.

4. Conclusions

A systematic procedure was developed for identifying
the operating conditions for seeded crystallization which
minimizes the batch time to obtain large crystals. The
procedure was demonstrated with crystallization of
paracetamol from water using ATR-FTIR spectroscopy
and laser backscattering, which provide in situ mea-
surements of the solution concentration and chord
length distribution, respectively. This involved the
determination of the metastable zone (solubility curve
and metastable limit) and the operation of supersatu-
ration-controlled seeded batch crystallization. Among
the different methods used for detecting the onset of
nucleation, laser backscattering was more sensitive in
detecting the metastable limit compared to ATR-FTIR
and visual observation. It was shown that laser back-
scattering could be used to measure the metastable limit
for agglomerating systems, and to characterize the size
distribution that forms after passing the metastable
limit. In seeded batch crystallization, large paracetamol
crystals were produced by controlling the concentration
in situ near the metastable limit using ATR-FTIR. An
appropriately seeded crystallizer controlled within the
metastable zone resulted in negligible nucleation and
agglomeration, and exhibited consistent growth of large
crystals.
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Fig. 9. Size measurement for uncontrolled (top) and controlled (bottom) crystalliza-
tion of paracetamol ([45], reproduced with the permission of the American Chemical
Society).
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Fig. 10. Aspect ratio versus boxed area showing the regions where triangle and
squares can be distinguished ([49], reproduced with the permission of the American
Institute of Chemical Engineers).
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Fig. 11. Concentration of additive and cubic crystals as a function of time([49],
reproduced with the permission of the American Institute of Chemical Engineers).
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Fig. 12. Raman spectra of progesterone polymorphs: (A): Form I and (B): Form II
([50], reproduced with the permission of the American Chemical Society).
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Fig. 13. Progesterone polymorph conversion profile ([50], reproduced with the per-
mission of the American Chemical Society).
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order turnover rates at 15 and 25 °C were estimated
from the slope of the acceleratory period (as described
in the Experimental Section) and are listed in Table 1.

1.2. Form C to A Turnover. 1.2.1. Function of
Temperature. The starting material for the C to A
experiments was the hemihydrate/C mixture, represen-
tative of typical “semipure” solids of MK-A. Note that
when starting with a hemihydrate/C mixture, turnover
to form C in dry isopropyl acetate was nearly instan-
taneous. Once Raman indicated the presence of form C
and the absence of hemihydrate (typically by the second
acquired spectra, <1 min), the turnover of C to A was
monitored. Figure 7 shows Raman spectra obtained
from a turnover experiment at 35 °C. It is clear that as
form C turned to form A in 160-170 min, the relative
peak height at 1062 cm-1 shifted to 1060 cm-1, indicat-
ing the presence of form A.

From the slope between initiation and completion of
turnover based on the PCA profile (Figure 7C), an

apparent zero-order rate was calculated. At 25 °C (0.3
wt % water), the turnover rate was measured at 1.9
mmol/L min. Similar experiments were performed at 35
and 65 °C, with data listed in Table 1 in the next section.
An Arrhenius plot for turnover rate vs temperature is
shown in Figure 8. The activation energy (Ea) obtained
from this analysis, 61 kJ/mol, compares well to poly-
morph turnover rates described in other papers (for a
review, see Skrdla et al.).6 This result predicts that a
10° rise in temperature doubles the turnover rate, which
agrees fairly well with the experimental data (16-fold
increase in turnover rate between 25 and 65 °C).

Figure 3. Crystal morphologies of MK-A form A, form C, and
hemihydrate. Scale bar is 150 µm in each micrograph.

Figure 4. Raman spectra of MK-A forms A, C, hemihydrate,
and dihydrate in isopropyl acetate at (a) 500-600 cm-1 and
(b) 930-1170 cm-1.

Figure 5. Calibrations correlation plot of mixtures of two
MK-A polymorphs, forms A and C.

Complex Pharmaceutical Polymorphic System Crystal Growth & Design, Vol. 2, No. 6, 2002 519

Fig. 14. Raman spectra of MK-A polymorphs ([51], reproduced with the permission
of the American Chemical Society).
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1.2.2. Function of Water Content (KF). For process
development purposes, it was useful to determine the
sensitivity of turnover rate to water levels in isopropyl
acetate within a practical KF range. This study was
conducted at 65 °C, as this had already been established
as the desired temperature for factory-scale turnover.
As expected, the turnover rate for semipure to form A
was found to be independent of KF from 0.05 to 0.5 wt
% at 65 °C (see Figure 9). These data are labeled as
form C to form A turnover as a function of KF since
hemihydrate to form C turnover occurred within the
first 1-2 min of Raman data acquisition in all cases.

1.3. Kinetic Summary. Table 1 contains a summary
of turnover rates as a function of temperature for
hemihydrate to form C and form C to form A. It is
interesting to note that at 25 °C, the turnover rate of
hemihydrate to form C is approximately three times

greater than the turnover rate of form C to form A. This
3-fold difference can be attributed to the fact that the
relative solubility of hemihydrate vs form C (at KF )

0.026 wt %) is much higher than the relative solubility
of form C vs form A at 25 °C (independent of KF); see
Figure 2.

1.4. Upset Scenarios. In the current MK-A pure
process, the final form A solids are filtered at 25 °C.
This filtration temperature was selected to prevent form
A from reverting back to form C (recall that the A/C
transition temperature is ca. 22 °C). To reduce MK-A
yield loss to the mother liquors (3% at 25 °C), it was
proposed to lower the filtration temperature to 0 °C,

Figure 6. (a) Waterfall plot at 25 °C and (b) composition plot
for hemihydrate to C turnover at 15 and 25 °C in isopropyl
acetate (KF ) 0.026 wt %).

Table 1. Polymorph Turnover Rate as a Function of
Temperature for Hemihydrate to C and C to A

rate (mmol L-1 min-1)

temp (°C) hemihydrate f Ca form C f A

15 2.5
21.5 0
25 6.1 1.9
35 2.7
65 31.5 ( 1.7 (N ) 7)

a Initial KF of isopropyl acetate was 0.026 wt %.

Figure 7. Form C to A turnover at 35 °C (a) 3D waterfall
spectra, (b) selected spectra, and (c) corresponding relative
composition profiles.
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development purposes, it was useful to determine the
sensitivity of turnover rate to water levels in isopropyl
acetate within a practical KF range. This study was
conducted at 65 °C, as this had already been established
as the desired temperature for factory-scale turnover.
As expected, the turnover rate for semipure to form A
was found to be independent of KF from 0.05 to 0.5 wt
% at 65 °C (see Figure 9). These data are labeled as
form C to form A turnover as a function of KF since
hemihydrate to form C turnover occurred within the
first 1-2 min of Raman data acquisition in all cases.

1.3. Kinetic Summary. Table 1 contains a summary
of turnover rates as a function of temperature for
hemihydrate to form C and form C to form A. It is
interesting to note that at 25 °C, the turnover rate of
hemihydrate to form C is approximately three times

greater than the turnover rate of form C to form A. This
3-fold difference can be attributed to the fact that the
relative solubility of hemihydrate vs form C (at KF )

0.026 wt %) is much higher than the relative solubility
of form C vs form A at 25 °C (independent of KF); see
Figure 2.

1.4. Upset Scenarios. In the current MK-A pure
process, the final form A solids are filtered at 25 °C.
This filtration temperature was selected to prevent form
A from reverting back to form C (recall that the A/C
transition temperature is ca. 22 °C). To reduce MK-A
yield loss to the mother liquors (3% at 25 °C), it was
proposed to lower the filtration temperature to 0 °C,

Figure 6. (a) Waterfall plot at 25 °C and (b) composition plot
for hemihydrate to C turnover at 15 and 25 °C in isopropyl
acetate (KF ) 0.026 wt %).

Table 1. Polymorph Turnover Rate as a Function of
Temperature for Hemihydrate to C and C to A

rate (mmol L-1 min-1)

temp (°C) hemihydrate f Ca form C f A

15 2.5
21.5 0
25 6.1 1.9
35 2.7
65 31.5 ( 1.7 (N ) 7)

a Initial KF of isopropyl acetate was 0.026 wt %.

Figure 7. Form C to A turnover at 35 °C (a) 3D waterfall
spectra, (b) selected spectra, and (c) corresponding relative
composition profiles.
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Fig. 15. a) Hemihydrate → Form C turnover, b) Form C → Form A turnover ([51],
reproduced with the permission of the American Chemical Society).
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Thus the detection of change relies on the characteristic
polymorph II absorption at 1758 nm in region B and the water
absorptions in region C. Fortunately, this is not swamped by the
butanol contribution to the matrix spectra.

IR spectra of the three forms of trovafloxacin mesylate
studied are very similar in the range 2000–500 cm21. Spectra
were collected using the DRIFTS method which is generally
regarded as one of the methods of choice for examination of
polymorphs.6,7 Table 3 highlights the minor differences ob-
served in the IR spectra. These are noted as regions E, F and G
which correspond to 500–600, 1050–1100 and 1300–1400
cm21, respectively. As the differences are minor, and no easily
distinguishable peaks are available for characterization, the IR
region of the spectrum is not useful in distinguishing the
polymorphs of this compound. This is in contrast with spectral
information available in the near-infra red region where distinct
regions of characterization are found. The situation found in the
study of trovafloxacin mesylate is unusual, but illustrates the
subtle nature of its polymorphism. It is more often observed that
both NIR and IR spectra contain regions in which the
polymorph under study has useful characteristic differences.

Using a technique developed for reaction monitoring,8 it was
possible to monitor the spectroscopic changes and mimic the
free energy steady-state path of the crystal conversion of
polymorph I into polymorph II until it reaches its steady-state
minimum energy. This profile, which is analogous to a
macroscopic reaction coordinate, is generated in principal
component space, and can be used to define the end-point of the
polymorph conversion which would otherwise be very difficult
to track. The graphical mimic of the change can be generated as
the spectra are collected using commercially available software
such as Matlab as the crystal transformation proceeds. It is
particularly useful because polymorph crystal slurries in
organic solvents can remain in their metastable forms for
indeterminate amounts of time before enough of the thermody-
namically stable form is present to cause the entire crystal slurry
mass to undergo complete conversion. The current practice for
batch processes involving polymorph conversions of this type is
to determine experimentally an extended thermal conversion
period that will accommodate the change with a low probability
of rejection at the analysis checkpoint on the dry crystal. Use of
the NIR monitoring method allows a manufacturer to optimize
operation time to an efficient minimum.

NIR spectra between 1100 and 2100 nm were usually
collected at 5 min intervals during the polymorph conversions.
Typical spectral results are shown in Fig. 2. The NIR spectra of
a crystal slurry of polymorph I in butanol at 95 °C change
systematically over time until the steady state is reached and the
spectra once again superimpose on each other.9 At this stage the
crystals in the slurry are polymorph II. This was verified by
X-ray powder diffraction patterns collected on solvent-free
crystals obtained from the slurry. Typically, microscopy reveals
that the initial polymorph I crystals are essentially rhombic in
nature and after conversion to polymorph II appear as
hexagonal prisms.

The detection of the difference in the crystal slurry can be
accounted for in part by the baseline shifts due to the change in

shape of the crystals during the conversion, as well as from the
inherent differences in polymorph I and II crystals noted in NIR
regions A and B as defined in Table 2. Some of the change arises
due to the presence of trovafloxacin mesylate monohydrate in
the polymorph I crystals. However, it has been shown that the
change from polymorph I into polymorph II can be monitored
by this method even when the water content of the polymorph
I crystals is < 0.2% m/m as measured by the Karl Fischer
method. 

Principal component analysis can be performed on the
spectral data during the change. Fig. 3 and 4 show that the
metastable polymorph I crystal slurry and the thermodynam-
ically stable polymorph II crystal slurry can be defined by
scores plots in principal component space. The free energy path

Table 3 Regions of difference in IR spectra (DRIFTS) obtained for anhydrous trovafloxacin mesylate polymorphs I and II, and monohydrate crystals

Principal absorption peaks/cm21

Form E F G

Polymorph I 525 536 — 556 1033 1044 — — — 1344 1359 1381
Polymorph II 523 535 544 564 1035 1051 1090 1306 1329 1344 1357 1381
Monohydrate 525 537 — 556 1030 1044 1088 — — 1344 1359 1380

Fig. 2 Typical crystal slurry spectra collected during conversion of
trovafloxacin mesylate polymorph I into polymorph II in butanol at 95 °C.
(61 spectra collected every 5 min; spectra 50–61 comprise the polymorph II
slurry; spectra 1–38 comprise the polymorph I slurry; spectra 39–49 cover
the period of polymorph transition.)

Fig. 3 Scores plot of principal component 1 (PC 1) versus principal
component 2 (PC 2) for typical trovafloxacin mesylate polymorph
conversion.
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of the transition of polymorph I into polymorph II is mimicked
clearly by plotting the first three principal components of the
spectral data. These can be generated by commercial software
packages to yield graphical images on-line shortly after the
event has occurred.

The specific data in Figs. 3 and 4 show that complete
conversion had occurred after spectrum number 50 had been
taken, after the slurry had been held at 95 °C in butanol for 250
min. This time can vary from run to run. The end-point was
confirmed by an X-ray powder diffraction pattern on the
isolated crystal and supported by direct microscopic examina-
tion, which showed that the crystals had changed from the
rhombic to the hexagonal form.

The change can also be modelled using hierarchical cluster
analysis in commercial software packages, such as Pirouette
(see under Experimental), which again gives a graphical
representation of the metastable slurry, the conversion period,
definition of the end-point of the conversion and continued
stability without further change of the polymorph II slurry (see
Fig. 5).

Conclusions
The methodology described here provides a simple easy-to-use
technique for on-line monitoring and determination of when a
polymorph conversion in a crystal slurry matrix is complete.
This cannot be achieved easily by other methods; for example,
use of X-ray powder diffraction analysis results in considerable
delay before a batch can be checked to see whether it has been
converted to the desired polymorph if this was used as a process
monitoring tool. The proposed method allows routine produc-
tion to proceed with confidence and decreases significantly the
probability of allowing an unconverted batch to be processed
through to bulk dry crystal before being detected by off-line

characterization tests. It is particularly useful for systems such
as trovafloxacin mesylate where the amount of time spent in the
initial thermodynamically metastable state is variable on a
batch-to-batch basis. Use of an NIR monitoring tool in the way
described allows a manufacturer to optimize the polymorph
conversion time since it can be monitored on a batch-to-batch
basis. This contrasts with a more conventional protocol in which
it is necessary to continue the conversion through an extended
time which has been shown historically to result in conversion
to the desired polymorph.

The authors thank Philip J. Johnson for experimental assistance
and Dr. Jon Bordner and Debra L. De Costa for X-ray powder
analysis.
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Fig. 4 Scores plot of principal component 1 (PC 1) versus principal
component 3 (PC 3) for typical trovafloxacin mesylate polymorph
conversion.

Fig. 5 Typical dendrogram obtained for trovafloxacin mesylate poly-
morph conversion. (Spectra numbers run consecutively from 1 to 53 from
the start of the experiment; the order is then 56, 54, 58, 60, 57, 59, 55,
61.)
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Fig. 16. PCA of near-IR spectra of trovafloxacin mesylate during polymorph con-
version ([28], reproduced with the permission of The Royal Chemical Society).
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since this process involves crystal dissolution and
growth that no detailed mechanistic information can be
derived from such data.14

Effect of Solution Hydrodynamics
In the case of urea crystallized from aqueous solution,

the crystals are c-axis needles15 of aspect ratio ap-
proximately 100:1. Small {111} facets with {110} side
faces bound the needles. This is shown in Figure 4a.

The effect of agitation on the orientation of the
suspended crystals (once crystallization has gone to
completion) is then seen in the accompanying diffrac-
tograms, see Figure 4b. At 0 up to 80 rpm, only the
{111} reflections are observed. As the agitator speed
increases through 100 to 200 rpm, the {110} reflection
becomes dominant with the {002} just appearing. Above
300 rpm, only the {002} reflection is seen.

These data imply that the orientation of the needle
crystals is very sensitive to the combined gravitational
and hydrodynamic forces, which govern the movement
of crystals in the suspension. Three significant stages
in this orientation process were identified from the
diffractograms, (i) no stirring, (ii) intermediate agitation,
and (iii) high agitation, and these stages in the orienta-
tion process are shown schematically in Figure 4c.

Without stirring the crystals appear to settle under
gravity with their long axis inclined slightly off from
the vertical. As the agitator speed rises, the rotation of
the fluid lifts the crystals up such that the needle axes
lie with increasing incline to the horizontal. At higher
agitator speeds where vertical and horizontal movement
of the liquid occurs the crystals realign with their c-axes
horizontal. This sensitivity of the diffraction pattern to
crystal orientation suggests its application in defining
the hydrodynamic regimes in agitated vessels.

Conclusions
This work has reported the successful design of a

novel classifying crystallizer, which when used in

Figure 2. The crystallization of citric acid: (a) plot I, diffractogram sequence for crystallization and plot II, initial (indexed) and
final diffractograms, (b) tracking the process via the (212h) reflection, (c) tracking the process just after nucleation via the significant
reflections.

Figure 3. The transformation from R to â glutamic acid: (a)
the time-resolved diffractograms, (b) tracking the process via
significant reflections of each form.
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Fig. 17. X-diffraction to monitoring of glutamic acid polymorph conversion ([26],
reproduced with the permission of the American Chemical Society).
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Fig. 18. Monitoring the crystallization of α-glycine with the BedeMonitorTM([27],
reproduced with the permission of Bede).
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