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Abstract—The Ozone Monitoring Instrument (OMI) was
launched on July 15, 2004 on the National Aeronautics and Space
Administration’s Earth Observing System Aura satellite. The
OMI instrument is an ultraviolet-visible imaging spectrograph
that uses two-dimensional charge-coupled device detectors to
register both the spectrum and the swath perpendicular to the
flight direction with a 115° wide swath, which enables global
daily ground coverage with high spatial resolution. This paper
presents the OMI design and discusses the main performance and
calibration features and results.

Index Terms—Calibration, charge coupled device (CCD), re-
mote sensing, ultraviolet spectroscopy.

1. INTRODUCTION

HE Ozone Monitoring Instrument (OMI) was launched

onboard the Earth Observing System Aura satellite on July
15,2004. The primary objective of OMI is to obtain global mea-
surements at high spatial and spectral resolution of a number of
trace gases in both the troposphere and stratosphere [1]. Using
these measurements, science questions on the recovery of the
ozone layer, the depletion of ozone at the poles, tropospheric
air pollution, and climate change can and will be addressed.
Data produced by OMI will continue the long-term global ozone
record produced by the National Aeronautics and Space Admin-
istration (NASA) Total Ozone Mapping Spectrometer (TOMS)
over the past 25 years [2].

Atmospheric constituents are retrieved from nadir observa-
tions of backscattered light from the sun on the Earth’s atmos-
phere in the ultraviolet-visible wavelength range (264-504 nm)
utilizing differential optical absorption spectroscopy (DOAS)
[3], [4] algorithms developed for OMI at the Royal Netherlands
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Meteorological Institute (KNMI) [5] and algorithms developed
for the NASA TOMS instrument [2]. OMI measures the photon
flux generated by sunlight either scattered from the Earth’s sur-
face and the atmosphere in the radiance mode, or directly from
the sun in the irradiance mode via onboard diffusers. The ratio
of the calibrated radiance and irradiance equals the Earth atmo-
spheric bidirectional scattering distribution function (BSDF).
The ratio of the OMI radiance and irradiance calibration func-
tions equals the BSDF of the instrument, for which the onboard
diffuser is the most important contributor. The onboard diffuser
transfers (via the diffuser BSDF in 1/sr) the sun irradiance into
radiance, which is subsequently measured by the instrument.
The ratio of the radiometrically uncalibrated radiance and ir-
radiance signals as measured by the instrument in electrons per
second (e/s) equals the ratio of the Earth atmospheric BSDF and
the OMI instrument BSDF.

The ozone profile is obtained from the increase in the ozone
absorption cross section from 320 to 270 nm. The retrieval
methods used for predecessor instruments like the Global
Ozone Monitoring Instrument (GOME) on the European
Remote Sensing 2 (ERS-2) satellite, the Scanning Imaging
Absorption Spectrometer for Atmospheric Cartography (SCIA-
MACHY) on ENVISAT, TOMS and Solar Backscatter Ultra-
Violet (SBUV) will also be applied to OMI measurement data.

In order to meet the science objectives, measurements are
needed that combine both a good spatial resolution of 13 x
24 km? and daily global coverage. This is realized by imple-
mentation of a unique optical design of the telescope system
and the use of CCD detectors, which enables an instantaneous
field of view of 115°, corresponding to a 2600-km broad swath
on the Earth’s surface, while at the same time the desired spa-
tial resolution is obtained. This spatial resolution is required to
optimize the probability of observing cloud-free ground pixels,
which is important for obtaining the best tropospheric trace gas
amounts and to enable OMI to monitor tropospheric pollution
phenomena, like biomass burning and industrial pollution, on
urban or regional scale. Recording tropospheric pollution is es-
sential for studying human impact on the Earth’s atmosphere
and climate.

OMI measures the following primary data products: ozone
total column, ozone vertical profile, UV-B flux, nitrogen
dioxide total column, aerosol optical thickness, effective cloud
cover, and cloud top pressure; and the following secondary
data products: total column SO2, BrO, HCHO, and OCIO. The
effective cloud top pressure is obtained from the Ring effect
originating from Raman inelastic scattering at 390-400 nm
and from O2—O4 absorption at about 465 nm. The cloud cover
and (absorbing) aerosol optical thickness are obtained from the
broad wavelength dependency of the sun light backscattered
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from the Earth’s atmosphere. By employing a polarization
scrambler the instrument is made insensitive to the polarization
of the incoming radiances (see Section III-B).

The integration of the OMI proto-flight model (PFM) was
completed in 2001 and was followed by an extensive perfor-
mance verification program, which has shown that the OMI
instrument is compliant with all requirements. Subsequently,
an extensive on-ground calibration measurement campaign was
performed from April-November 2002. During this calibration
period measurements on all pertinent topics were performed
under both ambient and in-flight representative thermal vacuum
conditions. After conclusion of the calibration period the OMI
instrument was shipped to the U.S. for integration on the EOS
Aura spacecraft. Extensive testing on spacecraft level was per-
formed from November 2002 until March 2004. The satellite
with OMI onboard was launched from the Vandenberg Air Force
Base on July 15, 2004. After launch a three month check-out and
performance verification period was started, called the Launch
and Early Operations Phase (LEOP). During this period various
special purpose measurements were performed and the perfor-
mance of the OMI instrument was found to be as expected from
prelaunch testing. During the initial four weeks of the mission in
orbit, the optical bench and detector temperature was increased
to 303 K for optimal outgassing conditions. Subsequently the
temperatures were lowered to their operational values. After that
the temperature was increased on two more occasions during the
LEOP to 303 K for a duration of one week for each occasion.
During the LEOP the in-flight calibration was started. The major
purposes of the in-flight calibration are: to verify the calibration
status of the instrument as based on the prelaunch measurement
data and analyses, to investigate if unanticipated in-flight effects
occur and to take these into account, and to keep the calibration
accuracy of the instrument up-to-date as a function of time, i.e.,
monitor and correct for potential changes that occur in flight.
These purposes make the in-flight calibration a continuous ac-
tivity until the end of the mission. The anticipated lifetime of
the OMI mission is five years.

For remote sensing instruments like OMI a good on-ground
calibration delivering reliable calibration key data for 0-1 data
processing as well as a good and continuous in-flight calibration
are essential to meet the required accuracies of the target scien-
tific data products, especially when the data is to be compared
to and to become part of long-term ozone trend records. This
is the subject of this paper. In the 0-1 data processing the mea-
sured raw instrument data (rows, columns, binary units) is trans-
ferred into calibrated physical quantities (viewing angles, wave-
lengths, (ir)radiances). A complicating factor for the calibration
of imaging instruments like OMI is the proper and accurate cal-
ibration of the viewing angle dependency. In the sections below
several examples describing the complexity originating from the
viewing angle dependence are discussed for various calibration
parameters, e.g., radiometric calibration, spectral slit function
calibration, and calibration of the viewing properties.

OMI has been developed by Dutch and Finnish industry
in close collaboration with the climate research and meteoro-
logical community and under contract with the Netherlands
Agency for Aerospace Programmes (NIVR) and the Finnish
Meteorological Institute (FMI). The Royal Netherlands Mete-
orological Institute (KNMI) is the Principal Investigator (PI)
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TABLE 1
OMI INSTRUMENT PROPERTIES

Spectral range

UV1:264-311 nm
UV2:307-383 nm
VIS: 349 — 504 nm

Spectral sampling

UV1:0.33 nm/ px
UV2:0.14 nm / px
VIS: 0.21 nm / px

Spectral resolution (FWHM)

UV1: 1.9 px = 0.63 nm
UV2:3.0 px =0.42 nm
VIS: 3.0 px = 0.63 nm

Telescope swath I[FOV

115 degrees (2600 km on the ground)

Telescope flight IFOV

1.0 degrees (12 km on the ground)

Ground pixel size at nadir, global
mode
(electronic binning factor 8)

UV1: 13 km x 48 km
UV2: 13 km x 24 km
VIS: 13 km x 24 km

Ground pixel size at nadir, spatial
zoom-in mode
(electronic binning factor 4)

UV1: 13 km x 24 km
UV2: 13 kmx 12 km
VIS: 13 km x 12 km

Silicon CCD detectors

780 x 576 (spectral x spatial) pixels

CCD detector shielding

10 kg, about 29 mm thick aluminum

Operational CCD temperature

UV:265.07K
VIS: 264.99 K

In-orbit CCD temperature excursion

UV and VIS: £10 mK (stabilized)

Operational optical bench
temperature

264 K

In-orbit optical bench temperature

+300 mK

excursion
Duty cycle

60 minutes on daylight side (Earth and
sun measurements)

10-30 minutes on eclipse side
(calibration measurements)

Average data rate 0.8 Mbps

Power 66 W

Mass 65 kg

Size 50cmx40cmx35cm
Orbit Polar, sun-synchronous

Average altitude: 705 km (438 mi)
Orbit period: 98 minutes 53 seconds
Ascending node local time: 1:42 PM

institute for the OMI instrument. The international OMI science
team has approximately 100 members.

II. GENERAL DESCRIPTION OF THE INSTRUMENT

For the OMI instrument the following subsystems can be
identified. The optical bench is the heart of the instrument. The
two CCD detectors located in the two detector modules, which
are in turn located on the optical bench, produce the recorded
spectra and transfer these via a video line to a separate elec-
tronics and instrument control unit, the electronics unit (ELU),
which digitizes the measured signals. The ELU transfers the
measurement data and exchanges the instrument commands
to and from the instrument on one hand and to and from the
so-called Interface Adapter Module (IAM) on the other hand.
The latter forms the interface between the OMI systems and
the EOS Aura spacecraft. In flight the optical bench is operated
at 264 K. The cooling is realized by a passive radiator plate
with dimensions of about 40 cm X 30 cm. Without additional
heating the optical bench cools down to about 255 K in flight.
Four passive heaters warm the optical bench to its operational
temperature of 264 K. The four heaters have capacities of
respectively 1, 2, 4, 8 W, i.e., in total 15 W of heater power is
available. In order to obtain an optical bench temperature of
264 K 10 W of heater power are required. The optical bench
temperature changes by about 1° for 1 W of heater power. The



DOBBER et al.: OMI CALIBRATION

— ]

7

1211

7

Diffusors

S\

.

’é?‘&‘,,, f/ RRARRRRRN

SN

Z
e, 2 — \\\
/"Q-; ;\\\\\\\\\\

R \\\\\\\\\\\\\\‘ 105

N

Fig. 1.

CCD detectors are warmed up to their operational temperatures
of about 265 K with separate active heaters. This is done in a
closed-loop feedback system, with which an in-flight tempera-
ture stability of about 10 mK is obtained. Tests prior to launch
revealed the necessity of protecting the CCD detectors from
the in-flight particle environment. After careful analysis, 10 kg
of additional aluminum shielding with average thickness of
about 29 mm was placed all around the CCD detectors. Table I
summarizes a number of important OMI instrument and system
properties. The optical bench, detector modules and electronics
unit are described in detail in the following sections. More
details can be found elsewhere [6]-[9]. The operational 0-1
data processing algorithms and in-flight operational aspects are
discussed in [10].

III. OPTICAL DESCRIPTION OF THE INSTRUMENT

The optical layout of the instrument is shown in Figs. 1 and 2
for the ultraviolet and visible channels, respectively. The Earth
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Optical layout of the OMI telescope, ultraviolet (UV1, UV2) channels, sun path, and calibration optics. The component numbers are referred to in the text.

radiance enters the telescope, which consists of two bare alu-
minum spherical mirrors (003 and 007), and is imaged on the
44-mm long and 300-pm broad entrance slit (008). The tele-
scope is of a special design that provides an instantaneous field
of view of 0.8° in the flight-direction (along-track) and of 115°
in the swath direction (cross-track). Combined with a number of
other instrument characteristics, which will be discussed below,
these fields of view yield an overall ground coverage of about
15 km (along track) by 2600 km (across track) at an altitude of
700 km. This is sufficient to provide daily global coverage of
the Earth, at all latitudes. The cross-track resolution is either 24
km (global mode) or 12 km (spatial zoom-in mode) at nadir, de-
pending on the electronics settings. The operational details of
the detectors and the electronics are discussed in detail in Sec-
tion IV.

A polarization scrambler is located in the vicinity of the aper-
ture stop 006 of the telescope. The OMI polarization behavior
and the operation of the polarization scrambler are explained in
detail in Section III-B. Behind the entrance slit 008 a dichroic
mirror 009 reflects the ultraviolet part of the spectrum to the
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Fig. 2. Optical layout of the OMI visible channel. The component numbers are referred to in the text.

UV channel (264-383 nm) and transmits the visible part of the
spectrum to the VIS channel (349-504 nm). The dichroic mirror
characteristics define the UV-VIS overlap region, which is about
30 nm wide. The backside of the dichroic mirror is antireflec-
tion coated for the visible wavelength range.

Folding mirror 101 reflects the light to the fused-silica field-
lens 102 in the UV channel. Final dispersion in the UV channel
is achieved by the blazed-holographical grating 103 (2880 lines
per mm, blaze angle 28°), that is used in first order. Field lens
102 collimates the incident beam toward the grating and cre-
ates an intermediate spectrum near field mirror 104. This field
mirror reimages the system pupil stop at 006 at components 115
of the UV1 and 109 of the UV2 imaging objectives. Mirror 104
consists of two spherical concave mirrors that reflect the UV1
wavelength range (264-311 nm) and the UV2 wavelength range
(307-383 nm) toward the UV 1 objective 113—-119 and the UV2
objective 106-112, respectively. Thus, field mirror 104 splits the
ultraviolet wavelength range into two channels (UV1 and UV2)
and provides the channel overlap between these two channels.
Since the intermediate UV spectrum is located just in front of the
field mirror 104 rather than on its surface, a small gradual spec-
tral overlap between UV 1 and UV2 is obtained. Field mirror 104

has a coating with a wavelength (position on the mirror) depen-
dent variable reflection. For the lower part of the mirror, which
reflects the lower wavelength range of the spectrum, the higher
wavelengths and thus the spectral stray light are suppressed con-
siderably, typically by one order of magnitude. Both ultraviolet
channels are finally imaged onto the same CCD detector. The
UV1 channel is reflected via the large bare aluminum folding
mirror 105 at large incidence. As a result the UV1 spectrum is
reversed on the CCD detector as compared to the UV?2 spectrum.
The ultraviolet channel is split in two channels in order to cope
with the large dynamic range of the Earth input spectrum and
for optimal spectral stray light suppression. For signal-to-noise
reasons the UV1 channel is imaged by the channel objective in
the spatial dimension onto half of the CCD area as compared to
the UV2 channel, which is imaged optimally in spatial dimen-
sion onto the available CCD area by its objective. The spectral
dimension is imaged on the CCD dimension that has 780 pixels
(columns), while the spatial dimension (viewing direction) is
imaged on the CCD dimension that has 576 pixels (rows).
After the dichroic mirror the visible beam is reflected at 90°
by flat mirror 201 toward the VIS channel. Folding mirror 202,
collimating mirror 203 and folding mirrors 204 and 206 (all
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Fig.4. Polarization-dependent grating efficiencies for the VIS channel grating.

MgF, coated aluminum) direct the beam toward the blazed
holographical grating 207 (1350 lines per mm, blaze angle 17°).
The channel objective (209-213) images the beam onto the
visible CCD detector. The gratings are particularly important
for the spectral stability of the instrument. The UV and VIS
grating efficiencies for both polarization directions are shown
in Figs. 3 and 4.

The sun spectrum is used to normalize the Earth spectra in
order to obtain the absolute Earth reflectance spectra and to per-
form accurate wavelength calibrations. OMI observes the sun
via optical mesh CO1 by opening the solar aperture mechanism
C02. The mesh has a transmission of 10% and has many rect-
angular slits of about 450-m width and about 20-pm height.
The mesh design avoids edge effects and the slit sizes are suffi-
ciently large to avoid diffraction in the OMI wavelength range.
The slits are positioned in the mesh in such a way that shad-
owing effects on the onboard diffusers are avoided. The sun ir-
radiance directly illuminates one of three onboard reflectance
diffusers located on diffuser carrousel: only two are shown in
Fig. 1: C04 and CO06. The diffusers are 40 mm in length and
16 mm in width. The reverse image of the OMI entrance slit
on the diffusers is banana-shaped and has dimensions of about
28 mm X 8 mm. Light from the diffusers illuminates the un-
coated bare concave folding mirror C03, which is located on a
folding mirror mechanism. This mechanism has two positions:
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the Earth position, which lets the light from the primary tele-
scope mirror 003 through to the scrambler 005, and the sun po-
sition, which not only directs the sun light from the diffusers
via C03 to the scrambler 005, but also blocks the Earth radiance
from primary telescope mirror 003. The mirror curvature of C03
is intended to replace for the sun mode the telescope function
of the primary telescope mirror 003 in the Earth mode. In this
way, the telescope properties are designed to be the same for the
Earth radiance and the sun irradiance modes. Thus, the differ-
ence between the radiance and irradiance modes is the primary
telescope mirror 003 in the former mode and the reflection dif-
fusers and folding mirror C0O3 in the latter mode. The ratio of the
two optical paths, being the ratio of the radiance and irradiance
radiometric calibrations, is called the instrument bi-directional
scattering distribution function (BSDF). This calibration param-
eter basically describes the Earth reflectance calibration of the
OMI instrument, which will be discussed in more detail in Sec-
tion V-A.

Even though the folding mirror C0O3 is designed to replace
for the irradiance mode the primary telescope mirror 003 for
the radiance mode the telescope properties of both modes are
not completely identical. From a radiometric calibration point
of view this presents no problems, since both modes were radio-
metrically calibrated accurately prior to launch (see Section V).
The purpose of the curved folding mirror in the irradiance mode
is to ensure that the reflected light from the diffuser illuminates
the spectrometer’s entrance slit 008 in combination with the sec-
ondary telescope mirror 007. This is similar to the way the pri-
mary and secondary telescope mirrors 003 and 007 illuminate
the spectrometer’s entrance slit 008 in the radiance mode. Thus,
for every viewing angle in the radiance mode a reference irra-
diance spectrum at an optically corresponding viewing angle is
available.

The reflection diffusers are used close to the specular angle
in the short dimension with an angle of incidence of 11°. In
this plane the angle of incidence varies in flight with the orbit
position during a sun observation sequence of 154 s. During
this time the elevation angle on the diffuser changes from about
11 +4 = 15° to 11 — 4 = 7°. The OMI-defined elevation
angle changes from +4 to —4°. In the dimension corresponding
to the length of the diffusers the incidence angle is nominally
about 26°, corresponding to the 1:40 P.M. ascending node time
of the EOS Aura orbit. This incidence angle varies as a function
of season from about 26 — 5 = 21° to 26 + 5 = 31°. The
angle from the diffuser to CO3 is perpendicular. The diffusers
and their optical properties are further discussed in detail below
in Sections III-C and V-D.

The entrance slit 008 of the spectrometer determines a
number of spectral, radiometric, and viewing properties of the
instrument. The length of 44 mm corresponds to the cross-track
viewing swath of 115°, while the width of the slit determines
the 0.8° instantaneous field of view in the flight direction (tele-
scope property) and the spectral resolution of the instrument,
together with the remaining channel optics (total instrument
property). The slit width is not completely constant along the
length of the slit: slit width irregularities up to 10 pm are ob-
served under the microscope. These variations in slit width are
imaged by the spectrometer into wavelength-independent ra-
diometric variations of several percent as a function of viewing
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Fig. 5. Horizontal stripes, dependent on viewing direction and independent of
wavelength, in the VIS channel as observed in a white light source measurement.
These features originate from irregularities in the entrance slit width.

direction, i.e., horizontal stripes on the images as observed on
the CCD detectors. The effect, shown in Fig. 5, is not expected
to change in flight and can be characterized and corrected for.
OMI is equipped with a quartz tungsten halogen white light
source (WLS) CO7 (5 W, 12 V). The light is imaged via lens
C08 and mirrors C09 and C10 onto a transmission diffuser C05
located in the diffuser carrousel. Thus, the diffuser carrousel has
four positions: three for the reflection diffusers used in the solar
modes and one for the transmission diffuser used for the WLS.
In order to observe the WLS, the folding mirror mechanism with
mirror CO3 needs to be placed in the calibration setting as for
the solar observations. This setting blocks the Earth view. The
transmission diffuser is ground on the first surface, the back sur-
face is polished. The purpose of the WLS is threefold. First and
most importantly, the WLS allows for detailed monitoring of
the CCD detector properties, because it provides a smooth il-
lumination in both the spectral and the spatial dimension. By
analyzing the WLS measurements, the pixel-to-pixel response
nonuniformity (PRNU), an important detector calibration pa-
rameter (Section XI), can be determined in flight. The PRNU
analysis is complicated by two additional effects: the entrance
slit irregularities that produce the horizontal stripes on the CCD
as described above and, second, spectral and spatial features
originating from the transmission diffuser. These features show
up on the CCDs as nearly horizontal stripes, as shown in Fig. 6.
Both effects need to be taken into account when calculating the
PRNU from WLS measurement data. The origin of the transmis-
sion diffuser features is explained in Section III-C. The WLS
can also be used to monitor in relative sense the radiometric
throughput of the instrument, provided that there are indepen-
dent verifications to distinguish optical throughput degradation
from lamp degradation. The lamp is radiometrically stable and
reproducible to an accuracy of typically 1%. It is known for this
type of lamp that zero-gravity causes the ultraviolet output of the
lamp to increase by as much as 65% at 270 nm. Fig. 7 shows
a comparison of OMI WLS measurements performed on the
ground and in flight. The results are in line with the results ob-
tained for the SCIAMACHY instrument on the European Space
Agency’s ENVISAT satellite, which uses a similar lamp. The in-
crease in lamp output is caused by changes in the halogen cycle
within the lamp as a result from the absence of gravity in space.

Fig. 6. Diffuser features of the onboard transmission diffuser COS5 as observed
with the internal white light source in the VIS channel. The spectral dimension
is horizontal, the viewing direction dimension vertical. The features are nearly
horizontal, but do vary slightly with wavelength.
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Fig. 7. Ratio WLS output in-flight/on-ground. The output flux is at 270 nm
about 65% higher in-flight than on-ground as a result of the absence of gravity,
which influences the halogen cycle in the lamp.

The WLS is measured in flight once per week. The thermal be-
havior of the lamp has no noticeable impact on the instrument
in flight.

For on-ground calibration purposes it was also possible to re-
place the white light source CO7 by dedicated optics. This has
the advantage that the complete entrance slit 008 is filled ho-
mogeneously and thus that the complete CCDs are illuminated.
This is also possible via the irradiance mode, but in that case
the onboard diffusers and the solar mesh reduce the light flux
considerably. The illumination via the white light source path
is called the calibration port illumination in the remainder of
this document. The calibration port illumination adds to the ra-
diance and irradiance illumination ports discussed above. Ob-
viously the calibration port is not used for absolute radiometric
measurements, for which it is important that the employed op-
tical path is exactly the same as used in flight for the radiance
and irradiance optical ports. The calibration port is ideal for per-
forming wavelength calibration, spectral slit function, spectral
stray light and reference gas cell absorption measurements.

Both the UV and VIS channel are equipped with two green
LEDs, which are located directly in front of the CCD detectors.
These LEDs can be used to monitor the CCD pixel behavior at
500 nm, which is not fully representative for all wavelengths
that fall onto the CCD detectors, but at least gives a good idea
on the CCD performance on individual pixel resolution. The two
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Fig. 8.

Unbinned LED measurement in the VIS channel,
inhomogeneities originating from the LEDs and direct CCD illumination.
The spectral dimension is horizontal, the viewing direction dimension vertical,
but the illumination is close to monochromatic at about 500 nm, because the
LEDs are located directly in front of the detector.

showing

LEDs in the VIS channel illuminate the CCD detector directly
via the channel objective, whereas the illumination of the UV
CCD detector by the two LEDs in that channel is indirect. This
difference in illumination characteristics causes a structure in
the LED measurements in the VIS channel, which is absent in
the UV channel. The effect, which manifests itself as multiple
small areas in the CCD image with about 10% reduced effi-
ciency, is tentatively attributed to inhomogeneities in the LED
itself, which are imaged onto the CCD detector surface. A repre-
sentative example of the effect is shown in Fig. 8. The LED mea-
surements are operationally performed once per day in orbit.

By using the various calibration options in flight, the optical
degradation behavior can be traced back to specific parts of the
total optical system, e.g., diffusers, C03, WLS, detector. How-
ever, the primary telescope mirror 003, used for the Earth radi-
ance observations only, is excluded from these comparisons. In
the optical design as well as by in flight operations every possi-
bility to minimize optical degradation of this mirror has been ap-
plied. During the first four weeks in orbit the optical bench and
CCD detector temperatures were raised to 303 K in order to re-
alize optimal outgassing conditions in this crucial first phase of
the mission. In addition, during the first three months of opera-
tion in space, the temperatures were increased to 303 K twice for
various days to provoke further outgassing and to characterize
the performance of the instrument at 303 K. Finally, mirror 003
is carefully stowed away inside the instrument behind a small
aperture 002 (area about 1 cm?), preventing in orbit contam-
inants from reaching this mirror too easily (aperture 002 also
serves the purpose of reducing spatial stray light). Even though
the primary telescope mirror 003 is not expected to degrade con-
siderably, it is planned to monitor the temporal efficiency of the
radiance optical path by comparing the radiance levels from a
number of well-defined ground scenes, e.g., ice sheets of Green-
land or the Antarctic.

A. Telescope

The telescope of the OMI instrument consists of the primary
mirror 003 and the secondary mirror 007, with the polarization
scrambler 005 and the system aperture stop 006 placed in be-
tween. By placing the system pupil stop 006 in the focal plane
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Fig. 9. Telescope elevation angle as a function of swath angle for column 300
in the UV2 channel.

of the secondary mirror 007, the swath direction field of view
of 115° is made telecentric for the output beams of the tele-
scope. Thus, the various viewing directions of the 115° instan-
taneous field of view are imaged on different locations in the
length of the entrance slit. This explains why any irregularities
in the slit width over its length are imaged onto the CCDs as
swath viewing angle dependent radiometric attenuations, i.e.,
horizontal and wavelength-independent stripes. The angle of
115° between the extreme angles is reduced to about 30° at the
position of the polarization scrambler. Spatial stray light and op-
tical degradation as a result of exposure is reduced by placing an
oversized aperture 002 in front of the primary telescope mirror.
In the focal plane of the primary mirror an oversized slit 004
is positioned, also to reduce stray light. The system pupil stop
006 has dimensions 7.6 mm in the swath dimension and 5.6 mm
perpendicular to the swath dimension. The instrument has an
F-number of F/15 in the flight direction and F/11 in the swath
direction. The focal length of the telescope in the nadir direction
is 21.73 mm. This yields a light collecting area of the telescope
for nadir measurements of 2.6 mm2, which is the size of the
aperture stop of the telescope. The telescope system itself has
an F-number of F/1.5, F/3.2, and F/5.0 for the UV1, UV2, and
VIS channels, respectively.

The secondary telescope mirror 007 has a special coating with
a reflection of 20% at 500 nm (decreasing to 8% at 750 nm) in
order to reduce the light intensity to the visible channel and to
suppress stray light from wavelengths above 500 nm. In this way
the apertures in the instrument could be increased to provide
optimal polarization scrambler performance in terms of spectral
features (see Section III-B). The telescope has a field of view in
the flight direction of about 0.81°, which is increased by the
polarization scrambler to about 1.00° (see Section III-B). In the
swath dimension the field of view is about 115°. As the swath
angle is increased toward 57°, the viewing elevation direction of
the telescope in the flight dimension changes by about 6°. For
larger swath angles the instrument is looking more backward on
the ground as compared to the nadir view (swath angle 0°). This
dependence is shown in Fig. 9.

The spatial stray light performance of the telescope was also
measured. For 1° to 2° off-specular angles the signal was ob-
served to be three to four orders of magnitude smaller than for
the specular angle.
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B. Polarization Scrambler

Nearly all of optical components used in the OMI optical
design have reflective or transmissive properties that are to
some degree dependent on the polarization state of the incident
light. This is especially true for the channel separation dichroic
mirror 009 and the UV grating 103 and the VIS grating 207,
for which the polarization-dependent efficiencies were shown
in Figs. 3 and 4. In general, instruments with gratings such as
OMI can be up to two to three times more radiometrically sen-
sitive to one state of linear polarization than the perpendicular
counterpart (parallel to entrance slit 008 versus perpendicular
to entrance slit). There are two possibilities to deal with the
polarization dependency of the radiometric calibration. The first
one is to determine the polarization state of the incident light,
i.e., the degree and direction of polarization, in order to correct
for it. This is the approach used in instruments such as GOME
(ERS-2) and SCIAMACHY (ENVISAT). In this approach
the on-ground calibration and 0-1 data processing become
more elaborate and the resulting radiometric inaccuracies are
generally increased as compared to the unpolarized case. The
alternative approach, which is employed in the OMI instrument
and heritage NASA ozone sensors, is to use a polarization
scrambling device to make the instrument insensitive to the
incident polarization state. The OMI polarization scrambler
005 is positioned between the two telescope mirrors 003 and
007. This makes the instrument and its calibration conceptually
more simple, but the scrambler has a number of properties that
must be considered carefully for the application in OMI.

The type of polarization scrambler employed in OMI is a
spatial pseudodepolarizer. A wedge (about 6°) of birefringent
quartz introduces a continuous phase difference between the or-
dinary and the extraordinary beams. Behind the wedge all pos-
sible polarization states are present as a function of position in
the extended beam. A second opposite wedge with its optical
axis orientated perpendicularly to the first one compensates for
beam deviating and refraction effects, whilst maintaining the po-
larization changes of the first wedge. With such a configuration
linearly polarized light parallel or perpendicular to the optical
axis pass the double wedge unchanged. To cover all incident
polarization states a second pair of wedges is added after the
first one at an optical axis orientation of 45° with respect to the
optical axis of the first pair. The resulting device is called a Dual
Babinet Compensator Pseudo-depolarizer (DBCP).

There are two optical properties of the polarization scrambler
described above that need to be considered carefully: spectral
features and beam separation. A theoretical optical model has
been developed to describe the radiometric response properties of
the scrambler. This model, based on a Mueller matrix approach,
will not be described in detail here. An important parameter for
both the model and the actual performance of the scrambler
is the shape of the aperture stop per optical channel. The
channel-dependent aperture determines the magnitude of the
spectral features originating from the scrambler: the larger the
aperture, the smaller the feature amplitude. For UV1 and UV2
the aperture stop is determined by aperture stop 006, just behind
the scrambler. For the VIS channel the effective aperture stop
is determined by 205. Simulations and measurements show
that the scrambler introduces sinusoidal radiometric features
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as a function of wavelength with typical amplitudes of 0.01%.
The wavelength period as well as the amplitude increase with
wavelength. These features interfere detrimentally with the
Earth atmosphere retrieval techniques that use the high spectral
resolution of the OMI instrument, such as DOAS. It is therefore
important to minimize the amplitude of these features. The
larger the area of the scrambler as seen by the CCD detector
pixels is, the smaller the residual spectral features will be. The
shape of the aperture stops per channel also influences the
final spectral feature performance: soft rims on the apertures
decrease the amplitudes of the spectral features. The scrambler
feature performance also changes with angle of incidence, which
varies between —15° and +15° at the position of the scrambler
005 in the telescope system. Basically, the pattern shifts with
wavelength as a function of the incidence angle.

Taking all parameters into account the theoretical model pre-
dicts a remaining polarization scrambler spectral feature ampli-
tude of less than 5 - 10~ in UV1 and less than 2 - 10~% in VIS
channel. These amplitudes, as well as the wavelength periods of
typically 10 nm at 280 nm and 35 nm at 480 nm, have been ver-
ified qualitatively and quantitatively on scrambler component
level using a dedicated measurement setup. A verification was
also performed on integrated instrument level, which proved to
be quite difficult, because the experimental setup itself easily
introduces spectral features in the order of 10~%. This verifica-
tion confirmed that the scrambler spectral features were below
2 - 107* in the UV2 channel and below 5 - 10~ in the VIS
channel.

The polarization scrambler also separates the incoming beam
into four separate outgoing beams, oriented in a parallelogram.
The underlying optical principle of the beam separation is the
same as in a Wollaston prism. The four beams are separated
by about 0.4° in object space and divide the energy of an un-
polarized incident beam equally. The exit beams are fully lin-
early polarized (in two pairs of perpendicular states), which has
been verified experimentally using a polarized HeNe laser and
an analyzer. The scrambler thus deteriorates the optical per-
formance of the telescope system. Backtracing from the CCD
pixels, one could say that the instrument looks at four slightly
shifted ground scene pixels. As described above the instanta-
neous field of view of the bare telescope (without scrambler)
amounts to about 0.81°. The scrambler increases this number
to about 1.00°, corresponding to about 12 km at 700-km alti-
tude. This number has been confirmed experimentally on the
integrated instrument by measurements on the viewing proper-
ties (see Section VI).

The incident polarization sensitivity of the OMI instrument
as a whole is determined by the polarization-dependent reflec-
tive properties of the first telescope mirror 003, the first surface
of the polarization scrambler 005, and the characteristics of the
polarization scrambler itself. The first surface of the polariza-
tion scrambler is left uncoated in order to compensate as much
as possible for the polarization-dependent reflectance of the first
telescope mirror 003. The remaining three surfaces of the scram-
bler are antireflection coated (optimized at 290 nm) with MgF,
layers to improve the transmission characteristics as much as
possible and to reduce internal reflections as much as possible.
Theoretical models that account for the polarization properties
of the first telescope mirror and the first surface of the scram-



DOBBER et al.: OMI CALIBRATION

bler show that this system is polarization-independent to 0.4%,
i.e., the instrument response is the same to 0.4% whatever polar-
ization state of the incident light is offered. This has been veri-
fied experimentally, both on component level for the telescope
components as well as on integrated instrument level. For the
latter verification a white light source illuminating a spectralon
plate and a Glan-Thompson polarizer in alternately horizontal
and vertical polarization orientation have been used. The mea-
sured polarization sensitivity was 0.4% for the UV1 channel,
which has the highest signal, and about 1% for the UV2 and
VIS channels, which is attributed to the accuracy of the experi-
mental setup.

C. Reflection Diffusers and Diffuser Spectral and
Spatial Features

OMI is equipped with two ground aluminum diffusers
(thickness 4 mm) and one volume diffuser, which consists
of 6-mm-thick quartz ground on both sides and coated with
aluminum on the backside. The aluminum diffusers are used
mainly for radiometric calibration purposes: one is observed
once per week and the other once per month in order to
enable monitoring of optical degradation behavior in space.
The volume diffuser is observed once per day. The different
observational frequencies for the three reflectance diffusers
allow for an accurate monitoring of exposure-dependent optical
degradation. Besides its use for radiometric calibration, the
volume diffuser has proven to provide the best solar reference
spectrum because diffuser-induced spectral and spatial features
are considerably (at least one order of magnitude) smaller than
for the aluminum diffusers. These features are thought to arise
from interference effects from the diffuser surface. The sun
spectra are used to normalize the Earth radiance spectra in order
to obtain the absolute Earth reflectance spectra. These in turn
are used to retrieve information about the Earth’s atmosphere,
so uncharacterized spectral features affect products in the same
way as is the case for the spectral features introduced by the
polarization scrambler 005. The features introduced by the
onboard diffuser employed to measure the daily reference spec-
trum interfere detrimentally with the Earth atmosphere retrieval
techniques that make use of the high spectral resolution of the
OMI instrument, such as DOAS. The polarization scrambler
features cancel in first order in the Earth reflectance, because
they are similar in both the radiance and irradiance optical paths
of the instrument. Such is not the case for the diffuser features,
which appear only in the irradiance optical path. These too
would have little effect on measured Earth reflectance if they
were properly characterized. However, it is nearly impossible
to adequately characterize how these features vary with solar
illumination.

The origin of the observed diffuser features can be found in
the location of the diffusers in the optical system: they are lo-
cated very close to a focal point of the instrument telescope.
The area observed on the diffusers per CCD detector viewing
direction is only 1-2 mm?. The surface structure of the dif-
fusers is therefore basically imaged onto the CCD detectors,
where it shows up as spectral and spatial nonuniformity in the
observed signals. This mechanism also applies to the transmis-
sion diffuser C05, which is used for the WLS observations. For
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Fig. 10. Quantum efficiency for UV (circle) and VIS (crosses) CCD detectors.

the volume diffuser light is mainly scattered in a forward direc-
tion by the first roughened quartz surface, then travels through
6 mm of quartz before being reflectively scattered on the back-
surface of the diffuser. The outgoing beam is traveling back
through the quartz and scattered in the forward direction once
more by the first diffuser surface. Thus, the OMI instrument
sees considerably less structure for the volume diffuser than for
the aluminum diffusers, which have only one roughened reflec-
tive surface with granular surface finish. This explains why con-
siderably less spectral and spatial structure is observed via the
volume diffuser. Further details on the appearance of the dif-
fuser features are given in Section V-D.

IV. DESCRIPTION OF INSTRUMENT
ELECTRONICS AND DETECTORS

The OMI detector system is divided up into two parts: the
detector modules (DEMs) containing the CCD detector and the
ELU that controls the DEMs. Each spectral channel (UV & VIS)
is equipped with its own DEM. The ELU commands the DEMs
in all its aspects and samples the DEM signals. The ELU takes
care of all communication toward and from the CCD detec-
tors. The ELU offers a variety of possibilities for operating the
DEMs. In the discussion below we will confine ourselves to the
relevant in-flight modes only. First, the operational principles
of the DEM and the ELU are discussed. Subsequently, more de-
tailed operational information is presented and discussed.

A. Detector Modules

The detector modules consist of a backilluminated, UV-en-
hanced silicon based CCDs, plus basic readout electronics.
The detectors are manufactured by depositing the silicon
detector material on a carrier substrate. Subsequently the de-
tector is turned over and the carrier material is etched away,
leaving the bare silicon detector material on top. This etching
process is responsible for the pixel response nonuniformity
(see Section XI). Finally, an ultraviolet antireflection coating
is deposited on the silicon material. This coating increases the
detector UV quantum efficiency at 270 nm by about 30%. The
quantum efficiencies for the UV and VIS CCD detectors used
in OMI are shown in Fig. 10.

The CCD consists of three regions: an image region, a storage
region and a readout region. This allows the CCD to be operated
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TABLE 11
ELECTRONICS PARAMETERS FOR THE UV AND VIS CHANNELS. THE
ELECTRONICS CONVERSION FACTORS ARE 618.203 AND 612.803
ELECTRONS PER BINARY UNIT FOR THE UV AND VIS CHANNELS,
RESPECTIVELY. THE FULL ADC RANGE IS 12 bits

Gain code Relative Offset Readout noise
gain [ADC counts] [electrons]

uv o 11.514 435.9 423

UV 1 38.318 1346.2 33.2

Uv2 1.000 102.0 313.8

UV 3 3.3274 173.3 99.8

VIS 0 11.453 376.5 43.8

VIS 1 38.168 1059.7 29.7

VIS 2 1.000 102.4 2394

VIS 3 3.3193 166.6 88.5

in frame transfer mode, in which the image is rapidly (4.32 ms)
transferred from the light sensitive image region to the masked
storage region after illumination. The image is read-out from the
storage region while the exposure of the next image starts in the
image region. This simultaneous readout and exposure of sub-
sequent images facilitates continuous recording of the Earth’s
surface without data gaps.

At the bottom of the CCD the readout register (ROR) is lo-
cated. This register is connected to the CCD readout electronics.
After being transferred from the storage region the pixels in the
readout register are clocked toward the readout electronics and
read out. Multiple rows can be collected together (binned) in the
readout register prior to the actual readout. This reduces readout
time and data rate at the expense of spatial resolution. In the
global mode a binning factor of eight is employed, in the spec-
tral zoom-in and in the spatial zoom-in modes the binning factor
is four and in unbinned mode the individual rows are read out.

Both regions of the CCD have 576 rows of 780 pixels, each
pixel measuring 22.5 x 22.5 yum?. There is no insensitive area
between the pixels. The read out register extends beyond the
CCD edges with 17 excess pixels on both sides, which are read
out together with every CCD row and serve to estimate dark
current and offset.

The CCD pixel full well is 6 - 10° electrons, but above 5 - 10°
electrons pixel blooming occurs. In practice the pixel filling
is kept below 3 - 10° electrons to prevent the so-called ellip-
soid effect, an excessive increase of pixel noise which will be
discussed in more detail later. The pixels in the read out reg-
ister are larger and can hold correspondingly more electrons
(2.5 - 10° electrons) to facilitate binning.

The pixel transfer time is 7.5 ps (133.33 kHz), both for a row
(vertical) shift and pixel (horizontal) shift. This yields the total
image transfer time of 4.32 ms, while the readout of a complete
row takes 6.11 ms. The readout electronics converts the charge
collected in a pixel in the readout register into a voltage by use
of a capacitor. The analogue CCD signals are amplified by the
on-chip amplifier in the DEM before being sampled and digi-
tized by the ELU. The gain factor of this amplifier can be set
by the ELU. The overall relative gain of the amplifier can be
selected as listed in Table II. Four distinct gain regions can be
defined on each CCD, with gain switching taking place at iden-
tical columns for every row. When a gain switch occurs the read
out process is temporarily stalled to allow the amplifier to settle.
During on-ground performance testing of the instrument it was
found that after a gain switch an overshoot effect occurs, which
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Fig. 11. Schematic layout of the various regions on the OMI CCDs.

shows up as an additional transient on the signal. This over-
shoot, which originates from a settling effect in the amplifiers,
persists for about three columns after the gain switch before dis-
appearing completely. The effect is corrected for in the 0—1 data
processing. The amplified analog voltage signal is subsequently
sampled and digitized by the ELU using a 12 bits analog-digital
converter. The conversion factors are 618.203 and 612.803 elec-
trons per binary unit for the UV and VIS channels, respectively.

Several distinct regions are defined on the CCD detectors.
These regions are treated differently in the readout process. The
regions, shown in Fig. 11, are the following: Lower dark cur-
rent and exposure smear region, lower stray light region, image
region, upper stray light region and upper dark current and ex-
posure smear region. The spectral image produced by the spec-
trograph is imaged on the image region, which measures 480
rows in the UV2 and the VIS channel and 240 rows in the UV1
channel. The upper and lower stray light regions are located
above and below the image region. They are used to estimate
the stray light level in the image. Both regions cover 12 rows
and collect the diffuse spectral stray light falling on the CCD
outside the illuminated image region. During readout these 12
rows are binned together.

The dark current and exposure smear regions are located at
the bottom and top side of the CCD where the pixels are masked.
The masked pixels in the dark current and exposure smear re-
gions are insensitive to light and are used to estimate the dark
current generation and the exposure smear that occurs when the
pixels are transferred through the image, while the illumination
of the CCD continues. The lower and upper dark current and ex-
posure smear regions cover 20 and 12 pixels, respectively. Ex-
posure smear is corrected for in the 0—1 data processing.

B. Electronics Unit

The ELU takes care of the complete commanding of the DEM
and of the processing of the analog signals originating from the
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DEM. Many processes in the ELU, including readout tasks and
setting illumination times, are synchronized by the master clock
period (MCP). The MCP is the time marker for updating all pa-
rameter settings and for producing output. At every MCP the in-
strument parameters are updated and the digitized CCD images
are read out together with the instrument telemetry. In the re-
mainder of this section video data is referred to as science data,
whereas parameter settings are named engineering data. The
MCP can be set at any value in the range 2.0016-6.405 s with
steps of 50.04 ms. The exposure time ranges from 400.32 ms
up to the length of the MCP. Both longer and shorter exposure
times are also possible. These off-nominal scenarios are dis-
cussed separately below.

When the MCP exceeds the exposure time, a common sit-
uation in the OMI instrument operation, the individual expo-
sures are co-added and stored in the ELU. In flight the MCP
is always equal to an integer number of exposure times, the
so-called coadding factor, which typically lies in the range 2
to 10. At the end of the MCP the co-added image is read out.
For the so-called small-pixel column the data are available for
only one column per detector per exposure time. The number of
small-pixel values per co-added image thus equals the coadding
factor.

OMI is operated in the pipeline mode. This implies that while
the image is read out, the exposure of the subsequent image
takes place. The readout time is limited to 400 ms and as a re-
sult does not exceed the exposure time. In this limited read out
time only 65 rows are read. These 65 rows suffice to fully read
a global image: 60 binned image rows correspond to 480 un-
binned image rows for binning factor eight, the four stray light
and dark current and exposure smear regions are each binned in
a separate row, and one row is used to store the readout of the
empty readout register.

For lower binning factors the limitations posed by the data
rate and the read out time do not allow the entire CCD image to
be read out. As a result either rows or columns are skipped in the
read out process. In case of spatial zoom-in measurements with
binning factor four half of the 480 unbinned CCD rows are read.
For spectral zoom-in measurements with binning factor four all
unbinned CCD rows are read out in 120 binned rows, but only
half of the columns are read out. The result is a 120 rows image
with a reduced spectral range.

The binning takes place in the read out register and is realized
by clocking in multiple CCD rows and adding the charges before
the read out, the number of rows that are binned together in the
read out register is called the binning factor. For the purpose of
binning the pixels in the readout register are larger in size and
can hold up to 2.5 - 10 electrons. Binning the image limits the
data size of the output product and improves the signal to noise
ratio of the measurement, because the readout noise introduced
by the ELU is reduced. The ROR extends beyond both edges of
the CCD image and storage sections. These excess pixels, 17 on
either side, can be used to investigate the dark current build-up
in the ROR. In the read out sequence the lowest storage region
row is clocked into the ROR, which is subsequently clocked to
the read out electronics pixel by pixel. Before a row is clocked
into the ROR its contents are cleared by grounding all pixels in
the ROR. This draining of the ROR (drain dump) is required to
clear the register from remaining charge of a previous readout
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or from charge of skipped rows that were dumped in the ROR
but not read. In every image that is read out by the ELU the first
row is a readout of the dumped ROR. The 17 excess pixels on
either side are not cleared in a drain dump.

C. Long and Short Exposure Mode

In the nominal operation of OMI two exposure modes are
usually employed: the normal exposure and the long exposure
mode. In the normal exposure mode the ELU produces an image
after each MCP. When the MCP exceeds the exposure time the
individual exposures are coadded and stored in the ELU dig-
ital coadder register to be read out after the MCP has been
completed.

For measurements that need exposure times longer than the
MCP the long exposure mode can be used. This mode is used
in flight for dark current calibration measurements. In the long
exposure mode an image is not produced after every MCP, un-
like in the normal exposure mode. An image is illuminated for
a time equivalent to multiple MCPs before it is read out to the
ELU. Also for the long mode the MCP can be chosen in the
range from 2.0 to 6.4 s in steps of 50 ms. However, the net ex-
posure time can last up to more than 200 MCPs, corresponding
to several minutes. In addition, an independent readout of the
storage section is available. At the end of the image integration
the storage region is read out first, which takes either one or
ten MCPs, depending on the binning factor. When the storage
region has been read out the image in the image region is trans-
ferred to the storage region and subsequently read out. In the
same way as for the normal exposure mode the read out of an
unbinned image is done in ten steps. After each MCP a data
block of 58 rows is read out. The rows that still have to be read
out remain in the storage region until the next MCP. In contrast
to the normal exposure mode the image does not have to be re-
exposed after each partial readout. Consequently, the top of the
image resides for a longer time in the storage region and has a
correspondingly higher dark current build-up. This effect shows
up as a dark current wedge over the image. Another inherent fea-
ture of the long exposure mode is that the net exposure time for
the storage region is ten MCPs shorter than that of the image
region. In contrast to the normal exposure mode the ROR is not
cleared prior to the first readout in the long exposure mode (see
below), but contains the dark current accumulated during the in-
tegration time. This provides information about the dark current
build up of the ROR.

Exposure times shorter than the read out time of 400 ms
are in principle possible, but such scenarios are not part of the
in-flight operational baseline. In case of the alternating mode
the short exposure time limits the readout time and as a result
less rows will be read out, yielding a smaller image. To prevent
this the so-called alternating readout mode is available. In this
mode a new exposure is only started after the previous image
has been read out completely. This alternating readout mode re-
sults in complete images at the expense of data gaps in time in
which there is no signal collection while the previously mea-
sured image is being read out. In flight this would result in data
gaps in the flight direction, and for this reason this mode is not
operationally used in orbit.
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Fig. 12. Ellipsoid effect in the VIS channel. The central ellipsoid-shaped
region has increased noise levels.

D. Ellipsoid Effect

The capacity of the CCD pixels is 6 - 10° electrons. Be-
yond this limit the electrons start to spill over the pixel bound-
aries and leak away to neighboring pixels. This effect, known
as blooming, is avoided for nominal operation. At 3 - 10° elec-
trons pixel filling a similar but different effect is observed, the
so-called ellipsoid effect. This effect shows up as an ellipsoid
shaped band with increased pixel noise on the CCD. In that
case the noise increases by one order of magnitude as compared
to a pixel filling situation where the ellipsoid effect is avoided.
Fig. 12 shows the ellipsoid effect measured in the VIS channel
CCD. This effect is caused by random charge diffusion from a
pixel to neighboring pixels due to nonuniformities in the voltage
barriers. The random nature of the ellipse effect is the reason for
its noisy appearance. Again, for nominal operations the expo-
sure times are chosen such that the ellipsoid effect threshold is
not exceeded.

E. Offset and Readout Noise

The ELU adds an amplifier gain dependent electronic offset
to the measured signals to prevent negative voltages at the ADC
input. In case of the highest gain factor this offset amounts to
about 1346 BU for the UV channel, about 33% of the 12-bits
ADC range. The readout of the empty ROR after a drain dump
provides a good measurement for the offset, as the time needed
to read the ROR is too short (6 ms) for a significant dark current
build up. Fig. 13 shows the in-flight offset drifts in the elec-
tronics over seven orbits. The temperature of the electronics is
also shown for reference. To compensate for the offset drifts
in the image, the 0—1 software uses a dynamically determined
offset for correction. The correction values are based on the con-
tents of the ROR. The gain-dependent offset values for UV and
VIS are given in Table II.

The noise in OMI measurements consists of shot noise from
the signal detected at the CCD (useful signal, stray light and dark
current) and readout noise. The readout noise can be derived per
pixel from the variance in histograms distributions of time series
of dark measurements. The resulting readout noise for each gain
setting is given in Table II for both channels.
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Fig. 13. In-flight electronic offset drifts as a function of time for seven
orbits (lower curves, diamonds, left scale). The ELU temperature is shown
for reference (top curves, triangles, right scale). These drifts are dynamically
corrected by use of the contents of the readout register.

V. RADIOMETRIC CALIBRATION

The radiometric calibration of the OMI instrument can be
divided into separate parameters. The absolute radiance and
irradiance radiometric calibrations provide the radiometric cal-
ibration parameters for the Earth and sun measurements, re-
spectively. As discussed above in the description of the optical
design of the OMI instrument, most of the optical components
are common to the radiance and irradiance optical paths. The
optical sensitivity of these common components thus cancels
in the ratio of the Earth and sun measurements, and equally in
the ratio of radiance and irradiance calibrations. This ratio is
called the OMI instrument bidirectional scattering distribution
function (BSDF). This BSDF can be determined with higher
accuracy than the absolute radiance and irradiance calibration
parameters. The BSDF, i.e., the ratio of the radiance and the
irradiance calibrations, is in first order determined by the op-
tical components that are not common to the radiance and
irradiance modes. Thus, the BSDF can be approximated by
the ratio of the primary telescope mirror 003 in the radiance
mode over the solar mesh, the onboard diffuser and the folding
mirror CO3 in the irradiance mode. Therefore, unlike the ra-
diance and irradiance calibrations, it is a smooth and regular
function of wavelength and viewing angle. The BSDF calibra-
tion determines the calibration of the in-flight absolute Earth
reflectance measurement data. The absolute Earth reflectance
data are used as input for nearly all scientific atmospheric
retrieval algorithms. This makes the OMI instrument BSDF
the most important radiometric calibration parameter. It is dis-
cussed first in the sections below.

The irradiance calibration is a function of the incident az-
imuth and elevation angles on the onboard diffusers. This an-
gular dependence is called the irradiance goniometry. Further-
more, the irradiance calibration is influenced by spectral and
spatial features originating from the onboard diffusers, as dis-
cussed in Section III-C. The irradiance goniometry calibration
and the diffuser spectral and spatial features are discussed sep-
arately below.
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A. BSDF Calibration

On ground the OMI BSDF has been measured using dedi-
cated optical stimuli. Since the BSDF is a ratio of the radiance
and irradiance calibrations, it is not important to use a light
source for which the output flux is known accurately in abso-
lute sense. It is sufficient that the light source has a beam diver-
gence that is comparable to the sun (about 0.5°), that the output
spectrum is smooth as a function of wavelength in the range
270-500 nm, unpolarized, of sufficient intensity and temporal
stability and sufficiently homogeneous spatially and angularly.
It is important that the exact same light source is offered to the
radiance and irradiance optical ports as close in time as pos-
sible. A dedicated optical stimulus fulfilling all these require-
ments was produced and used during the on-ground calibra-
tion campaign. The output beam was about 10 cm in diameter.
The used lamp was a 300-W xenon high-pressure arc discharge
lamp, which produces sufficient ultraviolet output.

The BSDF is a function of wavelength (CCD column),
viewing direction (CCD row) and incident angles of the dif-
fuser. The goniometry is discussed separately below; the results
in this section are for the nominal azimuth (25.75°) and eleva-
tion (0.0°) angles. The measurements were performed with the
instrument in flight-representative thermal-vacuum conditions
(pressure < 10~° mbar, temperature optical bench 264 K, tem-
perature CCD detectors 265 K) in a thermal-vacuum chamber
with optical windows in front of the Earth and sun ports of
the OMI instrument. The optical beam from the stimulus is
sufficient to illuminate the complete onboard diffuser, which is
about 4 cm in length. This implies that the entrance slit 008 is
illuminated completely and that all viewing directions on the
CCD detectors are illuminated simultaneously.

This is not the case for the radiance mode. In the radiance
mode the exact same stimulus illuminates an accurately cali-
brated spectralon plate at an angle of incidence of 50.0°. The
10 cm diameter spot on the spectralon plate subsequently il-
luminates the radiance port of the instrument. The instrument
views the spectralon plate at an angle of 40.0°. Care is taken
to equal the distances between the optical stimulus and the on-
board diffuser in the irradiance mode on one hand and the op-
tical stimulus and the spectralon plate in the radiance mode
on the other hand. At a typical distance of 2 m (the exact dis-
tance is not crucial for radiance calibration as long as vignetting
is excluded) between the instrument and the spectralon plate
the illuminated viewing angle is about 3° out of the total OMI
viewing field of 115°. This example shows that it is not pos-
sible to illuminate the entire 115° field of view of OMI instan-
taneously. The instrument has to be rotated in about 50 steps
and at each step the BSDF for the viewing angle in question has
to be calibrated. A complicating factor is that this rotation pro-
cedure could not be performed in thermal-vacuum, because the
required thermal-vacuum rotational devices were not available.
The full range of view angles was measured in radiance mode
only under ambient conditions.

In thermal-vacuum conditions the BSDF of the OMI instru-
ment was calibrated for a subset of viewing angles of —50°,
0°, +50°. Fig. 14 shows the measured BSDF results for a
viewing angle of 0° for the three onboard diffusers. It can be
observed that the curves are smooth functions of wavelength,
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Fig. 14. Measured and fitted OMI instrument BSDF for the three onboard
diffusers for nadir viewing angle and nominal azimuth and elevation angles.
The curves show the BSDF results for the backup aluminum diffuser, the regular
aluminum diffuser, and the quartz volume diffuser from top to bottom.
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Fig. 15. OMI instrument BSDF for the quartz volume diffuser as a function
of column (wavelength) and row (viewing direction) for the UV1 channel for
nominal azimuth and elevation angles. The central nadir viewing direction
corresponds to row 119. Wavelengths decrease with increasing column number.

apart from some structure resulting from the optical stimulus
and the onboard diffuser features. Combination of the ambient
and thermal-vacuum measurement sets enabled calibration of
the OMI instrument BSDF for all required viewing directions
over the complete 115° field of view for flight-representative
thermal-vacuum conditions. The result is shown in Figs. 15-17
for the quartz volume diffuser. In these figures different struc-
tures as a function of viewing angle can be distinguished. First,
in all three optical channels a peak with an amplitude of about
5% in the UV1 and UV2 channels and about 7% in the VIS
channel can be observed of about 100 rows wide around the
central row nadir viewing direction. This structure is consis-
tently measured in all on-ground measurements, irrespective
of the employed external light source. Furthermore, this peak
shifts over the rows when the azimuth angle on the onboard
diffuser is varied (see also Section V-C). This real structure is
tentatively attributed to close-to-specular angle internal reflec-
tions between the diffuser surface and the backside of the solar
mesh. Second, higher frequency structures over the rows with
amplitudes of at most 1% are observed in the BSDF figures.
These features are not reproducible for different measurements
obtained with different external light sources. They are not
part of the real instrument BSDF, but they are an artefact from
the way the measurements were performed and analyzed. The
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Fig. 16. OMI instrument BSDF for the quartz volume diffuser as a function
of column (wavelength) and row (viewing direction) for the UV2 channel for
nominal azimuth and elevation angles. The central nadir viewing direction
corresponds to row 240. Wavelengths increase with increasing column number.
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Fig. 17. OMI instrument BSDF for the quartz volume diffuser as a function
of column (wavelength) and row (viewing direction) for the VIS channel for
nominal azimuth and elevation angles. The central nadir viewing direction
corresponds to row 240. Wavelengths increase with increasing column number.

complete 115° field could not be filled instantaneously in the
radiance mode, but measurements at different viewing direc-
tions had to be performed and put together in the subsequent
analysis, which results in the residual higher frequency ripples.
These ripples are the main contributor to the swath angle
dependency uncertainty of the instrument BSDF as described
below.

During the OMI instrument BSDF calibration the unknown
BSDF of the instrument is calibrated against the known BRDF
of the external spectralon plate, which is close to, but not ex-
actly equal to, 1/ 1/sr, the expected number for a perfect Lam-
bertian diffuser. The spectralon BRDF is calibrated with an ac-
curacy of about 1% (20) [11]. The light flux originating from
the spectralon plate is attenuated by the cosine of the incident
angle, in this case 50.0°. The final accuracy for the OMI in-
strument absolute BSDF radiometric calibration parameter as
determined on ground using the methods described above is
about 4% (20). The swath angle dependency of the BSDF is
accurate to about 2% (20). This uncertainty results from the
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variations between the various measurements obtained with dif-
ferent external light sources and from the previously discussed
higher frequency structures (measurement/analysis artefacts) in
the BSDF as observed in Figs. 15-17.

In flight the absolute irradiance calibration can be verified
accurately, because the solar irradiance is known to an accuracy
of 1% to 2%. This is discussed below. On the other hand, the
radiance signals that are measured by the OMI instrument in
flight are highly variable as a result of varying ground albedo,
varying atmospheric conditions (clouds, composition) and
varying illumination conditions. This variability is transferred
into the measured in-flight absolute reflectance levels. This
makes in-flight validation of the Earth reflectance data, and thus
indirectly of the OMI instrument BSDF, difficult and time-con-
suming. The OMI BSDF will be verified using techniques
developed for TOMS and other BUV instruments. Methods
typically involve comparisons between observed and theoret-
ical reflectances, and can also include direct comparisons with
other satellite measurements. Most comparisons are of total
column ozone, with which a radiative transfer forward model
can be used to infer the radiometric calibration. However, the
measured Earth reflectances (actually the solar-normalized
radiances) can be verified directly using stable ground scenes,
such as over Antarctic and Greenland ice [12], [13]. Using
existing measurements of surface reflectance [14], radiative
transfer models are used to predict top-of-the-atmosphere
solar-normalized radiances. More work is required in the future
to continue and improve such comparisons.

B. Absolute Radiance and Irradiance Calibration

The absolute radiance and irradiance calibrations are impor-
tant for understanding the radiometric behavior of the instru-
ment on the ground and in flight. This understanding is cru-
cial for proper interpretation of the in-flight optical throughput
degradation behavior that will occur at some stage in flight. By
comparing the temporal behavior of in-flight measurement re-
sults via different optical paths it becomes possible to identify
the optical components that are responsible for the observed
behavior.

On ground the absolute radiance and irradiance calibration
parameters were determined using NIST-calibrated 1000-W
FEL quartz tungsten halogen lamps. In total four of these lamps
have been used in order to improve the final accuracy. In the
irradiance mode the FEL lamps illuminated the onboard dif-
fuser(s) directly via the irradiance port of the thermal-vacuum
chamber. The distance between the lamp and the onboard dif-
fuser was 1363+2 mm. The azimuth and elevation angles were
nominal. The absolute irradiance calibration measurements are
very similar to the BSDF irradiance measurements described
above, with the only difference being the light source. In the
radiance mode the FEL lamps illuminated the same spectralon
plate as used for the BSDF calibration at a distance of exactly
50.0 cm and at normal incidence. The OMI instrument views
the spectralon plate at an angle of 40.0°. The distance between
the OMI instrument and the spectralon plate was about 2 m.
These absolute radiance and irradiance measurements were
performed under flight representative pressure and temperature
conditions in a thermal-vacuum chamber.
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TABLE III
COMBINATION OF AVAILABLE MEASUREMENT DATA TO OBTAIN THE
RADIOMETRIC CALIBRATION PARAMETERS. TV INDICATES MEASUREMENTS
AT FLIGHT-REPRESENTATIVE THERMAL-VACUUM CONDITIONS

BSDF Radiance Irradiance
nadir off-nadir nadir off-nadir nadir off-
nadir

Irradiance Radiance, FEL BSDF off- BSDF Xe
and Xe source (TV) nadir nadir source
Radiance, (ambient) + + (TV)
Xe source + Irradiance Radiance
(TV) Irradiance, off-nadir nadir

Xe source

(TV)

As with the dedicated BSDF measurements described in Sec-
tion V-A, only a small range of the 115° field of view could be
illuminated instantaneously for the absolute radiance calibration
measurements. Multiple radiometric measurements were made
during OMI prelaunch testing. These included BSDF radiance
and irradiance measurements using an uncalibrated xenon op-
tical stimulus and calibrated FEL lamps for radiance and irradi-
ance sensitivity. All measurements were performed in both am-
bient and flight-representative (thermal-vacuum chamber) con-
ditions. In the thermal-vacuum chamber absolute radiometric
radiance calibration measurements could be obtained only for
the nadir viewing direction. While the flight-representative mea-
surements were preferred, the off-nadir radiance measurements
were only obtained under ambient conditions. Verification mea-
surements were performed in flight representative conditions for
a subset of viewing angles. Also, the signal-to-noise of measure-
ments using the xenon light source was superior in the ultravi-
olet to those using the FEL. The BSDF derived using the two
sources was found to be in agreement within the noise levels, so
data from the former were used for BSDF determination when-
ever possible.

All these measurements were carefully analyzed and com-
bined to obtain the radiometric calibration parameters in the
following way. The particular way in which measurements
were combined, shown in Table III, was chosen to maxi-
mize data from flight-representative conditions, maximize
signal-to-noise, and maintain consistency between the var-
ious radiometric parameters. The off-nadir calibrations were
computed as the product of calibrations at nadir and a set of
relative factors that vary with viewing angle. Consequently, the
uncalibrated source could be used for off-nadir parameters. The
absolute irradiance measurement results have comparatively
low signal-to-noise because the solar mesh and the diffuser
reduce the light flux from the FEL lamp considerably. For
this reason the absolute FEL lamp radiance calibration results
were combined with the BSDF results from the other optical
stimulus to obtain the absolute irradiance calibration, which is
in turn in agreement (within the noise levels) with the absolute
irradiance measurement itself.

The resulting absolute radiance results (in photons per square
centimeter per nanometer per steradian per electron) and irradi-
ance results (in photons per square centimeter per nanometer per
electron) for the three onboard diffusers are shown in Fig. 18.

Fig. 19 shows the solar irradiance spectrum measured in flight
with the quartz volume diffuser and binning factor eight for
row 33 on February 20, 2005. This spectrum can be compared
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Fig. 18. Absolute radiance (bottom curve) and irradiance (top three curves)
calibration data for the nadir viewing direction. These data produce the smooth
OMI instrument BSDF results as shown in Fig. 15. The top curve is for the
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Fig. 19. Measured solar spectrum over the quartz volume diffuser with binning
factor eight for row 33 (orbit 3207, February 20, 2005).

to the literature high-resolution solar spectrum convolved with
the OMI spectral slit function. The OMI spectral slit function
was measured very accurately on the ground using a dedicated
measurement setup and analysis method (Section IX). The con-
volved spectrum is not shown in Fig. 19, because it nearly coin-
cides with the measured spectrum. The ratio of the two spectra
is shown in Fig. 20. From this ratio a couple of observations can
be made.

First, there is a more or less wavelength dependent offset
of about 3% to 4%, which can be traced back to a multitude
of particular artifacts in the measurement setup and methods
used during the on-ground calibration, e.g., stray light in the
thermal-vacuum measurement setup, accuracy of spectralon
reference plate calibration, lamp irradiance calibration, etc.
Second, the residual Fraunhofer structures are comparatively
small, although the results can certainly be optimized further
in this respect. The figure shows that the convolution of the
high-resolution literature solar spectrum with the measured
spectral slit functions reproduces the measured solar Fraun-
hofer structures reasonably well, which suggests that both the
literature solar spectrum and the slit functions are quite accu-
rate. It further shows that the wavelength calibration attached
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Fig. 20. Ratio of solar irradiance measurement over the quartz volume
diffuser with binning factor eight (orbit 3207, February 20, 2005) and the
high-resolution solar reference spectrum convolved with the measured OMI
spectral slit function.

to the measured solar spectrum is accurate to typically a few
hundredths of a pixel. The OMI wavelength calibration is based
on the measured solar spectrum, so the algorithm is working
well. Further optimization in the mentioned areas is of course
planned. Third, differences are observed in the channel overlap
regions, especially between UV1 and UV2 at about 305 nm.
This suggests that the wavelength dependence of the absolute
radiance and irradiance calibration needs to be revisited and
optimized. This needs to be done in a way that no wavelength
dependent structure is introduced in the ratio of the two, i.e., the
instrument BSDF. Despite the need for further improvement,
the accuracy of the results shown in Figs. 19 and 20 is not unex-
pected, given the complexity of the OMI design and calibration.
Once the accuracy of the irradiance goniometry calibration (see
Section V-C) has been improved using in-flight measurement
data we will start investigating in detail the in-flight degradation
behavior of the onboard diffusers. Preliminary results show that
the diffusers have not degraded more than about 0.5% for all
wavelengths in the OMI wavelength range 264—-504 nm.

C. Irradiance Goniometry

In addition to depending on wavelength (column) and
viewing direction (row), the irradiance calibration depends on
the incident angles on the onboard diffusers. As outlined in
Section III these comprise the elevation angle, which varies
from +4.0° to —4.0° around the nominal value of 0.0°, and
the azimuth angle, which varies slowly throughout the year
from about 21° to 31° around the nominal value of 26.0°. As
explained in Section III the real elevation angle on the diffuser
varies around 11°. The elevation angle change originates
from the satellite orbital movement during a solar observation
sequence of 154 s. The elevation angle change during each of
the 77 images is about 0.1°. Each individual image needs to
be corrected for the radiometric goniometry. The irradiance
goniometry correction factors are multiplicative factors, which
are by definition 1.00 for the nominal azimuth and elevation
angles. Once this has been done, the images in the elevation
angle range [—3.0°; +3.0°] obtained during one solar observa-
tion sequence are averaged to improve the signal-to-noise. The
radiometric irradiance calibration is thus a complex function of
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Fig. 21. TIrradiance azimuth and elevation angle (in degrees) dependence for
the quartz volume diffuser for unbinned row 100.

wavelength, viewing angle, elevation angle and azimuth angle
for each of the three onboard diffusers.

The irradiance goniometry was calibrated on ground. The
same optical stimulus as used for the BSDF measurements (see
Section V-A) was also used for these measurements. The instru-
ment needs to be rotated about two axes that are located on the
diffuser surface to cover the elevation and azimuth angle ranges.
Since this could not be done in the thermal-vacuum chamber
the measurements were necessarily performed under stabile am-
bient conditions (293 K). The actual irradiance goniometry is
not expected to change from air to vacuum or with temperature,
because this concerns the optical properties of the diffusers, for
which no optical mechanisms are known to cause such changes.
However, the performance of the CCD detectors is considerably
worse at 293 K than at 265 K, the operational temperature. This
leads to a set of irradiance goniometry measurement data with
low signal-to-noise. Only a limited subset of azimuth and ele-
vation angles could be measured for the three diffusers on the
ground. The remainder of the data cube was obtained by interpo-
lation (in two dimensions) between the available angles, which
introduces additional uncertainties. Furthermore, the illumina-
tion geometry is close to, but not completely identical to, the
illumination geometry in flight. This too introduces additional
uncertainty. Despite the limitations of the available on-ground
measurement dataset, an analytical functional dependence on
row, elevation, and azimuth angle was found and calibration data
for this function were derived. It was found that there is virtually
no dependence on wavelength. It was not possible to factorize
the other variables into separate functions. These data are used
in the 0-1 data processor to correct for the irradiance goniom-
etry. Figs. 21-24 show a number of examples for some rows for
the quartz volume and regular aluminum onboard diffusers. The
magnitude of the goniometry correction is usually between 0.8
and 1.2, but can be as large as 1.3 for extreme angles. The ac-
curacy of the reconstructed goniometry data as compared to the
measured data was found to be about 2%.

The accuracy of the irradiance goniometry correction can be
determined in flight. Furthermore, given the accuracy of the
available on-ground irradiance goniometry measurement data,
it will be necessary to derive new calibration data based on the
in-flight irradiance data at various elevation and azimuth angles.
In order to do this properly the full azimuth range will need to
be covered, which will take one year. Preliminary studies on
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Fig. 22. TIrradiance azimuth and elevation angle (in degrees) dependence for
the quartz volume diffuser for unbinned row 500.

Fig. 23. Irradiance azimuth and elevation angle (in degrees) dependence for
the quartz volume diffuser for unbinned row 288 (nadir view).

Fig. 24. Trradiance azimuth and elevation angle (in degrees) dependence for
the regular aluminum diffuser for unbinned row 288 (nadir view).

the validity and accuracy of the available goniometry irradiance
correction data indicate that the accuracy of the irradiance go-
niometry calibration is about 3%, more or less in line with the
expectations from the on-ground calibration data. It is expected
that accuracy of the irradiance goniometry calibration can be in-
creased to better than 0.5% by using the available in-flight mea-
surement data.
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Fig. 25. Ratio of regular aluminum and quartz volume diffuser LO irradiance
data of December 30, 2004 (elevation angle 0.0°, azimuth angle 25.8°) for the
visible channel. The figure shows the diffuser features of the regular aluminum
diffuser as a function of viewing direction and wavelength.

D. Diffuser Spectral and Spatial Features

As explained in Section III-C the OMI instrument response is
affected by the surface structure of the three onboard diffusers,
because each pixel only views a few square millimeters of dif-
fuser surface. This behavior is already known from other satel-
lite instruments such as GOME on ERS-2 and SCTAMACHY on
ENVISAT, which use reflective aluminum diffusers in a manner
optically similar to that of OMI. Initial measurements with OMI
showed that the aluminum diffusers introduce spectral and spa-
tial features on the CCD images of the irradiance mode with
peak-peak amplitudes of 5% to 10% for unbinned images. From
an optical performance point of view, this was deemed too much
for DOAS applications, where residual structure in the Earth
reflectance data is detrimental for the accuracy of the gas re-
trievals. The appearance of the spectral and spatial features as a
function of row or viewing direction and column or wavelength
changes drastically with incidence angle on the diffuser, both
with azimuth angle and elevation angle. This makes it virtually
impossible to correct for the features or calibrate them out. For
these reasons a dedicated diffuser with optimized spectral and
spatial feature behavior was developed for the OMI instrument.
This is the quartz volume diffuser, for which the optical and op-
erational details were given in Section III-C.

To understand the appearance of the diffuser features we refer
to the following figures. Fig. 25 shows the in-flight ratio of the
regular aluminum diffuser over the quartz volume diffuser in
the visible channel. The features are much smaller in amplitude
for the quartz volume diffuser than for the aluminum diffuser
(see below), so the figure essentially shows the spectral and spa-
tial features of the aluminum diffuser. It can also be observed
that the regular aluminum diffuser has a 1.7 higher efficiency
than the volume diffuser at this wavelength range (350-500 nm).
The structures, with peak-to-peak amplitudes of about 10%, are
mainly wavelength independent (changes with row or viewing
direction and not with column or wavelength), but there are also
spectral features within each row. The result shown in Fig. 25 is
for binning factor eight. Binning has been observed to reduce the
spectral features efficiently and the spatial features to some ex-
tent. Fig. 26 shows the ratio of individual elevation angles over
the average of all elevation angles for both types of diffuser as
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Fig. 26. Ratio of single elevation measurement over the average of all
elevation angles in the range [—3.0°, 4+3.0°] for (top) quartz volume diffuser
and (bottom) aluminum diffuser in the wavelength range 310-500 nm as
measured on the ground. The elevation angles run from —1.0° at the top to
+4-1.0° on the bottom in steps of 0.5° in both figures.
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Fig. 27. Ratio of L1 irradiance data with azimuth angle 30.0° (November

18, 2004) divided by azimuth angle 26.9° (December 20, 2004) via the quartz
volume diffuser, showing the achieved in-flight diffuser features after binning
eight rows and averaging over the elevation angle range.

measured on ground. Already from these on-ground measure-
ments the superior feature behavior of the quartz volume dif-
fuser over the aluminum diffuser is apparent. This observation
is confirmed in flight.

The origin of the features is twofold. First, the instrument
views the surface structure of the diffusers over a few millime-
ters, because the diffusers are located close to the focus of the
telescope system. The diffuser loses its randomizing behavior at
this scale, and reflectance becomes nearly specular. This causes
the nearly wavelength-independent spatial features. Second, de-
creased randomization of the reflected sun light increases the
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Fig. 28. Ratio of L1 irradiance data with azimuth angle 30.0° (November 18,
2004) divided by azimuth angle 26.9° (December 20, 2004) via the regular
aluminum diffuser, showing the achieved in-flight diffuser features after binning
eight rows and averaging over the elevation angle range.

degree to which interference occurs, resulting in spectral fea-
tures with periods of 20-30 nm in the visible wavelength range
(e.g., Fig. 27). These features are expected to become smaller
in amplitude and shorter in period toward the ultraviolet. This
has indeed been observed in measurements on component level.
Given the variability of the features with illumination geom-
etry it is virtually impossible to calibrate them out, but there
are two ways of reducing their impact. Both ways utilize the
fact that the features vary with viewing direction and elevation
angle. In normal global operation of the instrument, electronic
on-chip binning takes place (see Section IV-A). The signals of
eight rows are coadded. This improves the signal-to-noise and
reduces the data rate, but it also reduces the impact of the dif-
fuser features roughly by a factor sqrt(8). Second, the solar im-
ages obtained at different elevation angles in the range [—3.0°;
+3.0°] are averaged after radiometric correction. This also im-
proves the signal to noise roughly by a factor 8 and reduces the
amplitudes of the features by the same factor. Both effects com-
bined result in a reduction of the features by a factor of about
20. Figs. 27 and 28 show the remaining spectral features after
binning and averaging over the elevation angle range for the
quartz volume diffuser and the regular aluminum diffuser. The
resulting peak-peak amplitudes are about 0.3% for the quartz
volume diffuser and 1.8% for the regular aluminum diffuser for
the central row, which is shown in these figures. The figures
show the ratios of two azimuth angles at 30.0° and 26.9°, so
the peak-peak amplitudes in the individual measurements will
be about half of those numbers, i.e., about 0.15% for the quartz
volume diffuser and 0.9% for the regular aluminum diffuser.
Another interesting feature can be observed when the azimuth
dependence is investigated. Fig. 29 shows the ratio of two un-
calibrated irradiance measurements obtained at two azimuth an-
gles (25.8° and 30.0°) on different dates (December 30 and Oc-
tober 17,2004, respectively) for the visible channel of the quartz
volume diffuser. This ratio shows an attenuation of about 12%
as a function of viewing direction. This effect is tentatively at-
tributed to interference effects in the cavity between the solar
mesh and the onboard diffuser, which has a width of about 10
mm. Back reflections from the diffuser hit the mesh and reillu-
minate the diffuser. This effect, which has been observed both
on the ground and in flight, is calibrated out in the irradiance
goniometry calibration. From Fig. 25, where the attenuation is
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Fig. 29. Ratio of quartz volume diffuser LO irradiance data of October 17,
2004 (elevation angle 0.0°, azimuth angle 30.0°) and December 30, 2004
(elevation angle 0.0°, azimuth angle 25.8°) for the visible channel. This
ratio of two azimuth angles shows, besides minimal diffuser features, also a
radiometric attenuation originating from interference between the solar diffuser
and the solar mesh.

absent in the ratio of two diffusers, and from other observations
it can be seen that this wave-like attenuation is the same for all
three onboard diffusers.

E. Optical Throughput Degradation of the Instrument in Flight

The optical throughput of the instrument can be monitored in
flight in a relative sense, i.e., as a function of time with respect
to the beginning of the mission. This can be done for various in-
strument modes. Instrument radiometric monitoring of the radi-
ance port, including the first telescope mirror 003, is difficult due
to the variability in the Earth radiance fluxes. This was discussed
in Section V-A. The sun also provides a stable and known irradi-
ance source for monitoring the instrument radiometric stability,
provided the irradiance goniometry and, in the case of OMI, the
onboard diffuser features are well understood. This section will
focus on radiometric monitoring of the OMI instrument using
the internal white light source (WLS). The prime purpose of the
WLS is to provide measurement data to calibrate CCD detector
features such as pixel-to-pixel response nonuniformity (see Sec-
tion XI) and dead and bad pixels. However, the WLS is radio-
metrically stable to an accuracy of about 0.5% to 1.0% and can
be used to monitor the radiometric stability of the OMI instru-
ment in flight. The optical path is more or less the same as for
the sun measurements, except for the onboard reflectance dif-
fusers in the sun mode, which are replaced by the transmission
diffuser in the WLS mode. In case the WLS response as a func-
tion of time is measured to be stable it can be concluded that
both the radiometric throughput of the WLS optical path and
the lamp itself are stable. In case degradation is observed both
the optical path and the lamp can be subject to degradation, and
one will have to resort to other modes (sun, Earth) in order to
identify the component(s) that cause the observed degradation.

The in-flight optical stability has been monitored using the
WLS since launch plus 36 days, when the WLS was switched
on for the first time at an instrument temperature of 264 K. Since
the WLS illuminates the complete entrance slit and the complete
CCD detectors, all pertinent wavelengths and viewing directions
can be investigated. Fig. 30 shows the OMI in-flight optical sta-
bility from launch plus 36 days until launch plus 200 days for
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Fig. 30. Instrument optical stability as measured with the internal white light
source from launch plus 36 days until launch plus 207 days for UV1 (top line),
UV2 (middle line), and VIS (bottom line).

UV1, UV2, and VIS as measured with the WLS. In the figure
the averaged response of the complete illuminated area per sub-
channel is shown, but this result is representative for smaller
areas on the CCD as well. It can be seen that in the beginning of
the mission there are some settling effects of about 1% to 2%,
tentatively attributed to the lamp itself. It can be concluded that
no optical throughput degradation can be observed outside the
accuracy of the WLS measurements (0.5% to 1.0%) in the time
period under investigation. This implies that both the WLS op-
tical path and the lamp itself are stable for this time period.

VI. VIEWING PROPERTIES

The viewing properties of the OMI instrument determine the
geolocations and reflection angles of the observed scenes. They
comprise the instantaneous pixel line of sight (PLOS), which
is determined by the azimuth and elevation angles of the radi-
ance mode, and the instantaneous pixel field of view (PFOV).
Both parameters are functions of column (wavelength) and row
(viewing direction) on the CCD detectors. For the line of sight
the azimuth angle basically equals the viewing swath angle,
which is the range [—57.5°; 457.5°]. The elevation angles cor-
rect for the smile effect in line of sight, as explained earlier in
Section III-A. Finally, the viewing properties comprise the spa-
tial response function, i.e., the viewing direction equivalent of
the spectral slit function in the wavelength dimension. If a par-
allel beam of white light is offered to the instrument via the ra-
diance port, the response on the CCD detectors has a certain
shape and resolution. This is the spatial response function. In-
formation on the co-alignment of the three subchannels is also
contained in the measurements.

The viewing properties were calibrated on the ground using
a parallel white light beam to the instrument via the radiance
port. By rotating the instrument using a turn-tilt cradle and
monitoring the response per CCD pixel, the viewing proper-
ties were calibrated. Alternatively, in some cases the viewing
properties are determined by offering a fixed combination of
azimuth and elevation angles and examining the response of
multiple pixels in the row (viewing direction) dimension. The
output beam of the optical stimulus is highly collimated with
a divergence about 0.03°, i.e., about 0.1 pixel. The turn-tilt
cradle is not suitable for thermal-vacuum environment and for
this reason the viewing property measurements were performed
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Fig. 31. Measured spatial resolution in the swath dimension for a pixel close

to nadir in the VIS channel at about 425 nm along with the fitted Gaussian result.
The double peak is originating from the polarization scrambler.
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Fig. 32. Measured spatial resolution in the flight direction for a pixel close to
nadir in the VIS channel at about 425 nm along with the fitted Gaussian result.

under ambient conditions. A number of measurements were
performed to quantify the changes in viewing properties from
air to vacuum and from room temperature to the operational
temperature of 264 K. The results were included in the viewing
property calibration parameters.

The azimuth angle is a nearly linear function of the row num-
bers. An example of the elevation angle was shown earlier in
Fig. 9. The 0-1 data processor averages the azimuth and eleva-
tion angles per optical subchannel over all wavelengths in the
illuminated image area. The final geolocation per subchannel is
calculated using these averaged azimuth and elevation angles.

If the spatial response function in the swath direction is fitted
using a Gaussian response the full width at half maximum (spa-
tial resolution) is typically about 2.3 row pixels in UV2 and VIS
and 1.6 pixels in UV1. At the extreme viewing angles the spa-
tial resolution is larger: about 3.0 pixels in UV2 and VIS and 2.5
pixels in UV1 at a swath angle of +56°. If a scan at high reso-
lution is performed it can be observed that the spatial response
function in the swath dimension is doubly peaked. As explained
in Section III-B, this is caused by the polarization scrambler. An
example of this behavior in the VIS channel for a pixel close to
the nadir viewing direction is shown in Fig. 31. Fig. 32 shows a
similar scan in the VIS channel for the same pixel close to the
nadir viewing direction, but in this case in the flight direction.
The response function in the flight-direction can be fitted well
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Fig. 33. Typical result using the unbinned superzoom mode central part of the
visible CCD over southern Spain and North Africa on November 19, 2004 (orbit
number 1853).

with a Gaussian shape. The full width at half maximum of about
1.0° and the shape is in good agreement with the measurements
on the telescope on component level (see Section III-A).

The L1 geolocation has been validated in flight. The in-
strument was operated in a special unbinned mode for several
days, providing cross-track resolution at nadir approximately
five times that in the normal binned mode. Fig. 33 shows a
typical false-color image based on these measurement data in
the visible channel plotted on calibrated geolocation latitude
and longitude from the L1 radiance product along with the
coast contours. From these investigations it can be concluded
that the geolocation in flight at various viewing directions on
the CCD detectors is accurate to about 0.1 pixel, corresponding
roughly to 2 km.

VII. STRAY LIGHT
A. Spectral Stray Light

The spectral stray light behavior of the instrument was ex-
tensively characterized and calibrated on the ground. The most
critical wavelength range, as far as spectral stray light is con-
cerned, is the UV 1 channel with wavelength range 264-311 nm,
and especially the wavelength range below 290 nm, where the
useful radiance signal is two orders of magnitude lower than at
310 nm as a result of the ozone absorption. The optical design
of the instrument has been optimized to reduce spectral stray
light below 290 nm, as explained in Section III. The uncorrected
measured spectral stray light fraction at 270 nm is about 8% of
the useful signal. Therefore, an additional correction to reduce
spectral stray light below 1% after correction is required.

On the ground spectral stray light measurements have been
performed via the radiance port for various viewing directions
at ambient conditions. Measurements via the calibration port
(see Section IIT) at both ambient and flight-representative pres-
sure and temperature conditions have also been performed. The
employed light source was a high-flux optical stimulus (150-W
xenon lamp) with a divergence of about 3° and an output beam
of about 5 cm in diameter. Various well-calibrated bandpass and
cut-on long-pass wavelength edge filters were used to vary the
source area illumination.
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Fig. 35. Radiance distribution as a function of the swath viewing angle for

a wavelength where clouds are visible (crosses and dotted line, 313 nm, right
vertical scale) and where clouds are not visible (circles and solid line, 280 nm,
left vertical scale).

Most of the UV stray light (e.g., in the range 265-280 nm)
results from near-band scatter (280-350 nm). As a representa-
tive example Fig. 34 shows the spectral stray light fraction at
290 nm in UV1 as a function of the source region wavelength.
The figure shows that source regions above 350 nm hardly con-
tribute to the spectral stray light in UV 1. From all measurements
or source regions the spectral stray light in UV1 is fitted with
polynomials through the columns (wavelengths), but indepen-
dently of the rows, in the target area in UV1. A spectral stray
light correction algorithm has been implemented in the 0—1 data
processing. In that algorithm the source area is radiometrically
calibrated and summed over the applicable columns and rows.
Validation using the available spectral stray light measurements
and zenith sky measurements show that the spectral stray light
is reduced by a factor 5-10 using the above algorithm.

The on-ground spectral stray light measurements suffer from
low signal-to-noise because of the tradeoff between limiting the
spectral source region and having high signal levels. Based upon
the ground tests stray light rejection in the UV 1 channel appears
to be very good. Because the ozone profiling algorithms that
use the UV1 signals are sensitive to stray light it is important
to validate and possibly optimize the spectral stray light algo-
rithm and calibration parameters using in-flight radiance mea-
surement data. This is an ongoing activity. Some preliminary
results are shown in Fig. 35. The figure shows the radiance dis-
tribution as a function of the swath viewing angle for a wave-
length where clouds are visible (313 nm) and where clouds are
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Fig. 36. Spatial stray light at column 300 (about 340 nm) in UV2 with source
illumination at nadir. The observed spatial stray levels are as expected from
component measurements on the bare OMI telescope.
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Fig. 37. Spatial stray light at column 400 (about 430 nm) in VIS with source
illumination at —50°, showing increased stray light at more negative swath
angles. In addition, three spatial ghosts can be seen.

not visible (280 nm). The figure shows that the cloud structure
does not appear at 280 nm, indicating that the assumption in the
stray light correction algorithm to allow source region swath av-
eraging, is justified, and that there is a gradient in the swath illu-
mination for 280 nm which implies that the assumption in stray
light correction algorithm to have no swath dependency in the
target regions, is not fully justified. More work is required to im-
prove the spectral stray light calibration using in-flight radiance
data.

B. Spatial Stray Light

Spatial stray light is light intended for a specific viewing di-
rection ending up at another viewing direction. In general, spa-
tial stray light and spectral stray light are mixed, i.e., light can
end up at another viewing direction as well as at another wave-
length. In this section we discuss purely spatial stray light.

The OMI instrument radiance port spatial stray light behavior
has been characterized on the ground. Typically, light is offered
to arestricted area of viewing directions covering about 2° to 3°.
White light is used, but also some measurements using bandpass
filters and cut-on filters, as discussed in the spectral stray light
section, have been performed. For measurements under flight-
representative thermal-vacuum conditions, only a restricted set
of angles could be covered in the available time: swath angles
of —50°, 0°, +50°. Fig. 36 shows the result for UV2 for nadir.
This result is typical for the spatial stray light performance of
the telescope as measured on component level, implying that the
rest of the optics are not introducing additional spatial stray light
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Fig. 38. Spatial stray light at column 700 (about 285 nm) in UV1 with source
illumination at —50°, showing increased stray light at all viewing directions. In
addition, two near-field spatial ghosts can be seen.

effects. No spatial ghosts are observed. Fig. 37 shows a repre-
sentative result at source illumination —50° for the VIS channel.
It can be observed that toward more negative swath angles the
background signal is about ten times higher than toward nadir as
a result of spatial stray light. In addition two near-field ghosts
and one small ghost at a positive viewing angle are observed.
Fig. 38 shows a similar result for UV1. It can be observed that
additional spatial stray light is measured.

The on-ground measurements present a situation where
about 50 rows are illuminated and smeared over 420 other
rows, whereas in flight 420 rows can be illuminated and scat-
tered into 50 low-albedo scene rows for certain worst-case
high contrast scenes. This makes a difference of typically two
orders of magnitude with respect to the situation as shown in
Figs. 36-38. In such worst-case situations spatial stray light
contributions of one to a few percent could be possible. On the
other hand, such worst-case situations are not likely to occur for
purely spatial stray light in UV1, because for the wavelength
range 260-305 nm the ground and clouds are not visible and
high-contrast scenes do not occur for this channel.

No correction algorithm has been implemented in the 0-1
processing for spatial stray light. In future, a correction could
be based on a matrix/vector approach, where source region il-
lumination is scattered into different viewing directions based
on a wavelength-dependent calibrated spatial stray light ma-
trix. There are no indications in the ground measurements for
strong spectral spatial stray light components, so the spatial
stray light will be considered as purely spatial. Given the avail-
ability of only three viewing angles for the source regions from
the on-ground measurements, it will be difficult to fill and verify
such a matrix.

VIII. WAVELENGTH CALIBRATION

The in-flight wavelength calibration for OMI is performed
by use of the Fraunhofer lines in the sun spectra and Earth
spectra. Instruments comparable to OMI often have onboard
PtCrNe(Ar) hollow-cathode spectral calibration sources. How-
ever, the wavelength calibrations from such sources are of insuf-
ficient accuracy for the application of L1 measurement data in
DOAS retrievals for a variety of reasons. First, the availability of
the spectral lines, their distribution over the instrumental wave-
length range and the line blending are often not optimally suited
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for achieving a very accurate spectral calibration. Second, the
optical path from the lamp to the spectrometer is not identical
to the optical path that is followed with sun or Earth illumina-
tion, or the entrance slit illumination with the lamp is different
in terms of uniformity as compared to sun or Earth illumina-
tion, which introduces small systematic shifts of the spectral
lines on the detectors. More accurate spectral calibrations are
derived from Earth and sun measurement data, which is the ap-
proach chosen for the OMI instrument in flight. Spectral lamp
measurements have been performed on the ground to support
the prelaunch wavelength calibration.

During the on-ground calibration spectral calibration data
have been obtained by illumination of the calibration port (see
Section III) with a dedicated optical stimulus equipped with a
PtCrNeAr hollow-cathode spectral light source. Illumination
via the calibration port ensures homogeneous filling of the
entrance slit and thus instantaneous complete illumination of
all viewing directions on the CCD detectors. It was verified that
the different optical ports, i.e., sun port, nadir port, and calibra-
tion port yield the same spectral calibration data and spectral
slit function calibration data. The positions of the spectral lines
are known to an accuracy of better than 0.01 pixel, but the final
accuracy of the spectral calibration is reduced by the effects
mentioned above. For this reason the echelle slit function
optical stimulus, which is discussed in detail in Section IX,
was used via the calibration port in addition to the spectral
lamp. The echelle optical stimulus is a grating used at high
order coupled with a spectrally broad source. It outputs a set of
spectral lines, for which the wavelength spacing is accurately
known. Furthermore, the spectral lines have full widths at half
maximum that are typically an order of magnitude lower than
the OMI wavelength resolution, thus providing basically delta
inputs to the OMI instrument in the wavelength dimension.
This ensures that the response function as measured by the
OMI instrument is dominated by the spectral slit function
of the OMI instrument rather than the optical stimulus. The
wavelength spacings between the stimulus spectral lines are
almost independent of the exact angle of the echelle grating,
in contrast to the absolute wavelengths of the lines, which are
determined by the grating angle. The wavelength calibration of
the OMI instrument is given by

N
)\ijzzckj'ik (1
k=0

where i is the column number, j the row number, and c;,; are the
wavelength calibration polynomial coefficients. IV is the order
of the polynomial, which is typically 4 for the UV1, UV2, and
VIS subchannels. Using the echelle slit function optical stim-
ulus allows for a very accurate determination of all ¢y, except
the zero-order coefficient c,;, which depends on knowledge of
the absolute wavelengths of the optical stimulus spectral lines.
These absolute wavelengths are not known a priori. By com-
paring the measurement results of the spectral lamp and the
echelle optical stimulus the remaining c,; parameters have been
calibrated accurately as well. The accuracy of the on-ground
wavelength calibration is about 0.1 pixel.

The in-flight spectral calibration is applied by the 0-1 data
processor to Earth and sun measurements. Per subchannel a
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Fig. 39. Correlation for Earth shine spectra between wavelength shifts close
to cloud transitions and gradients in small pixel column readouts for the VIS
channel. This effect is attributed to partial slit illumination at inhomogeneous
ground scenes and is corrected in the 0—1 data processor using a correlation as
shown. In the figure the correlation coefficient is 0.96, and the slope is 0.92.

number of fitting windows are defined. In each window the mea-
sured spectrum is compared and fitted to a high-resolution lit-
erature solar spectrum [15] convolved with the accurately cal-
ibrated spectral slit function (Section IX). The nonlinear fit-
ting process determines the wavelength scale of the window by
shifting and squeezing the measured spectrum until an optimal
match is obtained, for the Earth spectra ozone absorption and
the atmospheric Ring effect are also taken into account. Subse-
quently, a polynomial (typically of order 4) is fitted through this
set of predefined and optimized windows per subchannel. This
defines the wavelength calibration per subchannel and per row.
This algorithm is performed for each binned or unbinned row
available in the measurement. Typical accuracies of the wave-
length calibration that are obtained using the above algorithm
on in-flight measurement data are for the solar spectra about
0.02 pixels in UV1, UV2, and VIS and for the Earth spectra
0.04-0.05 pixels in UV1, UV2, and VIS.

The results of the in-flight wavelength calibration on Earth
spectra along complete orbits show that wavelength shifts of
several hundredths of a pixel occur when the signal intensity
changes, i.e., when ground scene changes in the flight direction
occur, for example in case of clouds. This holds particularly for
the UV2 and VIS channel, but not for the UV1 channel, be-
cause for wavelengths below 305 nm the ground is not seen and
scene-to-scene variability is much less. The effect can be ex-
plained in terms of partial or nonuniform filling of the entrance
slit in the flight direction, which is also the spectral dispersion
direction. This influences the shape of the spectral slit function,
which is narrowed and shifted with respect to the situation cor-
responding to complete uniform entrance slit filling. It turns out
that it is possible to correct for this effect, which is the main con-
tributor to the inaccuracies as quoted in the previous section, by
using the small-pixel column data in the UV or VIS channel, for
which a number of data points equaling the coadding factor are
available for each read-out of the CCD detectors. The correction
for this wavelength shift makes use of the correlation that exists
between the observed wavelength shifts and the gradients in the
small-pixel column data. Fig. 39 shows an example of this cor-
relation in the VIS channel for an arbitrary orbit. By applying
the wavelength correction for changing scenes the accuracy of

1231

the in-flight wavelength calibration of Earth shine spectra ap-
proaches 0.01 pixels, which is the goal accuracy for the in-flight
wavelength calibration.

IX. SPECTRAL SLIT FUNCTION

The spectral slit function, which determines the measured
spectral width (resolution) of the (ir)radiances spectral struc-
tures, was measured on the ground with the OMI instrument
under flight-representative conditions. Since the slit function is
different for every detector pixel, its determination is of critical
importance for DOAS based retrieval of data products for which
spectral shapes must be accurately determined.

In order to accurately measure the spectral slit functions a
dedicated optical stimulus was designed that utilizes an echelle
grating to produce an output beam containing about 50 spec-
tral peaks in the wavelength range 264—504 nm, corresponding
to the large number of diffraction orders of the echelle grating.
These peaks are spectrally well separated and about ten times
narrower in spectral width than the spectral resolution of the
OMI instrument as listed in Table I. By rotating the echelle
grating, the spectral peaks move in wavelength space and thus
on the OMI CCD detector. The response of a detector pixel to
a passing echelle peak yields the spectral slit function of that
pixel. Rotation of the echelle grating gives the shape of the spec-
tral slit function, which is measured with better sampling and at
higher accuracy than is obtained using a spectral line source, for
which the accuracy is limited by the pixel sampling of the spec-
tral resolution by the detector. As listed in Table I, the ratio of
the OMI spectral resolution to the pixel sampling typically is 3,
whereas in the slit function measurements using the echelle op-
tical stimulus ten times better sampling of the spectral resolution
is achieved. For the OMI instrument the spectral slit function de-
pends on wavelength, viewing direction, and the temperature of
the optical bench (264 K).

The light beam of the echelle stimulus was coupled into
the OMI instrument using the calibration port (via C08-C10
in Fig. 1), with the complete entrance slit 008 and thereby all
CCD-rows (viewing angles) illuminated.

The advantage of moving an echelle spectral line over a fixed
pixel is seen in Fig. 40. The upper plot shows the sampling of
the spectral slit function when recording the response to the
echelle slit function optical stimulus at a single echelle angle
while the lower plot shows the improved sampling of the slit
function measured using the dedicated echelle optical stimulus
at multiple echelle angles. The solid line in both plots is a pa-
rameterized fit through the data points of the lower plot. Note
that the solid line in the upper plot is not a fit through the small
number of data points. For the UV1 spectral channel a standard
Gaussian line shape was fitted, for the UV2 and VIS spectral
channels a modified, broadened Gaussian profile was used. The
functional parameterization describing the broadened Gaussian
profile is

z—z( " T—xq

Aoe_(w—o)z +A16_( wy )4 2)

where Ag, A1, T, 1, wo, wy are fitting parameters describing
the amplitudes, positions, and widths, respectively. Note that x
and z; can be different, resulting in asymmetric slit function
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Fig.40. OMI spectral slit function profile for each spectral channel. The upper
panel presents the OMI response to a single narrow wavelength corresponding
to a single echelle angle measurement and clearly shows the limited sampling
of the spectral resolution of the instrument when illuminated with a spectral
line. The lower panel presents the OMI slit function calibrated with the
dedicated optical stimulus at multiple echelle angles; much better sampling is
achieved with this stimulus, which moves the spectral feature in pixel space as
the echelle grating is rotated. The solid line is a parameterized fit through the
data: a Gaussian profile in UV1, a modified (broadened) Gaussian profile in
UV2 and VIS. The fit result of the lower panel is coplotted in the upper panel
for reference.

shapes, which have indeed been measured for certain ranges of
CCD pixels. These results show that with the use of the echelle
grating optical stimulus much more accurate calibration param-
eters for the spectral slit function can be obtained as compared
to the use of single spectral lines.

X. IN-FLIGHT DETECTOR DARK SIGNALS

On-ground testing has shown that proton damage to the OMI
CCD detectors can increase the dark current behavior of the in-
dividual CCD pixels in both the image and the storage sections.
Proton-induced damage effects on CCDs are well-described in
the literature [16], [17]. The dark current at 265 K is in the UV
channel image area about 47 e/s per unbinned pixel (68 e/s in the
storage area) and in the VIS channel image area about 86 e/s per
unbinned pixel (91 e/s in the storage area). After single proton
hits these initial dark current values roughly double on average.
In order to minimize the damage, 10-kg additional aluminum
shielding was added to shield the detector modules and CCD
detectors. Furthermore, the operational temperature of the CCD
detectors was lowered from about 278 to 265 K in order to min-
imize the impact of the radiation damage and the dark current
increase. The temperature of the optical bench was also low-
ered from about 277 to 264 K. The average thickness of the
additional aluminum shielding is about 29 mm. The location
of the shielding is shown in Fig. 41. In this section the CCD
detector performance during the first 200 days after launch is
investigated.

Once per day the CCD detectors are read out in unbinned
mode on the eclipse side of the orbit with the folding mirror
C03 blocking the optical light path. These measurements are
particularly well suited to determine dark currents of the in-
dividual pixels. The average dark signal is about 1700 binary
units, but outliers with higher signals can be clearly identified.
A similar analysis at the beginning of the mission or preflight
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Fig. 41. OMI optical bench. The main radiator plate for cooling down the
optical bench is located at the back. On the right-front and right side the
additional 10-kg aluminum detector module shielding can be seen.
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Fig. 42.  Number of pixels with increased dark current as a function of time
after launch for the UV CCD detector.

shows no such peaks with higher signals. The peaks of the indi-
vidual pixels originate from an increase in dark signal after the
pixel was hit by a damaging particle, most likely a proton. The
observed peaks cannot be attributed to single events, such as
the ones observed when the instrument passes though the South
Atlantic Anomaly (SAA). In such cases increased activity is ob-
served on the CCD images, but the increased signals disappear
once the spacecraft leaves the SAA. An example of such in-
creased temporary activity SAA behavior is shown in Fig. 43.
In contrast, the peaks with lasting high dark signals represent a
permanent increase in dark current resulting from damage to the
CCD pixel in the form of lattice displacements. The behavior of
the peaks has been investigated using a threshold algorithm to
identify the pixels with increased signal. By examining multiple
adjacent read-outs the single-event peaks are discarded and only
the pixels that show a permanent high signal are taken into ac-
count. Fig. 42 shows the number of pixels with increased dark
signal as a function of time after launch for the image areas of
the UV CCD detector. It can be seen that the number of pixels
with higher dark signals increases about linearly with time and
that the line extrapolates more or less through zero at launch, as
expected. The behavior for the VIS detector is almost identical.
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Fig. 43. Dark signal measurement with exposure time 136 s and gain factor
40 in SAA. The increased number of random hits and trails of particles can be
observed.

Another way to visualize the changes in the CCD detector
dark signal is to investigate the CCD histograms of the dark
measurements. Fig. 44 shows such histograms for two measure-
ments with exposure times of 36 s and gain factor 40 obtained
on August 20, 2004 and February 5, 2005. It can be observed
that the tail of the distribution toward higher signals increases
with time. This behavior is known from and consistent with
on-ground radiation testing with protons.

Proton radiation damage on CCD detectors is known from
literature to cause a phenomenon known as random telegraph
signal (RTS) [18], [19]. RTS in dark signal measurements man-
ifests itself as a type of behavior where the output of a pixel is
unstable and shows evidence for jumps between multiple more
or less stable energy levels. This is a statistical process and the
time constants of such jumps can vary per pixel. The exact times
when an energy transition will occur cannot be predicted. It is
known from literature that the time constants between jumps
become longer when the CCD temperature is lowered. This be-
havior as known from literature has been confirmed on proton
irradiated CCD samples before launch for the OMI instrument.
Figs. 45-47 show for three individual pixels the time histograms
(left) and dark currents (right) as a function of time. In these
three cases it concerns pixels that were hit by a proton in the pe-
riod November 25 to December 1, 2004. Before being hit these
pixels behaved normally and as expected, i.e., with one dark
current level and expected noise behavior with an occasional
spike that causes no permanent damage. Fig. 45 shows an ex-
ample of a pixel that was hit twice in one week, but still behaves
normally, albeit with higher dark current. Fig. 46 shows an ex-
ample of a pixel that shows regular RTS after being hit, at 2-3
energy levels, as confirmed by the histogram on the left. Fig. 47
shows an example of a pixel that shows erratic RTS behavior
after being hit, with multiple energy levels or maybe even with
a continuum of energy levels (see the histogram to the left). For-
tunately, the latter category of RTS pixels (after proton hits) are
a minority, with most pixels behaving as exemplified in Figs. 45
and 46 after being hit by a particle.

An interesting question is which particles are responsible
for the dark current increase and CCD detector damage. In
order to answer this question, the dedicated dark current
measurements from November 25 to December 1, 2004 have
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Fig. 44. Histograms of dark signal measurements (top) on August 20, 2004
and (bottom) February 5, 2005.

been investigated. During this period, for about 700 pixels on
each detector the dark current has been observed to increase
considerably, i.e., these pixels have been hit by a particle. The
geolocation at which this increase occurred is shown in Fig. 48.
It can be clearly seen that most damage occurs in the SAA
and the radiation belts at the poles. This suggests that particles
trapped in the Earth’s magnetic field rather than free or direct
solar particles are responsible for the observed phenomena.
Trapped electrons can be ruled out, because they would not be
able to penetrate the 29-mm-thick aluminum shielding. This
leaves trapped protons as the most likely candidate for the
CCD detector damage. Comparing the SAA area where most
damage occurs according to our results to model calculations
(ESA/SPENVIS) suggests that trapped protons with energies of
more than about 10 MeV are the main origin for the observed
damage. Fig. 49 shows the predicted end-of-life proton dose as
a function of shielding thickness. It can be seen that, although
the 29-mm-thick shielding stops about two thirds of the amount
of protons, considerable amounts of protons are still able to
reach the CCD detectors. The fact that so many particles reach
the detectors despite the 29-mm-thick aluminum shielding
provides further support to the assumptions that protons cause
the observed damage. To what extent secondary particles orig-
inating in the aluminum shielding itself are contributing to the
observed behavior is unknown. The nature of the damage in
increased dark current and RTS behavior suggests that nonion-
izing energy loss damage is considerably more important than
ionizing energy loss. The latter is known to be more capable of
self-healing than the former.

Pixels that are hit by protons can still be used if Earth spectra
are dark signal corrected with measurements that are obtained
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erratic RTS behavior, which was absent before the hit.

close in time to the light measurement, i.e., when the dark signal
correction is sufficiently dynamic. Such a dynamic dark signal
correction scheme is compromised if the pixels show significant
RTS behavior. As explained above, nearly all pixels that have
been hit by a proton show RTS behavior of some kind after the

radiation damage. The exact appearance of the RTS behavior
varies greatly between pixels. From inspection of the pixels with
increased dark current it is estimated that about 95% of these
pixels can still be used well for measurement purposes, because
the dark signal can be corrected for using a dynamic dark signal
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Fig. 49. Damage equivalent proton dose at the end of life as a function of
aluminum shielding thickness. The average thickness used for OMI is 29 mm.

correction scheme. The remaining 5% shows damage to an ex-
tent that the pixel contents may be unreliable or inaccurate, be-
cause the dark current and/or noise shows large variations in
time. In order to properly appreciate the impact of the CCD pixel
proton radiation damage manifested by the increased dark cur-
rent and RTS behavior one must realize that the results shown so
far have been obtained with measurements with exposure times
of 136 s and gain factor 40. Typical Earth-shine and sun mea-
surements are performed with exposure times of 0.5-1.0 s and
gain factors of 4 or 10, i.e., the impact of the proton damage
on actual Earth or sun measurements is typically three orders
of magnitude smaller than discussed above. Furthermore, the
Earth and sun measurements are performed with electronic bin-
ning factor four or eight, whereas the long dark measurements
shown above have been performed with binning factor one. So
even when the proton radiation damage on the CCD detectors
is a compromising factor for the quality of the Earth and sun
measurements and the exact impact of the damage must be con-
tinuously monitored, the impact on the OMI science data is not
as severe as might have been suggested by the results shown in
this section, which present extreme cases obtained with extreme
measurement settings that are not at all representative for the
regular OMI science measurements. In order to be able to deal
properly with the pixel-dependent varying dark currents of the
CCD detectors in the 01 data processing a dynamic dark signal
correction scheme that is able to use the appropriate dark signal
measurements close in time to the Earth and sun measurements
is currently in preparation.
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Fig. 50. PRNU for (top) UV channel (left, UV2 and right, UV1) and (bottom)
VIS channel.

XI. DETECTOR PIXEL RESPONSE NONUNIFORMITY

The PRNU is a detector property that describes the relative re-
sponse of each individual pixel. If not corrected properly, PRNU
introduces high-frequency instrument-related structures in the
calibrated measurement data. The PRNU is strongly wavelength
dependent, because at higher wavelengths the penetration depth
of the photons in the silicon material is smaller. For the OMI
wavelength range 264-504 nm the PRNU has a typical peak-
peak amplitude of about 5% at the shorter wavelength end and
decreases gradually to a peak-peak amplitude of typically 0.1%
at 500 nm. Although PRNU is dependent on the wavelength, the
effect is purely CCD detector related. PRNU is caused by differ-
ences in individual pixel size and surface treatment. The PRNU
for the CCD detectors used in OMI shows a diagonal pattern, as
shown in Fig. 50.

In order to determine and calibrate the PRNU, the spectrom-
eter has to be illuminated with a white light source which has no
spectral output variation on a scale of more than 10~# at the typ-
ical PRNU periods in the wavelength and viewing dimensions
as shown in Fig. 50. This so-called flat-fielding is in practice
more easily said than done. Usually an irradiance source illu-
minates a diffuser, for example one of the three internal OMI
reflectance diffusers, an external spectralon diffuser, or the in-
ternal OMI transmission diffuser. As explained earlier, the OMI
aluminum diffusers introduce spectral and spatial features on
a 10% scale (see Sections III-C and V-D). An external spec-
tralon reflectance diffuser also introduces spectral features on a
103 scale and furthermore it is not possible to illuminate the
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complete image area on the CCD detectors instantaneously. The
internal OMI WLS illuminates the OMI transmission diffuser
CO05, which also introduces diffuser features on a 1% scale, as
shown in Section III. For these reasons, it was decided to deter-
mine the prelaunch PRNU from irradiance measurements over
the quartz volume diffuser, which results in the smallest possible
features, and from the internal WLS over the transmission dif-
fuser CO5. The latter option was examined despite the features
introduced by the transmission diffuser, because it is the most
promising option to be used in flight. By comparing the two
light sources it has been possible to identify the transmission
diffuser contribution as shown earlier in Fig. 6. The irregulari-
ties of the entrance slit 008, shown earlier in Fig. 5, influence the
accuracy of the PRNU calibration. In flight the PRNU is veri-
fied and may be adjusted when necessary using the unbinned
internal WLS measurement data, which are measured once per
week. Note that the PRNU is equal for the radiance and irradi-
ance modes and for this reason cancels in zero order in the ratio
of the two, i.e., in the Earth reflectances.

XII. DETECTOR NONLINEARITY

Light flux is converted to collected charge in the CCD pixels,
which is in turn clocked on the on-chip preamplifier with po-
tential use of binning in the readout register. The (amplified)
analog signals are fed into the ELU, where they are digitized.
On-ground testing revealed that the DEM amplifier is the domi-
nant source for the OMI system nonlinearity (signal-dependent
gain).

On the ground the nonlinearity has been measured on DEM
unit level as well as on integrated OMI system level at flight-rep-
resentative conditions using combinations of variation of the de-
tector exposure times and variation of the light fluxes offered to
the instrument. For the latter tests a dedicated optical stimulus
equipped with accurately calibrated neutral-density filters and
output-flux monitoring has been used. For the former tests both
the dedicated optical stimulus and the OMI internal white light
source have been used. The WLS results are not the most accu-
rate ones, but they can be used as a reference for in-flight non-
linearity analyses. The results on unit level and on instrument
level were found to be consistent.

Fig. 51 shows the deviation from linear behavior of the in-
tegrated OMI system. The figure shows the relative errors as a
percentage of the number of electrons in the reference signal.
Nonlinear behavior is significant above 10° electrons. Readout
register full well saturation is observed to occur at 2 - 106 elec-
trons. The nonlinearity, which can be up to 3.5%, is corrected in
the 0—1 software to better than 0.1%. In flight the nonlinearity
can be studied with dedicated white light source and LED mea-
surements in which the exposure times are varied.

An estimate of response linearity at the high end of the
dynamic range can also be obtained using the UV2 and VIS
channel overlap region. Large sensitivity differences exists
between these two channels for radiances between 350 and 380
nm. Radiances at 366 nm remain in the linear range of the UV2
detector while the same radiances push the VIS detector into
the nonlinear regime and even to saturation. It was verified that
the ratio of radiances measured in the two channels is constant,
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indicating that nonlinearities are properly corrected in the 0-1
processing.

XIII. CONCLUSION

The optical and electrical design of the Ozone Monitoring
Instrument, successfully launched on July 15, 2004 on the EOS
Aura satellite, has been described in detail. A number of im-
portant performance and calibration results as measured on the
ground have been presented and discussed, as well as a selection
of in-flight results. The OMI instrument works flawlessly, and
the in-flight performance is as expected from on-ground testing.
The results show that the radiometric calibration in comparison
to the high-resolution literature solar irradiance spectrum con-
volved with the measured spectral slit function is understood
and as expected in terms of offsets and spectral structure. The
in-flight wavelength calibration and assignment is close to the
required accuracy of about 0.01 pixel. The instrument shows no
signs of optical degradation over the wavelength range 264-504
nm over the first seven months after launch. The in-flight per-
formance of both CCD detectors shows evidence of particle hits
of trapped high-energetic protons. The resulting detector per-
formance changes can be to a large extent corrected for by a
dynamical dark signal correction scheme in the 0—1 data pro-
cessing, which is in preparation. More detailed analysis work
on the available in-flight measurement data is required to fully
understand the in-flight calibration and performance behavior of
the OMI instrument and to improve the quality of the L1 mea-
surement data further. From the on-ground and in-flight results
presented in this paper, OMI is expected to meet its key mission
objectives.
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