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Abstract 
Modeling and simulation is playing an increasing role in supporting tough 
regulatory decisions, which are typically characterized by variabilities and 
uncertainties in the scenarios, input conditions, failure criteria, model parameters, 
and even model form. Variability exists when there is a statistically significant 
database that is fully relevant to the application. Uncertainty, on the other hand, is 
characterized by some degree of ignorance. A simple algebraic problem was used 
to illustrate how various risk methodologies address variability and uncertainty in a 
regulatory context. These traditional risk methodologies include probabilistic 
methods (including frequensic and Bayesian perspectives) and second-order 
methods where variabilities and uncertainties are treated separately. Representing 
uncertainties with (subjective) probability distributions and using probabilistic 
methods to propagate subjective distributions can lead to results that are not 
logically consistent with available knowledge and that may not be conservative. 
The Method of Belief Scales (MBS) is developed as a means to logically aggregate 
uncertain input information and to propagate that information through the model to 
a set of results that are scrutable, easily interpretable by the nonexpert, and 
logically consistent with the available input information. The MBS, particularly in 
conjunction with sensitivity analyses, has the potential to be more computationally 
efficient than other risk methodologies. The regulatory language must be tailored to 
the specific risk methodology if ambiguity and conflict are to be avoided. 
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1 Introduction 
Sandia National Laboratories (Sandia) has the responsibility for providing technical 

evidence that supports high-consequence decision making on issues concerning the U.S. 
stockpile of nuclear weapons and other important issues of national interest. Nonlinear 
multiphysics in complex geometries characterize the systems of interest; consequently, 
numerous physics-based computer codes are being developed to address the full range of 
phenomena that arise in the many issues of interest. These codes include fluid dynamics 
codes (creeping flow to supersonic flow), a thermal response code, a large-deformation 
structural mechanics code, a structural dynamics code, a shock physics code, radiation 
transport codes, an electromagnetics code, and a circuit code. Three-dimensional, high-
fidelity models are emphasized where appropriate, and some codes can be dynamically 
coupled with others should the need arise to model coupled multiphysics. These 
advanced applications codes are run on state-of-the-art computer platforms capable of 3–
40 terops with even larger platforms planned for the future.  The applications codes and 
the platforms on which these codes run are being developed as part of the Advanced 
Simulation and Computing (ASC) program (Kusnezov and Soudah, 2004).  

Modeling and simulation is playing an increasing role in supporting weapons 
qualification and other tough regulatory decisions, which are typically characterized by 
variabilities and uncertainties in the scenarios, input conditions, failure criteria, model 
parameters, and even in the model form. Sandia’s approach to weapons certification has 
historically been test-based, with the design goals based on conservative scenarios, 
conservative assessments, and conservative requirements. This approach attempts to 
provide robust designs by enveloping variabilities and uncertainties. In the modern 
environment, modeling and simulation (enabled by the ASC program) is playing an 
increasingly important role in providing a more defensible assertion of what 
“conservative” really means, based on a fundamental understanding of the controlling 
physics. The Method of Belief Scales (MBS) provides a formalism for identifying 
conservative states while also providing sensitivity information so that research activities 
can be focused to reduce overall uncertainty. 

A distinction can be made between variabilities and uncertainties, but there is no 
universal agreement that this distinction should be made. Alternate terminologies for 
variability include aleatory uncertainties, irreducible uncertainties, inherent uncertainties, 
objective uncertainty, and stochastic uncertainty. Variability exists when there is a 
statistically significant database that is fully relevant to the application.  

For example, one might find unit/unit or setup/setup variabilities of nominally identical 
systems or component-failure thresholds based on large sample testing. Variability can be 
represented by frequency distributions for both inputs and outputs. When variabilities 
dominate, the expectation is that input distributions, propagated through a valid model, 
will yield the same distribution of results that would be realized if the system was tested a 
large number of times. 
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Uncertainty, on the other hand, is characterized by some degree of ignorance. 
Alternate terminologies for uncertainty include epistemic uncertainty, reducible 
uncertainty, subjective uncertainty, and model-form uncertainty. For example, one might 
find cases where there are alternate plausible models and cases where there are 
nonexistent, sparse, or inconsistent experimental data for input distributions. In such 
situations, it is not possible to ascribe a frequensic interpretation to ensembles of input or 
output information. 

The goal of any particular risk analysis is to make better decisions by acknowledging 
relevant variabilities and uncertainties and assessing the impact they have on regulatory 
metrics of interest. Assessments of the type envisioned here are often termed risk 
analyses, performance assessments, or risk-informed decision analyses. We distinguish 
risk-informed decisions from risk-based decisions. The latter implies that any decision is 
solely dependent on absolute results of the study, whereas most high-consequence 
decisions are ultimately assertion-based (Helton and Breeding, 1993; Helton et. al., 
2000). Assertion-based decisions can be risk-informed while allowing the decision maker 
to subjectively weigh technical and programmatic “intangibles.” More specifically, risk-
informed decisions are an exercise in due diligence by taking a systems approach to 
identifying failure modes and by providing an infrastructure that favors transparency for 
peer review into the relative contributors to uncertainty (Apostolakis, 2004) 

The credibility of models, through which variabilities and models are propagated, is 
a critical prerequisite to risk-informed decisions. Ideally, scrutable evidence 

(1) that computer codes are developed to institutional software quality requirements, 

(2) that codes and analyses are verified to ensure convergence to the right answer for 
the intended application, and 

(3) that the models are validated to ensure adequate representation of the right 
physics 

should be available for high-consequence issues. Validation activities play a central role 
in quantifying variabilities and uncertainties for the intended application. Increased risk 
from unknown/unknowns is greater when due diligence is not exercised in the use of 
modeling and simulation. The focus of this report is on the representation and 
propagation of variabilities and uncertainties; however, for any real application, the 
credibility of the models and their inputs cannot be ignored. 

Risk analyses can be computationally expensive. Approximately 50 to 100 function 
evaluations is a challenging, but achievable, target for many of the weapons applications 
targeted by the ASC program. Variabilities that might be treated could number in the 
hundreds, one for every material property or geometric dimension. Typically, only a 
couple of these variabilities are shown to be important relative to the others; and even 
then, variabilities are often dominated by uncertainties, which could number in the 
dozens. Once again, it is typical (subject to actual verification) that only a few of the 
many uncertainties actually dominate for any given application. Expert judgment is 
unavoidable in determining which variabilities and uncertainties should be treated in the 
risk analysis. However, it is desirable to minimize the reliance on experts because such 
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judgments can be unreliable when nonlinear multiphysics in complex geometries are 
involved. The grand challenges, then, are to address as many variabilities and 
uncertainties as is practical; to perform sensitivity analyses to quantitatively sort out the 
dominant contributors to uncertainty; to assess whether regulatory requirements are met 
and to quantify confidence in those assessments; and, finally, to do all this with a very 
limited number of evaluations of the full physics models.  

In August 2002, Sandia conducted an international workshop on epistemic 
uncertainties (Oberkampf et al. 2004). The workshop used a series of challenge problems 
to facilitate comparison of different approaches to representing variabilities and 
uncertainties within the context of regulatory decisions. A simple mathematical model 
was employed to focus on aggregating the information, propagating the inputs through to 
the outputs, and representing the outputs. 

       Keeping in mind that the challenge problems are computationally simple surrogates 
for the issues and models of interest, requirements and desirable features of the solution 
approach are as follows: 

1. The method for aggregating evidence and constructing input distributions should 
favor repeatability by independent experts looking at the same evidence. 

2. The method of aggregating evidence and constructing input distributions should 
be logically consistent with the available evidence. 

3. The mechanics of propagating information through the model should preferably 
be nonintrusive,1 i.e., black-box treatment of the model. 

4. The interpretation of the output distributions must be clear, explicit, and 
consistent with the information embodied in the input distributions, i.e., 
propagation should be information preserving, implying no more information 
than the evidence justifies. 

5. The methodology should be applicable to scenario uncertainties, parameter 
uncertainties, and model-form uncertainties. 

6. The sensitivity of key outputs should be quantifiable in terms of uncertainties in 
inputs and model form. 

7. The results should be numerically converged in some defined sense, and any 
“representational errors” should be quantified.2 

                                                 
1 Intrusive methodologies add significantly to the cost of developing and maintaining ASC codes because 
such methodologies are invariably code-specific, requiring repetition of development costs from code to 
code. In addition, intrusive techniques are often founded on certain assumptions, approximations, or 
linearizations that limit their utility in certain real-world applications. 
2 The assumption of a distribution form or the use of a surrogate model to replace full physics models 
introduces “representational errors.” 
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8. The computational burden should be quantifiable and not prohibitive. 
 

It is not the position of Sandia’s ASC Verification and Validation (V&V) program to 
prescribe how these requirements and desirable features are met. However, the MBS will 
be shown to have favorable performance characteristics when judged according to these 
concepts and in relation to other traditional approaches that might be employed. It should 
be noted that the Sandia ASC V&V program is funding two other activities for the 
simultaneous representation and propagation of variabilities and uncertainties: one 
activity is based on Dempster-Schafer theory (Helton et al. 2004), and the other activity 
is based on polynomial chaos concepts (Red-Horse and Benjamin 2004). Other methods 
can also be found in the literature, some of which will be cited throughout this report. 
Ultimately, experience with relevant applications will dictate which methods have 
adequate rigor and adequate practicality to warrant adoption by the broader community. 

Section 2 of this report describes the MBS. One of the challenge problems (Problem 
5a) from the international workshop (Helton and Oberkampf 2004) is used as a 
demonstration of the MBS and other risk-analysis methodologies. Section 3 provides a 
“behind- the- scenes” characterization of the challenge-problem solution. This kind of 
knowledge does not exist for real applications, but insight into the solution is used here to 
benchmark and provide insight into the various solution approaches discussed. 
Traditional solution approaches to problems involving variabilities and uncertainties are 
explored in three cases: 

1. Deterministic (Section 4): One- or two-point calculations are aimed at 
characterizing the “nominal” response of the system or the “bounding response” 
of the system. 

2. Bayesian (Section 5): Variabilities and uncertainties are represented by 
probability distributions, which are propagated through the model using 
probabilistic methods. 

3. Second-order methods using subjective probabilities to represent uncertainties 
(Section 6): Variabilities and uncertainties are treated separately, and both are 
propagated through the model using probabilistic methods. 

Two additional cases are discussed that employ the MBS, which overcomes some of the 
deficiencies identified in the more traditional approaches: 

4. Second-order methods using the MBS to represent uncertainties (Section 7): 
Variabilities and uncertainties are treated separately. Variabilities are represented 
by frequency distributions, which are propagated through the model using 
traditional probabilistic methods, while uncertainties are propagated through the 
model using a nonprobabilistic rule-based methodology. 

5. The MBS with distributional relaxation (Section 8): Probability distributions, 
characterizing variabilities, are “relaxed” into belief distributions, which are 
propagated through the model using a nonprobabilistic rule-based methodology. 
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Sections 4 through 8 also point out the strengths and weaknesses in each of the five 
analysis approaches, and address sensitivity analyses and quantification of the 
computational burden in the context of each approach. Section 9 considers the regulatory 
language and the quantification of margins as they relate to the adopted analysis 
approach. The report ends with Section 10, which summarizes the various approaches 
and gives some concluding remarks. 
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2 Proposed Methodology: The MBS 
We focus on the representation, propagation, and interpretation of uncertainties in 

the context of high-consequence decisions. The treatment of variabilities using 
probabilistic tools is well accepted and need not be described here. The combined 
treatment of uncertainties and variabilities will be illustrated in the context of the 
challenge problem. 

The first and most natural response in the face of large epistemic uncertainties is to 
seek and define the limits of credibility. Interval analysis is the simplest manifestation of 
this process. An interval is defined for input quantities such that any value within the 
interval is considered “possible,” with no statement of frequency other than that it is 
finite (but unknown) at all points within the interval and that the possibility and 
frequency values occurring outside the interval is zero. The expectation is that all outputs 
of interest will also be represented as intervals if all the inputs are represented as 
intervals. This, of course, should be confirmed in any given application. 

Interval analyses have an intuitive appeal; however, a rigorous adherence to the 
definition of input intervals (i.e., zero frequency outside the interval) often leads to such 
large intervals on inputs and the resulting output metrics that regulatory requirements 
may be difficult to meet, and any design that does meet the requirements may be overly 
conservative and unnecessarily costly. Advocates for the rejected technology might then 
lobby for reduced input intervals, often based on reasonable physical arguments. This can 
result in an intense debate with critics who argue that rejected values cannot be positively 
excluded. A practical approach to this problem is to allow for graded degrees of belief so 
that no arguable input is fully excluded. This has traditionally been done using subjective 
probabilities that were propagated by traditional probabilistic tools; however, we will 
illustrate later, in Section 5, that this approach is not information preserving, i.e., the 
results imply more than the evidence can support. 

The approach adopted here utilizes physically based, graded degrees of belief that 
can be propagated through the model using a nonprobabilistic rule-based methodology 
defined later in Table 1. The intent is to envelop all possible inputs and all possible 
resulting outputs that one consistent with the possible inputs. 

Table 1 summarizes the physical scale used for quantifying the construction of input 
distributions. It will be argued that this same table can also be used to provide a physical 
interpretation of the output results. The table is motivated, in part, by a desire to facilitate 
consistency amongst knowledgeable experts on the construction of “input distributions” 
and the interpretation of “output distributions.” 
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Table 1.  Process Characteristics for Graded Degrees of Belief 

Belief Scale Process Characteristics 

Bel = 1 Behavior is physically reasonable and within the limits of 
credibility. 

Bel = 0.1 Behavior is physically unreasonable, but the behavior cannot be 
positively excluded, i.e., the behavior is still within the limits of 
credibility. This is a reflection of our will to doubt.a 

Bel ≤ 0.01 Behavior is physically incredible and violates well-known reality.b 
Its occurrence can be argued against positively. (Note: There is no 
need to represent these values in input distributions.) 

a The transition from Bel = 1 to Bel = 0.1 occurs where the frequency or possibility is arguably 
zero but not definitively zero. 
b The transition from Bel = 0.1 to Bel = 0.01 occurs where the frequency or possibility is 
unquestionably zero. 
Note: Section 8 discusses situations where these rigorous interpretations can be relaxed to achieve 
significant computational savings. 

 

The methodology proposed here is referred to as the Method of Belief Scales (MBS) 
because of the characteristics embodied in Table 1. By intent, the process characteristics 
convey no sense of frequency or likelihood. The intended focus on limits of credibility 
greatly minimizes the “overconfidence” and “anchoring (bias)” that commonly plague 
expert elicitation processes. The subjective assessments of credibility apply not only to 
the “values” in question but also to the relevance of the available evidence. Peer review is 
critical to all aspects of a risk analysis, including the quantification of input distributions, 
as a validation of subjective judgments, which cannot be wholly avoided (only managed). 

The coarse granularity in characterizing belief in Table 1 is appropriate for lack-of-
knowledge issues. What incremental characteristics of evidence would support 
construction of a continuous distribution? Typically, analysts who construct continuous 
subjective (belief) distributions do so by establishing expectation (e.g., a distribution 
mean) and limits of credibility (e.g., the 5 and 95 percentiles of the distribution) and then 
arbitrarily drawing a continuous distribution through the points. However, what 
characteristic of evidence, other than a statistically significant database, allows analysts 
to say, for instance, that they are 37% confident that a parameter value is less than 3.7? 
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The motivation and construction of Table 1 for the MBS is strongly influenced by a 
similar table used in the Risk-Oriented Accident Analysis Methodology (ROAAM) 
(Theofanous 1996); however, there are some significant differences between the MBS 
and ROAAM tables regarding the construction of input distributions, as noted below. 
Figure 1 illustrates some possible MBS quantifications of uncertain inputs.  

 

Figure 1. Representative input distributions for the MBS. 
 

The following observations and comments about the input distributions in Figure 1 
point out similarities and differences between the MBS and the ROAAM. Input 
distributions do not need to include all values listed in Table 1 in an 
ascending/descending fashion, and the distributions do not need to be symmetric. This is 
the same as in the ROAAM. 

At most, there are only two tiers for graded belief with the MBS. The ROAAM 
allows an additional tier when grading belief. 

The belief numbers are assigned to all values on a given subinterval, for example, 
Bel(1.9) = Bel(2.2) = Bel(2.87) = 1 in Figure 1c. This is significantly different from the 
ROAAM, where the subjective probabilities are assigned to the whole subinterval 
interval and the probability of a given value within the interval is incrementally small, 
i.e., PDF(x)*∆x.  
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Belief numbers can be additive, superadditive, or subadditive; i.e., the sum of belief 
numbers does not have to add to unity with the MBS. This is significantly different from 
the ROAAM, where the subjective probabilities of all intervals must add to unity.  

The construction of input distributions according to Table 1 should be based on the 
physical characteristics of the available evidence and not on the quantity of available 
evidence. Typically, one first seeks evidence to establish minimum and maximum values 
of the input quantity that do not violate well-known reality or physical laws. This fixes 
the maximum credible range of input values, and all values within this range could be 
judged physically reasonable (Bel = 1) if no additional evidence is available. A 
thermodynamic limitation to energy exchange is an example of how one of these physical 
limits of credibility might be established. 

There may be additional evidence that some credible values for the input are 
physically unreasonable, further restricting the range of physically reasonable values, i.e., 
those values assigned Bel = 1. For example, it might be argued that rate limitations 
preclude the full thermodynamically allowable energy exchange; consequently, the 
analyst may judge that some credible input is physically unreasonable but that these 
inputs cannot be positively excluded from the input characterization. These credible, 
although physically unreasonable, inputs can be maintained in further analyses (as a 
reflection of our will to doubt) but with diminished belief by assigning Bel = 0.1 to the 
inputs. 

When multiple pieces of evidence need to be combined, aggregation process should 
be focused on characterizing the evidence with regard to the natural limits of credibility 
listed in Table 1 and discussed above. Naturally, any relevant measurement should be 
assigned Bel = 1. The intent is to proactively focus the debate on natural limits of 
credibility with the expectation that technical consensus can be approached. This is 
notably different from other aggregation schemes that try to “average” in some sense. 
Averaging schemes are too sensitive to what is being averaged, and small changes can 
significantly alter the results. 

Sometimes averaging of experts is advocated. More weight is given to certain input 
when there is greater community consensus on the specific values. Even when all the 
experts have access to the same evidence (which often is not the case), this process is 
flawed because the average is too strongly influenced by who is represented on the expert 
panel. Change the character of the panel or the number of panel members and the average 
of the experts could change significantly, especially when the size of the panel is small. 
“Stacking the panel” with supporters (or dissenters) of a particular issue is an extreme 
example of the concern expressed here. The focus is too much on the expert and too little 
on the characteristics of the evidence. 

At other times, averaging of pieces of evidence is advocated. More weight is given to 
a certain input when there are more pieces of evidence supporting that value. Even if care 
is taken to ensure the pieces of evidence are independent, this process is flawed unless 
the evidence is fully relevant data. If the available evidence does not allow definition of 
limits of credibility (e.g., multiple researchers who have tested over the same subspace of 
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the full application parameter space), then averaging this evidence will underrepresent 
the range of inputs that should be considered. On the other hand, values at the limits of 
credibility should not be given more weight relative to other values just because different 
models, developed at different institutions and by different researchers, all agree that 
certain values are at the limits of credibility. In addition, when evidence is sparse, the 
addition of a new piece of evidence (or the failure to include a piece of existing evidence) 
could significantly alter the average.  

We use a rule-based logic structure to assign belief numbers to computed outputs. 
The belief value assigned to an output quantity is equivalent to the joint belief of all 
uncertain input choices. Note that this process treats the model as a black box, so it is 
generally applicable to any model regardless of whether it is simple or complex, linear or 
nonlinear, continuous or discontinuous, etc. The only issue is whether the “sampling 
density” of inputs is adequate to explore the important features and define the limits of 
credibility of the model response. It is important to note that the MBS makes no 
assumption concerning the statistical independence of input distributions because all 
combinations of defensible inputs are explored.  
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Table 2 summarizes the quantification for the joint belief of two uncertain inputs. 
The rule-based logic is motivated as follows: 

If input A and input B are both physically reasonable, then any result (based solely 
on uncertainties with inputs A and B) must also be physically reasonable. 

The joint belief of two inputs cannot be more than the belief of the “weakest link.” If 
input A or input B (but not both) is judged physically unreasonable, then the joint belief 
of the input pair should be judged physically unreasonable.  

If input A or input B is judged physically incredible (i.e., impossible), then the joint 
belief of the input pair must be judged physically incredible. 

Table 2. Joint Belief of Two Uncertain Inputs 

 
Input B 

 
Input A  

Physically Reasonable 
Bel(B) = 1.0 
 

 
Physically Unreasonable 
Bel(B) = 0.1 
 

 
Physically Incredible 
Bel(B) = 0.01 
 

 
Physically 
Reasonable 
Bel(A) = 1.0 
 

 
Physically Reasonable 
Bel(A, B) = 1.0 
 

 
Physically Unreasonable 
Bel(A, B) = 0.1 
 

 
Physically Incredible 
Bel(A, B) = 0.01 
 

 
Physically 
Unreasonable 
Bel(A) = 0.1 
 

 
Physically Unreasonable 
Bel(A, B) = 0.1 
 

 
Physically Incredible 
Bel(A, B) = 0.01 
 

 
Physically Incredible 
Bel(A, B) = 0.001 
 

 
Physically Incredible 
Bel(A) = 0.01 
 

 
Physically Incredible 
Bel(A, B) = 0.01 
 

 
Physically Incredible 
Bel(A, B) = 0.001 
 

 
Physically Incredible 
Bel(A, B) = 0.0001 
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Note that the numerical values for belief are chosen so that the physical descriptions 

of joint belief are recovered when the belief numbers are multiplied. For example, if 
Bel(A) = 0.1 and Bel(B) = 0.1 (i.e., each is physically unreasonable), then the joint belief 
is given by Bel(A, B) = Bel(A) × Bel(B) = 0.1 × 0.1 = 0.01. This belief value is 
interpreted as physically unreasonable, which is consistent with the definitions in the 
joint belief table (Table 2) and the table for assigning belief to inputs (Table 1). The 
procedure can be generalized to find the joint belief of three or more inputs as follows: 

 ).input(Bel)joint(Bel 1 i
N
i=Π=  (1) 

A second useful feature of the joint belief number is that it keeps track of how many 
inputs were judged physically unreasonable. For instance, if the joint belief of an input 
set, (inputi; I = 1, N), is 0.1, this means that only one of the N inputs was judged 
physically unreasonable; similarly, a joint belief of 0.0001 means that four of the N 
inputs were judged physically unreasonable. Retaining input values that are judged 
physically unreasonable is a reflection of our will to doubt; however, credibility is lost 
when many such physically unreasonable inputs are combined. As noted in Table 2 , the 
recommendation is to discount any interactions of physically unreasonable inputs and to 
interpret the output results based on joint belief numbers ≤ 0.01 as physically incredible. 
With this decision logic, the scale of belief numbers described in Table 1 can be used to 
construct physically based input quantifications and also to physically interpret output 
results. The discussion to this point (as will be the case throughout the report) has been in 
terms of characterizing and propagating belief distributions that are associated with 
model parameters. Although this is an important and common class of problems, the 
MBS is easily extensible to include model-form uncertainties and scenario uncertainties. 
For example, the analyst might be faced with a situation where there are two alternate 
plausible models that give widely differing results when extrapolated outside an existing 
validation database to an application parameter space. One model may perform 
substantially better against the existing validation database, but the second model cannot 
be positively excluded. With the MBS, a risk analysis can be performed exercising both 
models, but with one being belief-weighted higher than the other. A similar situation can 
occur with scenario definitions. The joint belief of an analysis involving scenario 
uncertainties, model-form uncertainties, and parameter uncertainties can still be 
calculated using Equation 1 and the results interpreted according to Table 1.  

The regulatory language sometimes dictates that a requirement be satisfied with 
“high confidence.” In the context of the MBS, all processes or inputs that would violate 
the requirement must be judged physically incredible, i.e., Bel ≥ 0.01. Alternatively, 
compliance to regulations might be judged based on expectation, i.e., mean or best-
estimate values in other contexts. In the context of the MBS, all processes or inputs that 
would violate the requirement must be judged physically unreasonable or physically 
incredible, i.e., Bel ≥ 0.1.At this stage, it is worth noting that the numerical values 
assigned to the physical descriptors are somewhat arbitrary.   
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Table 3 shows an alternate (geometric) scale. Using the base scale for two input 
parameters (A, B) that are judged physically unreasonable, the joint belief is Bel(A, B) = 
Bel(A) × Bel(B) = (0.1) × (0.1) = 0.01, which is interpreted as physically incredible 
according to Table 3. Using the alternate scale,  Bel(A, B) = (1/3) × (1/3) = 1/9, which is 
also interpreted as physically incredible. Thus, the real focus is on the physical 
descriptors and not on the numerical scale used to propagate information. 

Table 3. Alternate Belief Scale 

Belief Scale 

Base Alternate 
Process Characteristics 

1 1 Physically reasonable 
0.1 1/3 Physically unreasonable 

0.01 1/9 Physically incredible  
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3 Algebraic Problem 5a from Epistemic 
Uncertainty Workshop 

The challenge problem sets were crafted to focus on the issues of representation, 
aggregation, and propagation of uncertainty through mathematical models. With this as a 
goal, a simple algebraic model of the form abay )( +=  was specified for the challenge 
problems so that computational issues do not unnecessary complicate the analyses. The 
description of challenge problem 5a is taken from Oberkampf et al. 2004 and repeated 
here for completeness. 

The information concerning a is given by three independent sources of information. 
Each source specifies a closed interval Ai that contains the value of a, with all the 
intervals being consonant, that is, nested:  

 [ ] [ ] [ ]0.1,1.0,8.0,3.0,7.0,5.0 321 === AAA . (2) 

The information concerning b is given by three independent sources of information. 
Each source agrees that b is given by a log-normal distribution: ),()ln( σµNb = . Each 
source, however, specifies closed (nested) intervals, Mj and Sj, of possible values of the 
mean µ and standard deviation σ, respectively: 

 
[ ] [ ] [ ]
[ ] [ ] [ ].5.0,1.0,35.0,15.0,45.0,3.0

,0.1,0.0,7.0,1.0,9.0,6.0

321

321

===
===

SSS
MMM

 (3) 

By intent, the challenge problems do not specify requirements for the decision 
context; however, real-world issues typically have such “regulatory requirements.” 
Consequently, the framework for the algebraic challenge problems will be extended here 
by stating that values of 3>y  are considered unacceptable from a regulatory 
perspective. More specifically, it is assumed that regulatory requirements state 
that ( ) ,05.03 <>yP  that is, the probability that output y is greater than 3 is less than 
0.05. 

A simple algebraic model such as this provides the luxury of visually exploring the 
topographical features of the response function over the range of input parameters (see 
Figure 2). This will not be the case in most real-world applications where function 
evaluations are the product of thousands of lines of inscrutable code, where function 
evaluations are expensive, where there are many uncertain inputs, or where significant 
nonmonotonicity (in at least some of the uncertain inputs) should be anticipated. 
Although not obvious in Figure 2, the output y is slightly nonmonotonic to input a for the 
smaller values of input b. The green line denotes the regulatory threshold, i.e., .3=y  
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Figure 2. Topological features of the response function. The green line denotes the 
regulatory threshold, y = 3. 

The statement of evidence for this challenge problem is nonexistent, and the 
aggregation of evidence according to the physically based belief scales is not possible. 
The sterile problem statement is biased to weighting schemes for aggregation, while the 
MBS tries to aggregate based on the characteristics of the evidence. The latter is not 
possible because the challenge problems (by intent) do not specify the rationale of 
numerical inputs, and this is precisely what must be examined to properly characterize 
the evidence. A second, and subtler, issue is that the challenge problems talk in terms of 
independent “sources,” while belief scales talk in terms of independent “characteristics” 
of evidence. With belief scales, it is irrelevant if two independent researchers derive the 
same limit of credibility. What is relevant is that a defensible argument exists for a limit 
of credibility, not how many experts agree with the assessment. 
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Not being able to provide a physically based characterization of the evidence, we are 
faced with making an arbitrary quantification of inputs to demonstrate other features of 
the methodology. Figure 3 summarizes our choices for input distributions. Focusing here 
on inputs relevant to the MBS, graded belief was ascribed to inputs for a, M, and S. The 
total range for each input maps to the broadest interval from the problem specification, 
while the ranges for “physically reasonable” behavior arbitrarily correspond to the 
overlap region for all three sources. Sections 4 – 8 will now discuss the pros and cons of 
various underline approaches, with the emphasis on the WBS, to the challenge problem.  
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Figure 3. Arbitrary construction of belief distributions from three sources. 
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4 Deterministic Approach 
We do not live in a deterministic world, and it is risky to think that tough (and 

controversial) regulatory issues can be resolved with a single decisive calculation. This is 
true regardless of whether the calculation is thought to be best estimate or bounding in 
nature. Variabilities, and most assuredly uncertainties, abound for any given issue, and 
they must be acknowledged and addressed if the assessments are to be credible. Applying 
safety factors to deterministic analyses is one strategy to build in robustness against 
variabilities and uncertainties. However, such an ad hoc method, which has been codified 
in some industries, may be inadequate or overly conservative (and more generally 
indefensible) for other high-consequence or first-of-a-kind issues. 

Best-estimate analyses can never be decisive (even if the regulatory requirements are 
met) because these analyses leave unanswered the question of how much impact 
variabilities and uncertainties have on the computed result. Nominal or mean values for 
inputs are used for best-estimate analyses; but for nonlinear problems, the computed 
result based on mean inputs will not be the same as the mean result computed by 
propagating distributions of inputs through the model (even when the input distributions 
are symmetric). Thus, best-estimate inputs do not generally produce results that are at the 
mean of the distribution of output if the distribution were calculated. 

Bounding analyses that convolute the extremes with the extremes of the inputs and 
that pursue a self-consistent fringe of conservative scenarios, although noble in intent, 
can be an unsuccessful or even an undesirable strategy. Heavy reliance on expert 
judgment is often required to define scenarios, model forms, and model parameters that 
produce extreme outputs; such judgments, however, are commonly flawed for highly 
nonlinear coupled multiphysics problems in complex geometry, which are generally the 
circumstances surrounding many high-consequence decisions of interest. Confidence is 
derived from demonstrating an understanding of system behavior, which cannot be 
justified when judgment-based assertions sweep all other potential states under the rug of 
assumed “limiting behavior.” In general, extreme responses may not be associated with 
extremes of input, such as resonance behavior, and thus the parameter space must be 
more densely explored unless it is well established that the output has a known 
monotonicity to all inputs. Alternatively, confounding high-confidence inputs (e.g., at the 
95% level) can produce an overly conservative result (e.g., 99.99%) on an actual output 
distribution if the distribution were computed. Lastly, a rigorous pursuit of bounds often 
focuses precious resources on extreme states by diverting resources away from more 
credible states. 

Bounding analyses are vulnerable to some tough programmatic questions when the 
requirements are not met. Why were so many resources expended pursuing extreme 
states? Would more “rational” analyses meet the requirements? What uncertainties 
contribute most to uncertainties in the regulatory metrics? How should remaining 
resources be expended? 
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For the challenge problem described in Section 3, the function was evaluated for 
both nominal and high-confidence (bounding) inputs as noted in Table 4 and in Figure 4. 
Table 5 shows that the regulatory threshold (y = 3) is violated by a wide margin when 
high-confidence (bounding) inputs are employed, while an analysis using nominal inputs 
produces a result that is well below the regulatory threshold. 

A great appeal of deterministic analyses is that only one or two function evaluations 
are required. This computational efficiency comes at the expense of understanding the 
sensitivity of key outputs to known variabilities and uncertainties. Also lost is the ability 
to compare intuition or insights with predicted model behavior.  

Table 4. Analysis Process for Deterministic Method  

Case Analysis Process 

Deterministic High-Confidence (Bounding) Inputs 
1. Fix a = 1.0 corresponding to its maximum value. 
2. Fix M = 1.0 corresponding to its maximum value. 
3. Fix S = 0.5 corresponding to its maximum value. 
4. Evaluate ln(b) = 1.8224 corresponding to the 95th percentile of  

N(M, S). 
5. Evaluate yhc = 7.1867 

Nominal Inputs 
1. Fix a = 0.55 corresponding to its midrange value of Bel = 1.0. 
2. Fix M = 0.5 corresponding to its mid-range value of Bel = 1.0. 
3. Fix S = 0.3 corresponding to its midrange value of Bel = 1.0. 
4. Evaluate ln(b) = 0.5 corresponding to the 50th percentile of 

N(M, S). 
5. Evaluate ynom = 1.5424. 
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Figure 4. Nominal and upper-bound inputs (denoted by green lines 
and labels) for deterministic analyses. 
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Table 5. Analysis Results for Deterministic Method 

Case Regulatory Decision Sensitivity # FEVs 

Deterministic Bounding analysis: y = 7.1867 (> 3) 
• Regulatory requirement not met 
Nominal analysis: y = 1.5424 (< 3) 
• Regulatory requirement met 

Not Applicable 2 
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5 Bayesian (and Frequensic) Methods 
Bayesian methods are part of the rich tradition of probabilistic methods. Variabilities 

and uncertainties are both represented by prior (probability) distributions. Non-
informative priors (i.e., uniform distributions for continuous input and equal weights for 
discrete inputs) are commonly employed when information is sparse. Input distributions 
are forward propagated using traditional probabilistic methods such as Monte Carlo. 
Bayesian methods also provide formalism for updating priors for input distributions 
based on model comparison with new observed system behaviors. 

Input distributions for the MBS are not additive as required by the more traditional 
probabilistic analyses considered here. To facilitate comparisons, the MBS distributions 
of Section 3 were “normalized” to provide appropriate input distributions for the 
probabilistic analyses. This is done by specifying trilinear cumulative probability 
distributions (noted in Figure 5 by blue lines and labels) such that 90% of the probability 
is contained in the interval where behavior was judged “physically reasonable.” To 
proceed further with an evaluation, we must assume that the parameter distributions are 
all statistically independent, even though there is no evidence in the problem statement to 
support this assumption.  
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Figure 5. Input distributions for Bayesian analysis. 
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We note at this point that there is a family of distributions for ln(b) because of the 
uncertainty in the mean and the standard deviation of the distribution. This is illustrated 
in Figure 6 where 25 realizations of the ln(b) distribution are shown corresponding to 25 
{M, S} doublets derived from 25 independent Monte Carlo samples of M and S. To 
proceed with a Bayesian description of ln(b), we must collapse this family of 
distributions to a single effective distribution that reflects both the variability of ln(b) and 
the uncertainty in its mean and its standard deviation. This is commonly done by 
averaging the cumulative probabilities vertically for a fixed values of ln(b). The 
“effective” distribution for ln(b) is shown in Figure 6 as the blue curve, and this 
distribution is also normal with M' = 0.50158 and S' = 0.41140. These are only estimates 
because we have averaged across a finite sample of the infinite family of ln(b) 
distributions. We note that the estimated mean of the effective distribution is essentially 
equal to the expected value (0.5) of the distribution for M. This is not the case with the 
estimated standard deviation for the effective distribution (0.41140), which is 37% larger 
than the expected value of S (0.3); consequently, uncertainty is represented here as an 
enhanced variance in the ln(b) distribution. 
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Figure 6. Effective distribution of ln(b) reflecting both variability in ln(b) and 
uncertainty in the mean and the standard distribution for ln(b). 

 
Figure 7 shows the results of the Bayesian analysis conducted according to the 

process outlined in Table 6. How then should a decision maker interpret these results? 
The probability of exceeding the regulatory threshold is 0.0149, which is less than the 
requirement that P < 0.05. A naive decision maker might be inclined to interpret Figure 7 
as saying that the system, tested a very large number of times, would yield the 
distribution of results shown in Figure 7 and that only 149 failures would be expected in 
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10,000 system tests. This frequensic interpretation would be incorrect (even if the model 
is indisputably valid) because none of the inputs were based on a statistically significant 
database (fully relevant to the application), which is required for a frequensic 
interpretation of inputs and outputs.  
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Figure 7. Results of analyses using frequensic or Bayesian methods. 

Table 6. Analysis Process for Bayesian Method 

Case Analysis Process 

Bayesian 1. Randomly sample a and (effective) ln(b) 10,000 times.  
2. Evaluate yi for each input doublet {ai, bi}. 
3. Construct a cumulative probability distribution for the ensemble 

of 10,000 yis. 
4. Evaluate the probability that y > 3. 

 

A Bayesian would train the decision maker to interpret both the input and output 
distributions as measures of belief rather than frequency. Consequently, the decision 
maker would conclude that his belief in output values exceeding “3” should be very low, 
which is (at least qualitatively) the same conclusion he would reach with the frequensic 
interpretation, only now for the correct reasons. Training the decision maker is always 
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critical, but the dual use of “probability” to represent frequency as well as belief will 
always be a source of confusion to decision makers and many analysts as well. 

Bayesian methods represent objective information (frequency distributions) and 
subjective information (belief distributions) with traditional probability distributions, and 
these methods propagate such distributions using traditional probabilistic methods such 
as Monte Carlo. Bayesian methods have been criticized because the relative contributions 
of objective and subjective inputs cannot be examined separately. A decision maker 
examining the results of Figure 8 cannot, in general, discern whether the results are based 
on high-quality objective information or on unsubstantiated judgment for the inputs.  
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Figure 8. Function y = ba subject to probabilistic propagation of 
inputs a = [1, 3] and b = [0,1] sampled from their respective intervals. 

In the more general case where some inputs are objective (frequensic) and some are 
subjective (belief), the interpretation of results becomes even more ambiguous. 
Regardless of the interpretation (frequensic or belief), it is also ambiguous as to whether 
the regulatory requirement is actually met. Was it the intent of the requirement that 
objective (frequensic) data or subjective beliefs form the basis for acceptance? The 
regulator may not know what language to use in hard problems. This ambiguity in the 
regulatory language is common and will be discussed further in Section 9. 

Bayesian methods are well established, and they have been used in some high-
consequence decisions, such as for dikes and seawalls (Speijker et al. 2000), outside the 
United States. One drawback of Bayesian methods is that they are not information 
preserving, that is, they can imply more belief about computed results than is warranted 
based on supporting evidence. This is best illustrated by considering an even simpler 
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algebraic problem, y = ba, so that the arithmetic is absolutely transparent. The function is 
positive monotonic in both inputs. Assume that available evidence can only support that 
input values for a = [1, 3] and b = [0, 2] are within the specified intervals. The 
distribution of output values shown in Figure 8 can be obtained by assuming uniform 
probability distributions on the input intervals (i.e., invoking the maximum entropy 
principle) and by propagating inputs through the model using any probabilistic technique 
like Monte Carlo. Consider that output values greater than 6 are “bad” from a regulatory 
perspective. How should the decision maker interpret the results? 

The decision maker might conclude that P(y > 6) = 0.0089 and that this conclusion is 
“conservative” because inputs were characterized by uniform distributions. After all, the 
maximum entropy principle states that uniform distributions embody the least 
information of all possible probability distributions. We suggest that this conclusion is 
logically inconsistent with the available input information. Any output on the interval 
[0, 8] is physically reasonable, and there is no basis to judge some outputs as more 
“likely” or more “believable.” As a note, the MBS applied to this problem produces the 
logically consistent result.  

Bayesian methods provide a well-accepted formalism for updating input 
distributions and updating computed results as more information becomes available. 
Consequently, the Bayesian method is best viewed as an iterative process that is assumed 
to converge to the correct distribution of output when a sufficient mix of relevant input 
and output information becomes available. The presumption is that a statistically 
significant characterization of dominant inputs is even possible given practical 
constraints on time, money, or even technology. Unfortunately, the first- and other low-
order passes through the process might not produce conservative results.3 Even worse, if 
only one pass through the process is possible, there is no way of telling whether the 
results are conservative or not. The logical extension is to insist that “issues” addressed 
through Bayesian methods must be iterative and that sufficient cycles be exercised to 
ensure a converged result, i.e., a decision to use Bayesian methods comes with a 
programmatic mortgage. In reality, it often takes a heroic effort involving large resource 
expenditures (time and money) to perform a single peer-reviewed assessment of a 
complex issue. A decision maker might find little motivation (particularly if the process 
is schedule driven) to justify the continuance of large resource expenditures based on a 
frequensic or Bayesian interpretation of the results presented in Figure 8. 

Bayesian updating can be very computationally expensive and is most justified when 
initial information is sparse but substantial new information is expected within the time 
frame of the study. The value of Bayesian updating is not justified when initial 
information is sparse and only limited new information may become available. In this 
case, the assumed “prior distributions” will dominate and will not be significantly altered 

                                                 
3 If a statistically significant database was subsequently generated to characterize the actual values (or 
distributions) for the inputs to the y = ba problem, then it is possible (and still consistent with the bounding 
intervals) that these quantified inputs would lie close to the upper bounds of the original intervals. 
Consequently, the probability of exceeding the regulatory threshold could be substantially higher than the 
initial estimate using uniform distributions. 
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by limited new information. Likewise, the value of updating is not justified when 
substantial information exists at the outset. In this case, any new information is only 
confirmatory and can have little impact on the “priors.” In many applications, the only 
practical path forward may be to perform final assessments by forward propagating the 
best available information without first exercising the Bayesian formalism for updating 
the priors. 

It is useful to compare the distribution of results derived here for the challenge 
problem with the nominal and high-confidence point values derived in Section 4 and 
noted in green in Figure 7. First, we note that the deterministic output associated with 
nominal inputs (y = 1.5429) corresponds to the 51.3 percentile of the full distribution 
shown in Figure 6. Here, deterministic output (y = 1.5424) based on nominal inputs very 
nearly equals the median output (y = 1.5294) associated with the full distribution. The 
deterministic output (y = 7.1867) based on high-confidence inputs corresponds to a 
hyperconservative point (P > > 99.99th percentile) on the full distribution. 

Monte Carlo methods were used here as the tool of choice for probabilistic 
propagation. Such methods are considered the “gold standard,” but they are not 
computationally efficient, particularly when regulatory requirements are established in 
terms of low probability levels. The current results are based on 10,000 Monte Carlo 
simulations, and, as such, can be viewed as providing a converged estimate of P(y > 3). 
Such an enormous number of function evaluations are not possible for the codes and 
applications that are being addressed by the ASC program.  

The probability that output y is greater than three, i.e., P(y > 3), can be calculated 
using a smaller number of Monte Carlo samples, like 100, that is more representative of 
ASC applications. Of course, this is only an estimate of P(y > 3), and different ensembles 
of 100 samples each would produce a slightly different estimate of P(y > 3), as noted in 
the top part of Figure 9. Given 25 estimates of P(y > 3) based on 100 samples per 
estimate, we can estimate our confidence (as a statement of numerical convergence) that 
the regulatory requirement is met (see bottom of Figure 9). This is analogous to solution 
verification in the discretized solution of partial differential equations. In this case, we 
are ~100% confident that P(y > 3) is less than 0.05, and we would thus conclude that the 
requirement has been met. 
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Figure 9. Confidence in estimates of P(y > 3) for undersampled distributions. 

Two concerns should be immediately obvious. What if the regulatory requirement 
was set at 10–6 instead of 0.05 and only 100 function evaluations could be afforded? One 
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possible path forward would be to fit an assumed distribution, e.g., a normal distribution, 
to the 100 results and calculate P(y > 3) under the assumption of this distribution form. 
One should (as a postprocessing step requiring no new function evaluations) account for 
uncertainties in the computed probability resulting from standard errors in the mean and 
the standard deviation of the fit distribution. More importantly, representational errors 
have been introduced by assuming a normal distribution; and other distributions such as a 
beta distribution might reasonably fit the 100 results, which could have a dominant 
impact on the estimated P(y > 3). However, with time and effort and no new function 
evaluations, the uncertainty in P(y > 3) due to these representational errors can also be 
quantified. 

As a second concern, we have stated that we had a computational budget of 100 
function evaluations; but in order to estimate our confidence in P(y > 3), we have 
executed 25 ensembles of 100 function evaluations each! This, of course, is not generally 
practical; however, bootstrap methods (Davison and Hinkley 1997) can be used to 
estimate confidence in P(y > 3) with no new function evaluations beyond the original 
100. In bootstrap, a statistically significant number of ensembles of 100 each are created 
by sampling from the original set of 100 with replacement. Each ensemble provides a 
different estimate of P(y > 3), and the set of such estimates can be used to estimate 
confidence in the computation of P(y > 3). If required, an assumed distribution can be fit 
to the results of the original ensemble of 100 function evaluations, and the bootstrap 
process can be executed by repeating the sampling process from the assumed distribution. 
As before, this introduces representational errors that must also be quantified, but this can 
be done with no new function evaluations. 

Alternate methods for probabilistic propagation exist; however, for highly nonlinear 
problems involving large numbers of uncertain inputs, the computational burden for these 
more sophisticated methods can also be enormous relative to what is practical. In any 
case, the issue of numerical convergence must be addressed with any method. 

One common strategy is to replace the physics model with a surrogate model such as 
a response surface. The response surface, which is cheap to evaluate, can then be 
evaluated as many times as the particular propagation strategy requires. As an example of 
these methods, consider a simple second-order polynomial with all interaction terms. 
Such a model (where N is the number of terms in the polynomial) requires as a minimum 

2/)2( 2 ++ NN  function evaluations (and more is much preferable) to evaluate the 
constants. Consequently, this technique can accommodate at most 13 inputs if the 
computational budget is 100 full physics evaluations. Response-surface functions with so 
many terms are not very intuitive and often exhibit undesirable behavior. As an alternate 
strategy, function evaluations can be used to support a sensitivity study with a goal of 
(hopefully) identifying a small number of inputs that dominate uncertainty in the outputs. 
A response surface can then be constructed around this reduced set of inputs. This latter 
strategy is also effective when the number of uncertain inputs is too large to uniquely 
determine all the fitting constants needed for a surrogate model with the affordable 
computational budget. 
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Surrogate models are important tools in risk analyses; however, such tools may not 
be effective if the range of inputs is broad and the behavior is complex, highly nonlinear, 
significantly nonmonotonic, or discontinuous. In all cases, surrogate models introduce 
additional “representational” errors that should be quantified. 

The current results are based on 10,000 Monte Carlo simulations and, as such, can be 
viewed as providing a well-converged estimate of P(y > 3). Such an enormous number of 
function evaluations are not possible for the codes and applications that are being 
addressed by the ASC program. Another challenge to the computational budget exists if 
there is some need to change one or more of the input distributions, e.g., an error is 
discovered in the input distributions or new information becomes available. In this case, 
the ensemble of calculations must be repeated to get a credible and consistent result. 

Sensitivity of the output of interest to the various uncertain inputs is important to 
understand. Such information can be used to efficiently focus research activities. The 
simplest, and often useful, approach is to first create scatterplots of the output versus each 
of the uncertain inputs. The results for the Bayesian approach are shown in Figure 10. 
The scatterplots suggest that the output y is monotonic to both input a and input b. We 
know from the topology of the output function, as shown in Figure 2, that the output 
function is slightly nonmonotonic in input a for small values of input b, but this small 
nonmonotonicity cannot be resolved in the scatter plots. Sensitivity scatterplots are 
powerful for several reasons: (1) they provide a basis to judge model consistency, (2) 
they provide a subjective check on the assumptions of more-quantitative sensitivity 
techniques, and (3) they require no new function evaluations above what was needed to 
make the regulatory assessment. The effectiveness of the human eye at determining 
patterns also contributes to the powerfulness of these scatterplots. 
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Figure 10. Sensitivity analysis for Bayesian approach. 

Because the output y appears linearly monotonic to inputs a and b, we can employ 
more quantitative techniques to assess sensitivity based on linear regression and 
correlation (Saltelli et al. 2000). The relative importance of predictor variables (xi) is 
obtained by looking at their coefficients (βi) in a linear regression equation (i.e., 1st order 
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polynomial) where all the variables are in their standardized form (i.e., referenced to the 
mean and normalized by the standard deviation): 

 ∑ −=−
i xi
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The beta coefficients (βi) are equivalent to the partial correlation coefficients, r(y, xi). 
The square of a partial correlation coefficient physically represents the fraction of the 
variability in output y that can be explained by a linear association with input xi; 
consequently, the relative importance of any two predictor variables can be obtained by 
taking the ratio of the squares of their respective β s. 

The assumption of linearity can be checked quantitatively by computing the 
coefficient of determination, 
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where yi is the raw response at xi and iŷ is the predicted response using the linear 

regression equation noted above. The quantity 2R gives the proportion of total variation in 
the output y that can be explained by a linear regression through the predictor variables. 

Values of 2R near unity imply that the output y is well represented as a linear 
combination of the uncertain inputs; and for the current problem (see Table 7), the 
assumption of linearity is justified. Table 7 shows that the sensitivity of output y to 
uncertainties in input a is only slightly greater than the sensitivity of output y to 
uncertainties in input ln(b). 

Table 7. Analysis Results for Bayesian Method 

Case Regulatory Decision Sensitivity # FEVs 

Bayesian P(y > 3) = 0.0149 
Requirement met without 
confidence statement 

Sensitivity of y to a, 
ln(b) 

2R   = 0.882 
2
aβ  = 0.491 

( )
2
ln bβ  = 0.391 

10,000 
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In summary, Bayesian methods are not information preserving, initial iterations may 
not be conservative, and it is difficult to prove convergence to the right answer. 
Probabilistic propagation requires a large number of function evaluations to ensure 
numerical convergence, particularly if very small probability levels must be resolved. 
There are options for performing analyses with a limited computational budget, but the 
numerical convergence error and any representational errors must be evaluated and may 
ultimately dominate the results. Any single function evaluation is meaningless. It is only 
in the context of an ensemble, i.e., a distribution, that meaning can be derived. 
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6 Second-Order Methods Using Subjective 
Probabilities to Represent Epistemic 
Uncertainties 

When the distinction between variabilities and uncertainties is not maintained, the 
deleterious events associated with the system, the likelihood of such events, and the 
confidence with which both likelihood and consequences can be estimated can become 
commingled in a way that makes it difficult to draw useful insights (Helton et. al, 2000). 
Second-order methods are one approach to address this concern. Second-order methods 
are founded on an explicit conceptualization of an ensemble of frequency (output) 
distributions: one output (frequency) distribution for each realization of uncertain inputs. 
Variabilities on inputs contribute to the output frequency distribution, and uncertainties 
on inputs or model form are associated with the multiple realizations of (output) 
frequency distributions. Consequently, the impact of variabilities and uncertainties is 
represented separately and should be elements of any high-consequence decision process. 

The reassessment of the risk from nuclear power plants conducted by the U.S. 
Nuclear Regulatory Commission (NUREG-1150) provides an example of a very large 
analysis in which an extensive effort was made to separate stochastic and subjective 
uncertainty (Helton and Breeding, 1993) This analysis was instituted in response to 
criticisms (Lewis et. Al, 1978) that the Reactor Safety Study (US NRC, 1975)) had 
inadequately characterized the uncertainty in its results Similarly, the Environmental 
Protection Agency's (EPA’s) standard for the geologic disposal of radioactive waste4 can 
be interpreted as requiring (1) the estimation of a complementary cumulative distribution 
function (CCDF), which arises from the different disruptions that could occur at a waste 
disposal site and is thus a summary of the effects of stochastic uncertainty, and (2) the 
uncertainty associated with the estimation of this CCDF, with this uncertainty deriving 
from a lack of knowledge on the part of the analysts involved and thus providing a 
representation for the effects of subjective uncertainty. 

Reactor safety and geologic disposal of radioactive wastes are both high-
consequence issues in the highest national interest. Performance assessment (risk 
analysis) was central to both of these activities in establishing that regulatory guidelines 
and requirements were met. Sandia led the performance assessment efforts for both 
applications, which were subject to the highest level of national peer review. Thus, 
second-order methods represent the mainstream of risk analyses for high-consequence, 
complex systems, and Sandia is in a unique position to adapt these technologies to the 
needs of its weapons certification efforts. 

In the second-order approach as applied to date, uncertain (epistemic) inputs are 
represented by subjective probabilities (subject to the usual rules of probability 
distributions) that are propagated using traditional probabilistic methods. The 
representation and propagation of epistemic uncertainties using traditional probabilistic 

                                                 
4 Waste Isolation Pilot Plant (WIPP) (Helton et al. 2000) 
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methods is similar to the Bayesian approach; only here, the contributions of variabilities 
and uncertainties are separated so that the contribution of each is made explicit. 

For the current problem, the same trilinear cumulative probability distributions 
constructed for the Bayesian analysis were used (see Figure 5). Figure 11 shows the 
results of the second-order analysis conducted according to the process outlined in  

Table 8. The analysis produces an ensemble of frequency distributions (represented 
as cumulative distribution functions [CDFs]), with one CDF for each representation of 
uncertainty. The dense clustering of CDFs corresponds to regions of higher belief. For 

each frequency distribution, the probability of exceeding the regulatory requirement can 
be recorded, and a distribution of such values can also be created. Consequently, we can 
state that we are 95% confident that P(y > 3) is less than the regulatory requirement of 
0.05. 

Case Analysis Process 

Second-order 
analysis using 
subjective 
probabilities to 
represent 
uncertainties 

1. Sample a, M, and S 100 times using direct Monte Carlo sampling 
to create a set of input triplets reflecting uncertainty. 
a. Sample ln(b) 1,000 times (conditional on one realization of M 

and S) to create an input set representing variability. 
b. Evaluate y for each input set representing variability (conditional 

on one realization of a, M, and S). 
c. Construct a cumulative probability distribution for y (conditional 

on one realization of a, M, and S) 
d. Evaluate the probability that y > 3 from the cumulative 

distribution (conditional on one realization of a, M, and S) 
2. Repeat steps 1a to 1d for each of the 100 realizations of uncertainty. 
3. Construct a cumulative probability distribution for P(y > 3). 
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Figure 11. A second-order approach using subjective probabilities to represent 
epistemic uncertainties separately from aleatory uncertainties. 
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Table 8. Analysis Process Associated with Second-Order Analysis Using 
Subjective Probabilities to Represent Uncertainties 

Although aleatory and epistemic uncertainties are treated separately, the epistemic 
portion is characterized by subjective probability distributions that are propagated 
through the model using probabilistic methods. The criticism leveled against the 
Bayesian approach is applicable here as well; that is, such methods are not information 
preserving. 

The ensemble of frequency distributions provides a more complete description of 
uncertainty compared to the previous Bayesian analysis. Figure 11 shows that there are 
many frequency distributions substantially to the right of the Bayesian distribution (noted 
in blue). For the Bayesian distribution, P(y > 3) = 0.0149. Here, approximately 5% of the 
frequency distributions produce P(y > 3) > 0.05; and for the most extreme frequency 
distribution, P(y > 3) = 0.3! It is thus critical to properly characterize the confidence or 
“belief” in such extreme distributions. Despite the expansive range of frequency 
distributions, none noticeably intersect the value (y = 7.1867) obtained from a bounding 
deterministic analysis, again illustrating how seemingly simple bounding analyses can 
produce hyperconservative results. 

Case Analysis Process 

Second-order 
analysis using 
subjective 
probabilities to 
represent 
uncertainties 

4. Sample a, M, and S 100 times using direct Monte Carlo sampling 
to create a set of input triplets reflecting uncertainty. 
e. Sample ln(b) 1,000 times (conditional on one realization of M 

and S) to create an input set representing variability. 
f. Evaluate y for each input set representing variability (conditional 

on one realization of a, M, and S). 
g. Construct a cumulative probability distribution for y (conditional 

on one realization of a, M, and S) 
h. Evaluate the probability that y > 3 from the cumulative 

distribution (conditional on one realization of a, M, and S) 
5. Repeat steps 1a to 1d for each of the 100 realizations of uncertainty. 
6. Construct a cumulative probability distribution for P(y > 3). 
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Sensitivity of the output y to uncertainties in inputs a, M, and S is addressed through 
a series of scatterplots shown in Figure 12. Sixty-eight percent of the frequency 
distributions had no values in excess of the regulatory threshold of y = 3. These values 
have been excluded from the scatterplot and the following regression analysis. The value 
of 2R  is small (Table 9), which suggests that log10[P(y > 3)] is not well represented by a 
linear function of each of the uncertain inputs.  

 

Qualitatively from the scatterplots and quantitatively (within the limitations of the 
linear regression analysis), we see that uncertainties in input a are more important than 
uncertainties in either of the distribution parameters M or S and that uncertainties in M 
are more important that uncertainties in S within the distribution for ln(b). Knowledge 
that input b can be represented as a lognormal distribution adds a lot of information, and 
the sensitivity analysis suggests that overall risk is best reduced by focusing on 
improving information about input a. 

Case Regulatory Decision Sensitivity # FEVs 

Second-order 
analysis using 
subjective 
probabilities to 
represent 
uncertainties 

High confidence, P95(y > 3) = 0.048 
• Requirement met 
Expectation, P50(y > 3) ~ 0 
• Requirement met 

Sensitivity of 
log10[P(y > 3)] to a, 
M, S 

2R   = 0.295 
2
aβ  = 0.175 
2
Mβ  = 0.101 
2
Sβ  = 0.019 

1 million 
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Figure 12. Sensitivity analysis for various modeling approaches.  
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Table 9. Analysis Results for Second-Order Analysis Using Subjective 
Probabilities to Represent Uncertainties 

 

Second-order analyses are most appropriate for high-consequence issues where 
neither aleatory uncertainties nor epistemic uncertainties clearly dominate. The issue of 
adequate numerical convergence is greatly compounded with a probabilistic second-order 
analysis such as this. The computational burden here is orders of magnitude greater than 
a first-order probabilistic analysis (Section 5). Here, we represented the epistemic 
uncertainties with 100 realizations, each of which involved 10,000 function evaluations 
to represent the aleatory uncertainties, resulting in a total of 1 million function 
evaluations! One hundred realizations of epistemic uncertainty might be acceptable for 
estimating the mean of the confidence distribution, but it likely does not provide an 
adequate estimate of the 95th percentile. Clearly, second-order probabilistic analyses are 
not generally practical in a brute-force sense for our anticipated applications. As with the 
first-order Bayesian analysis, surrogate models may offer a practical path forward, 
recognizing that such approaches introduce additional “representational” errors that must 
be quantified. 

The author is aware of important weapons applications in which a second-order 
analysis only requires large code calculations for the outer epistemic loop; the inner 
aleatory loop can be accomplished with information supplied solely from the outer loop 
and the aleatory characterization of component failure criteria. In these special cases, the 
computational burden (in terms of expensive function evaluations) of a second-order 
analysis becomes comparable to that of a first-order analysis. 

Another challenge to the computational budget exists if there is some need to change 
one or more of the input distributions, e.g., if an error is discovered in the input 
distributions or new information becomes available. This is also a problem with the 
Bayesian approach, and it is particularly disheartening here because of the compounded 
computational burden. In this case, the ensemble of calculations must be repeated to get a 
credible and consistent result. 

 

In summary, second-order methods greatly improve the clarity and utility of high-
consequence risk analyses. Except for certain limiting cases, this improvement comes at 
the expense of greatly increased computational burden. Practical approaches to address 
the computational expense exist, but they introduce additional representation errors that 
must be addressed in the decision context along with physical variabilities and 
uncertainties. The representation and propagation of epistemic uncertainties with 
probabilistic methods is subject to the same concerns expressed for Bayesian methods, 
that is, such treatments are not information preserving. 
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7 Second-Order Method Using the MBS to 
Represent Epistemic Uncertainties 

Alternate approaches have been proposed for characterizing and propagating 
epistemic uncertainty. These include interval analysis, possibility functions, 
belief/plausibility functions (evidence theory), and equivalence-class random variables, 
which all use some form of nonprobabilistic propagation. The MBS has roots in interval 
analysis and also uses nonprobabilistic propagation. There are some subtle differences 
that will be noted when possible, but there has been no attempt here to establish the 
formal relationship (if any) of the MBS with any of these other approaches. 

The approach taken here, as described in Table 10, is similar to that used in 
Section 6; that is, we generate an ensemble of frequency distributions, with each 
frequency distribution corresponding to a different realization of uncertainty. In 
Section 6, greater belief was associated with regions in which a greater density of 
frequency distributions existed. In this section, the attribute of belief is conveyed by 
associating a belief number (in the sense of the MBS) with each of the frequency 
distributions. It is important to reiterate that the MBS makes no assumption about the 
statistical independence of input distributions because all combinations of defensible 
inputs are explored. 

Table 10. Analysis Process Associated with Second-Order Analysis Using 
the MBS to Represent Uncertainties 

Case Analysis Process 

Second-order 
analysis using the 
MBS to represent 
uncertainties 

1. Sample a, M, and S 100 times using Latin Hypercube Sampling 
(LHS) to create a set of input sets reflecting uncertainty.  
a. Evaluate the joint belief of the uncertain input set. 
b. Sample ln(b) 1,000 times (conditional on one realization of M 

and S) to create an input set representing variability. 
c. Evaluate y for each input set representing variability 

(conditional on one realization of a, M, and S). 
d. Construct a cumulative probability distribution for y 

(conditional on one realization of a, M, and S). Assign the 
joint belief of uncertain inputs to each cumulative 
distribution. 

e. Evaluate the probability that y > 3 from the cumulative 
distribution (conditional on one realization of a, M, and S). 
Assign the joint belief of uncertain inputs to each P(y > 3). 

2. Repeat steps 1a to 1e for each realization of uncertainty. 
3. Construct a cumulative probability distribution for P(y > 3). 
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We can invoke one of the unique features of the MBS to illustrate the method for the 
problem at hand. Without generating any new function evaluations we can work directly 
with the existing function evaluations previously generated in Section 6. In Section 6, 
each frequency distribution was associated with a triplet (ai, Mi, Si) representing one 
realization of uncertainty in a, M, and S. Based on our assessment of a belief distribution 
for each parameter (see Figure 3), we can associate a belief number to each individual 
parameter in the triplet and a joint belief to the triplet as a whole. This is the belief 
number associated with the frequency distribution derived from the triplet. 

       The results of the analysis are shown in Figure 13. The upper part of the figure 
displays an ensemble of frequency distributions that is exactly the same as that shown in 
Figure 11 of Section 6; only here, each frequency distribution is color coded according to 
its belief number. The lower part of the figure displays a “distribution (i.e. scatterplot)” 
that was created by calculating P(y > 3), the probability of exceeding the regulatory 
requirement, for each frequency distribution and associating each probability with a 
belief number. Note that the probability calculated for each frequency distribution 
inherits the belief number associated with the particular frequency distribution. 
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Figure 13. Second-order analysis using the MBS to represent uncertainties. 
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Note that the belief numbers in the scatterplot, or lower part, of Figure 13 appear in 
three tiers. The first tier (labeled 10°) corresponds to Bel = 1.0. This tier defines a range 
of values for P(y > 3) that are derived from only physically reasonable inputs. The second 
tier (labeled 10-1) corresponds to Bel = 0.1. The second tier defines a range of values for 
P(y > 3) that is derived from inputs where one is judged physically unreasonable and all 
the others are judged physically reasonable. Likewise, the third tier (labeled 10 -2 ) 
corresponds to the single case where all the input is judged physically unreasonable, and 
thus P(y > 3) is judged physically incredible. Note that the ranges overlap and that they 
are not all nested. This means that some values of P(y > 3) can be achieved with inputs 
that have a joint belief of 1.0 or a joint belief of 0.1 or a joint belief of 0.01. Intuitively 
the highest belief values prevail in judging regulatory compliance. Note also that there is 
a range of values for P(y >3) that can only be achieved with some degree of diminished 
belief. 

For the current problem, there are some physically reasonable and some physically 
unreasonable values of P(y > 3) that exceed the regulatory requirement of 0.05; 
consequently, we cannot state that the regulatory requirement is met in any sense. This 
conclusion contrasts with the conclusion reached by using either the Bayesian approach 
or the subjective separatist approach. The cause of these differing conclusions is rooted in 
the fact that probabilistic characterization and propagation of epistemic inputs is not 
information preserving, i.e., implying more information than the evidence can justify. 

Exploration of sensitivity through scatterplots, regression, and correlation is 
independent of the method used to represent and propagate uncertainties for the 
regulatory context. Here, the same function evaluations used in the previous second-order 
analysis are used; therefore, the representation and interpretation of sensitivity 
information is also the same. The results are repeated here as Table 11. 

Table 11. Analysis Results for Second-Order Analysis Using the MBS to 
Represent Uncertainties 

Case Regulatory Decision Sensitivity # FEVs 

Second-order 
analysis using 
the MBS to 
represent 
uncertainties 

High confidence, 
fmax(y > 3, Bel = 0.1) = 0.3098 
• Requirement not met 
Expectation, 
fmax(y > 3, Bel = 1) = 0.0735 
• Requirement not met 

Sensitivity of 
log10[P(y > 3)] to a, M, 
and S 
 

2R   = 0.295 
2
aβ  = 0.175 
2
Mβ  = 0.101 
2
Sβ  = 0.019 

1 million 
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The computational burden of a second-order probabilistic/MBS analysis can often be 
prohibitive unless a suitable surrogate model can be developed or for special situations 
where the aleatory loop does not require function evaluations as noted in the previous 
section. Here, we also represented the epistemic uncertainties with 102 realizations, but 
unlike the previous case, these 100 realizations are decisively adequate for determining 
that the regulatory requirement was not met. 

With the MBS, all 100 realizations of epistemic uncertainty need not have been 
calculated if the analyst rank-ordered the 100 realizations of uncertain inputs according 
to his judgment of greatest challenge to the regulatory requirement. One calculation (or a 
small number of calculations) could have revealed that the regulatory requirement was 
not met with sufficient confidence. The remaining calculations would not be required 
unless sensitivity information was required; and even then, a reduced set might have been 
adequate. 

The MBS has another attribute that could lead to significant computational savings. 
With the MBS, every calculation has value in itself, and belief numbers can be assigned 
or updated after the calculations are performed (just as we did in this section). 
Consequently, no new function evaluations may be necessary if adjustment in the belief 
distributions becomes necessary (because some error is discovered or new information 
becomes available) after the initial calculations are performed! The MBS has potential 
for additional computational savings, but this discussion will be deferred to the next 
section. 

Note that the ensemble of curves shown previously in Figure 13 may not include the 
extreme distributions that envelop the regions of Bel = 1.0 and Bel ≥ 0.1 because it is 
highly unlikely that the sampling scheme would select input sets leading to the extreme 
states. Enveloping curves can be estimated with insight derived from the sensitivity 
analysis, which suggests that P(y > 3) is positive monotonic to input a and input M and 
insensitive to input S. Based on these insights, Table 12 shows input for four additional 
calculations that lead to approximate enveloping distributions, which are shown in Figure 
14. The expected value of each enveloping curve is listed in Table 13 and compared to 
bounds on expected values obtained by other participants of the Epistemic Uncertainty 
Workshop who also worked challenge problem 5a (Ferson et al. 2004). In particular, the 
bounds of expected values corresponding to Bel ≥ 0.1 compare almost identically to the 
range of expected values obtained by Ferson and Hajagos (2004). 
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Table 12. Inputs Leading to Approximate Enveloping Curves 
with Bel = 1.0 and Bel = 0.1 

Input a Bel a Input M Bel M Input S Bel S Joint Bel 

1 .1 .9 1 .45 1 .1 
.8 1 .9 1 .45 1 1 
.3 1 .1 1 .15 1 1 
.1 .1 .1 1 .15 1 .1 

 

Output: y
0 1 2 3 4 5 6 7 8

C
um

ul
at

iv
e 

Fr
eq

ue
nc

y

0.0

0.2

0.4

0.6

0.8

1.0

Reg.Nom. Max.

Bel=1.0
Bel=0.1

 

Figure 14. Approximate enveloping distributions. 

Table 13. Comparison of Bounds on Expected Values 

 

MBS 
Kozine and 
Utkin 2004 

DeCooman and 
Troffaes 2004 

Ferson and Hajagos 
2004 

Bel = 1.0 {1.11, 2.72} 
Bel ≥ 0.1 {1.02, 3.72} 

{1.45, 2.82} {1.54, 2.19} {1.05, 3.79} 
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8 The MBS and Distribution Relaxation 
Second-order methods using the MBS provide a general treatment of variabilities 

and uncertainties in any risk analysis. Sometimes, there is broad consensus5 that 
uncertainties dominate all variabilities; consequently, the second-order analysis can be 
reduced to a first-order analysis where only epistemic uncertainties remain. This greatly 
reduces the computational burden. It will become evident that this limiting case is a 
subset of a broader treatment provided by this section. 

The computational burden of a second-order analysis is a significant drawback. 
Previously, we discussed the possible reduction of computational burden through the use 
of surrogate models. Here, we explore an alternate approach, which we call distributional 
relaxation. The goal is to reduce the second-order analysis to a first-order analysis while 
still preserving the enveloping nature of the MBS. The interval-like nature of the MBS 
also affords the opportunity for additional computational savings.  

Whereas a Bayesian represents epistemic uncertainties with (subjective) probability 
distributions, here we propose representing aleatory uncertainties with belief distributions 
in the sense of the MBS. The latter is referred to as distribution relaxation because less 
information is implied by the resulting belief distribution than the evidence would 
support. Unlike the Bayesian approach, this leads to a more conservative result. 

Aleatory uncertainties exist in the challenge problem because ln(b) was represented 
as a normal distribution, N(M, S), while epistemic uncertainties existed (in part) because 
there was uncertainty in the distribution parameters (M, S). To develop the concept of 
distributional relaxation, consider first a simpler (purely aleatory) case where M and S are 
known precisely so that the distribution for ln(b) is completely prescribed as a frequency 
distribution. As a practical matter, we would not be interested in values of ln(b) that are 
below the 5th percentile or above the 95th percentile. Even if these extreme inputs 
always lead to outputs exceeding the regulatory threshold of 3, they would do so with a 
cumulative frequency that is less than the requirement of 5%. Hence, the normal 
distribution could be represented by an interval with limits equal to the 5th and 95th 
percentiles of the normal distribution. Although values outside the limits of the interval 
might be physically realizable, they are of no consequence in assessing regulatory 
compliance. 

We can now return to the challenge problem where the normal distribution exhibits 
epistemic uncertainty in its statistics; consequently, we must examine an ensemble of 
distributions for ln(b). Four points (with a corresponding belief value) can characterize 
the three intervals for the belief distribution for M; likewise, four points can characterize 
the belief distribution for S. There are 16 combinations that must be explored, 4 of which 
are physically incredible (Bel ≤ 0.01). The remaining 12 cumulative curves are plotted in 
Figure 15 (curves are plotted between the 5th and 95th percentiles) with color coding to 
indicate which curves are physically reasonable (black) and which curves are physically 

                                                 
5 Subjective judgments cannot be wholly eliminated from any risk analysis. 
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unreasonable (blue). The belief distribution is constructed as indicated by the dotted lines 
connecting the upper and lower figures. For example, the lower bound of the physically 
reasonable interval corresponds to the minimum ln(b) for the black curves (at the 5% 
level) and the maximum ln(b) of the black curves (at the 95% level). It is interesting to 
note that construction of the belief distribution is dominated by uncertainty in the mean 
M, which is consistent with the sensitivity analysis conducted for the second-order 
methods (see Figure 12 and Table 9).  
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Figure 15. Distributional relaxation. Blue lines correspond to Bel = 0.1, 
and black lines correspond to Bel = 1. 
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Figure 16 and Table 15 shows the results of the distributional-relaxation analysis 
conducted according to the process outlined in Table 14. Here, we have employed a 
factorial design to illustrate computational designs different from sampling-based 
schemes.6 The analyses suggest that output values greater than the regulatory threshold 
are physically reasonable; therefore, we cannot conclude that the regulatory requirement 
is met. Very large values of y, although physically unreasonable, cannot be positively 
excluded. These physically unreasonable values are not as large as those derived for the 
deterministic bounding analysis; and with the MBS, we understand explicitly that these 
large values are only possible with diminished belief. Even larger values are possible, but 
only under combinations of inputs deemed physically incredible. 

Output: y
0 2 4 6 8

B
el

ie
f N

um
be

r

10-3

10-2

10-1

100

101

Req.Nom. Max.

 

Figure 16. Analysis results for the MBS with distribution relaxation. 

 

                                                 
6 When using probabilistic methods, meaning can only be drawn from the characteristics, e.g., mean and 
variance, of the ensemble of results. In the MBS, every single result has full meaning in itself. Structured 
analysis matrices, such as factorial designs, and unstructured analysis matrices, derived from sampling-
based schemes, are useful ways of exploring the response space; but these methods, when employed in the 
context of the MBS, do not imply the same statistical attributes as they do when applied in the context of 
more traditional probabilistic methods. 
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Table 14. Analysis Process Associated MBS with Distribution Relaxation 

Case Analysis Process 

MBS 1. Relax the probability distributions into belief distributions. 
2. Select a and ln(b) input combinations using a four-level factorial 

design (16 input sets). 
3. Evaluate the joint belief for each set of uncertain inputs. Evaluate y 

for each input set. Assign the joint belief of uncertain inputs to each 
y. 

4. Construct the belief distribution from the set of 16 output ys. 
5. Evaluate the belief that y > 3. 

 
The scatterplots shown in Figure 17 address sensitivity of the output y to 

uncertainties in inputs a and ln(b) and key results are returned in Table 15. Figure 17 
suggests that log10(y) is a monotonic function of each of the uncertain inputs; however, 
the small 2R value suggests that the relationship is not linear. Within the limitations of 
linearity, the 2β statistics suggest that uncertainties in input a dominate uncertainties in 
ln(b). The global perspective of a scatterplot cannot detect the local non-monotinicity to 
input a that is known to exist (see section 3). 

Table 15. Comparative Summary of Analysis Results  

Case Regulatory Decision Sensitivity # FEVs 

MBS Bel(y > 3) = 1 
• High confidence (i.e.,  

Bel ≤ 0.01), requirement not met 
• Expectation (Bel ≤ 0.1), 

requirement not met 

Sensitivity of log10(y) to 
a, ln(b)  

2R   = 0.428 
2
aβ  = 0.426 

( )
2
ln bβ  = 0.002 

12 
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Figure 17. Sensitivity analysis for the MBS with distribution relaxation. 
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Table 16 summarizes the individual calculations. One advantage of the MBS is that 
the joint belief of various input combinations is known before the function evaluation is 
required, thus providing a means to screen out input sets of diminishing value. 
Consequently, the four input sets with a joint belief of 0.01 need not have been evaluated, 
and this is true regardless of the strategy employed to generate the input sets. For 
instance, we might have generated inputs sets through sampling (as opposed to the 
factorial design) of the input distributions. The joint belief of each input set could then be 
calculated, and those with Bel ≤ 0.01 could have been eliminated from the pool requiring 
function evaluation. This ability to screen out calculations of limited value is a unique 
advantage of the MBS. 

Table 16. Problem 5a with Distribution Relaxation 

a Bel(a) ln(b) b Bel(b) y Bel(y) 
0.1 0.1 –0.7402 0.4770 0.1 0.9465 0.01 
0.1 0.1 –0.6402 0.5272 1 0.9544 0.1 
0.1 0.1 1.6402 5.1562 1 1.1805 0.1 
0.1 0.1 1.7402 5.6985 0.1 1.1922 0.01 
0.3 1 –0.7402 0.4770 0.1 0.9271 0.1 
0.3 1 –0.6402 0.5272 1 0.9447 1 
0.3 1 1.6402 5.1562 1 1.6637 1 
0.3 1 1.7402 5.6985 0.1 1.7116 0.1 
0.8 1 –0.7402 0.4770 0.1 1.2161 0.1 
0.8 1 –0.6402 0.5272 1 1.2541 1 
0.8 1 1.6402 5.1562 1 4.1685 1 
0.8 1 1.7402 5.6985 0.1 4.4694 0.1 
1 0.1 –0.7402 0.4770 0.1 1.4770 0.01 
1 0.1 –0.6402 0.5272 1 1.5272 0.1 
1 0.1 1.6402 5.1562 1 6.1562 0.1 
1 0.1 1.7402 5.6985 0.1 6.6985 0.01 

 

Factorial designs have the advantage that the limits of credibility for the outputs can be 
computed exactly if the output is monotonic to all the uncertain inputs, and limits of 
credibility can be computed approximately if the output is monotonic to all dominant 
inputs. Assuming monotonicity, and if all uncertain inputs are represented by an interval 
(Bel = 1), and it is not known whether the output is positive or negative monotonic, then 
2N function evaluations are required to exactly determine the limits of credibility for the 
output interval. Six uncertain input intervals can be addressed for a function budget of 64 
evaluations. 

If, on the other hand, all inputs are represented by two tiers of belief (e.g., Figure 3), 
that can be characterized by four input levels that span the limits of credibility (two with 
Bel = 1.0 and two with Bel = 0.1), then 4N function evaluations are required to compute 
all interactions. Only three uncertain variables can be addressed with 64 function 
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evaluations. However, some of the interactions will have Bel ≤ 0.01, and the MBS allows 
these physically incredible cases to be identified beforehand and eliminated from the 
calculation matrix. These cases need not be computed; therefore, only 32 function 
evaluations are needed to address three uncertain inputs. In general, the four-level design 
noted above will generate (N + 1)2N combinations with Bel = 1 or Bel = 0.1; 
consequently, four uncertain inputs can be completely explored with 80 function 
evaluations (as opposed to 256 function evaluations for the full factorial design). The 
four-level factorial designs (truncated to cases with Bel = 1 and Bel = 0.1) can also 
approximate limits of credibility when the output function in nonmonotonic to uncertain 
inputs. This is because two points are evaluated at values intermediate to the extremes. 

Monte Carlo is an alternate and useful means for generating input sets (as was done 
for the case using subjective probabilities in a second-order analysis). Latin Hypercube 
Sampling (LHS) is a variance-reducing class of Monte Carlo methods (Helton and Davis, 
2000) that has the advantage of better representing the input ranges when the number of 
samples is relatively small (as would be the case in many of the anticipate weapons 
applications). LHS also has the advantage of more densely representing input ranges. For 
example, if we generate 50 LHS samples, then each uncertain parameter will have 50 
values spanning its input range (as opposed to the 4 values for the factorial design). Thus, 
if the output exhibits a resonance behavior to one of the inputs, then this strategy has a 
better opportunity to capture the effect. On the other hand, if the extremes of the output 
are dominated by combinations of the extremes of the inputs, then the sparse sampling of 
interactions afforded by LHS may not result in an adequate estimate of the extreme 
outputs.  

The MBS lends itself to a hybrid strategy. Initially, 50 function evaluations could be 
used to scope out the response and hopefully conclude that only a few of many inputs 
dominate uncertainty. These 50 function evaluations may be sufficient to make the 
regulatory decision (usually you can show that the regulatory requirement is not met). A 
strategy as outlined in Table 17 can be employed if more refinement is required to better 
resolve limits of output credibility when compliance to requirements is in doubt. The 
strategy, which leverages insights obtained from the initial 50 function evaluations, 
involves 2(N + 1) additional function evaluations, where N is the number of uncertain 
inputs. As a practical matter, however, N could be interpreted as the number of dominant 
inputs because all others could be set to nominal values without significantly altering the 
output. Thus, only eight additional function evaluations are needed if 3 out of an initial 
35 inputs are found to dominate the output response.  
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When the above strategy is successful, the MBS allows more information to be 
extracted from the limited full-physics function evaluations without having to rely on 
surrogate models and the additional representational errors they introduce to the analysis. 
When the above strategy is unsuccessful, it will be for those cases where dominant 
contributors to uncertainty cannot be identified, but these are the situations where it is 
likely to be most difficult to identify a suitable surrogate model. 

 

Table 17. Strategy to Efficiently Estimate Limits of Credibility for Output Y  

To Better Define: Strategy 
No. 

FEVs 

Minimum output y 
with Bel = 0.1 

• Pick the first xi and select the value with Bel = 0.1 that 
minimizes y. 

• For all other xis, pick the value with Bel = 1.0 that 
minimizes y. 

• Evaluate y for this set. 
• Repeat for all xis. 

N 

Minimum output y 
with Bel = 1.0 

• Pick the value with Bel = 1.0 for each xi that minimizes y. 
• Evaluate y for this set. 

1 

Maximum output y 
with Bel = 1.0 

• Pick the value with Bel = 1.0 for each xi that maximizes 
y. 

• Evaluate y for this set. 

1 

Maximum output y 
with Bel = 0.1 

• Pick the first dominant xi and select the value with 
Bel = 0.1 that maximizes y. 

• For all other xis, pick the value with Bel =1.0 that 
maximizes y. 

• Evaluate ya for this set. 
• Repeat for all dominant xis. 

N 

 

 

 
 

9 Regulatory Language and the Quantification 
of Margins 

The basic language of regulation can be expressed as 
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Regulatory Metric (Assessed) < Regulatory Metric (Required). 

Table 18 shows that the regulatory metric is expressed in terms of response, reliability, 
reliability at confidence, or confidence depending on the level of sophistication and 
generality brought to the analysis. Logically, the analysis methodology is dictated by the 
regulatory language; but in practice, the analysis community often works directly with 
the regulatory community to tailor the regulatory language to be consistent with the 
proposed methodology. This was certainly the case with WIPP for the geologic disposal 
of transuranic radioactive wastes, and with NUREG-1150 for reactor safety. Ambiguity 
(or conflict) arises when new methods become available. This is best illustrated through 
some examples. 

Consider first a requirement on the safety of nuclear weapons in abnormal 
environments:7 

The probability of a premature nuclear detonation of a warhead due to warhead 
component malfunctions, … shall not exceed: … 1 in 106 per warhead exposure 
or accident. (Walske 1968) 

We recognize this requirement as one of quantified reliability (QR): PIND8 < 10–6. This 
requirement was instituted in 1968. Modern risk analysts might ask if the Walske 
requirement should be interpreted as a frequency requirement (the expected value of 
many millions of such events is less than 10–6), or as a requirement in belief (Bayesian 
perspective), or whether confidence intervals should be applied to such high-consequence 
events. Such confusion occurs because of the dual definition of the word “probability”: 
objective (frequency) and subjective (belief). Sufficient clarification (in the interest of 
“purity”) of the regulatory language, for example, frequensic interpretation, may preclude 
the possibility of demonstrating compliance through any other feasible analyses. 

Conflict can also occur when the regulatory language is too specific. For example, 
we might have required for the challenge problem that P(y > 3) < 0.05 with 95% 
confidence. This language would fall in the class of “quantified reliability at confidence.” 
Such language is specific to a second-order approach using subjective probabilities to 
represent epistemic uncertainties. If an analyst wished to apply an alternate methodology, 
such as the MBS, then the regulatory language must be changed, which might involve 
interpreting “95% confidence” as “high confidence” (i.e., Belief ≥ 0.1). 

                                                 
7 e.g., a nuclear weapon exposed to a large fuel fire associated with an airplane crash 
8 Probability of Inadvertent Nuclear Detonation (PIND) 
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Table 18. Regulatory Language and the Quantification of Margins 

 
Regulatory Language 

 
Regulatory Description Examples from Challenge Problem 

Quantification of Margins 
for Challenge Problem 

ValueAssessed
ValueRegulatedMargin =  

Quantified Threshold (QT) 

Deterministic 
• Requirement not met with high confidence 
• Requirement met with best estimate 

High Confidence 
ymax = 7.1867 

Best Estimate 
ynominal = 1.5424 

High Confidence 
Margin = 3/ymax = 0.42 

Best Estimate 
Margin = 3/ynominal = 1.95 

Quantified Reliability (QR) 

Frequensic or Bayesian 
• Requirement met with best estimate 

P(y > 3) = 0.0149 Bayesian “belief” interpretation Margin = 0.05/P(y > 3) = 3.36 

Quantified Reliability at Confidence (QRC) 

Second Order with Subjective Probabilities 
• Requirement met with best estimate 

High Confidence 
P95(y > 3) = 0.048, i.e., 95% confidence 

Best Estimate 
P50(y > 3) ~ 0, i.e., 50% confidence 

High Confidence 
Margin = 0.05/P95(y > 3) = 1.04 

Best Estimate 
Margin = 0.05/P50(y > 3)>>1 

Quantified Reliability at Confidence (QRC) 

Second Order with Belief Scales 
• Requirement not met with high confidence 
• Requirement not met with best estimate 

High Confidence 
fmax(y > 3; Bel = 0.1) = 0.3098, i.e., physically 
unreasonable 

Best Estimate 
fmax(y > 3; Bel = 1) = 0.0735, i.e., physically 
reasonable 

High Confidence 
Margin = 0.05/fmax(y > 3; Bel = 0.1) = 0.16 

 
Best Estimate 

Margin = 0.05/ fmax(y > 3; Bel = 1) = 0.68 
 

Quantified Confidence (QC) 

Belief Scales 
• Requirement not met with high confidence 
 

High Confidence 
ymax(Bel = 0.1) = 6.1562, i.e., physically 
unreasonable 

Best Estimate 
ymax(Bel = 1) = 4.1689, i.e., physically reasonable 

High Confidence 
   Margin = 3/ymax(Bel = 0.1) = 0.49 
 
Best Estimate 
   Margin = 3/ymax(Bel = 1) = 0.72 
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Note that some risk-averse analysts are of the notion that high-consequence 
decisions should not be made unless we know everything about everything. The 
implication is that compliance with “conservative regulatory requirements” must be 
demonstrated with “high confidence.” Such a perspective could lead to analysis 
paralysis, which is not constructive or even in the spirit of many high-consequence 
decision contexts. Take for instance the licensing of WIPP (Helton et al. 1996) for 
transuranic nuclear wastes. The relevant regulations (40 CFR 191.13) state the following: 
“Performance assessments need not provide complete assurance that the requirements of 
191.13(a) will be met. . . what is required is a reasonable expectation, on the basis of the 
record before the implementing agency, that compliance with 191.13(a) will be 
achieved.” Lastly, we note that the regulatory position taken by many agencies (Helton 
and Breeding 1996; Apostolakis and Guedes Soares 2004) is one of risk-informed 
regulation rather than risk-based regulation. This is an implicit acknowledgement that no 
body of evidence is perfect in every sense. A risk-informed approach acknowledges that 
there will always be programmatic and technical “intangibles” and that high-consequence 
decisions are ultimately assertion based; peer review thus becomes a critical element in 
validating the modeling approach and judging the adequacy of the evidence. Lastly, we 
note that both WIPP and reactor safety have employed second-order analyses using 
subjective probabilities to represent epistemic uncertainties. Compliance to requirements 
was judged based on the mean values (not the high-confidence values) of the resulting 
epistemic distributions. 

Demonstrated compliance with a regulatory requirement, even if epistemic 
uncertainties are explicitly addressed as part of the requirement language, is often not 
enough to satiate the curiosity of decision makers because of the moral and legal 
liabilities that exist with high-consequence decisions. Decision makers often want to see 
some quantification of “margins,” which is a measure of “ease” by which the requirement 
is met. Implicit in this curiosity is a realization that any risk analyses can only hope to 
quantify what is ‘known” to some degree. Lurking in the shadows is the specter that 
some significant unknown-unknown could invalidate the conclusions of the study, and 
margin is a subjective hedge against such potential disasters. 

There is no universally accepted definition of “margin.” From a deterministic 
perspective, margin can be defined in terms of a difference, as in 

ValueAssessedValueRequiredMargin −= , 

or a ratio, as in 

.
ValueAssessed
ValueRequiredMargin =  

 

 



    

 67

Consequently, a positive value or a value exceeding unity denotes that the requirement is 
met, and increased comfort is derived for larger margins. There is a distinct advantage to 
defining margins in terms of a ratio because unity is a universal benchmark against which 
the magnitude of margin can be judged regardless of the nature of the regulatory metric 
and its associated units. In some disciplines, a safety factor applied to the ratio form of 
margin is prescribed by regulations as an experienced-based attempt to build in 
robustness against variabilities and uncertainties. Ad hoc requirements for margin-on-the-
margin may be inadequate or overly conservative (and more generally indefensible) for 
other high-consequence or first-of-a-kind issues. 

Another common approach is to define margin in the context of a confidence ratio 
(CR): 

2
ValueAssessed

2
ValuequiredRe

ValueAssessedValuequiredReCR
σ+σ

µ−µ
=  

when variabilities dominate, and 

yUncertaint
ValueAssessedNominalValueRequiredNominalCR −=  

when uncertainties dominate. The former definition is common in the reliability literature 
(Modarres 1992), and the latter has been proposed in the context of quantifying design 
margins and uncertainties (QMU) (Sharp and Wood-Schultz 2003; Logan and Nitta 
2002) in the certification of physics package performance of nuclear weapons. 
Compliance to requirements is judged in terms of a specified value of the CR. In the 
reliability context, specifying a critical CR is equivalent to specifying an acceptable 
probability that the assessed value does not exceed the required value.9 In the uncertainty 
dominated case, a CR > 1 is required to ensure compliance to requirements. 

Although logically self-consistent, the CR approach has two drawbacks. First, the 
CR approach has not been applied to cases where aleatory and epistemic uncertainties are 
of comparable magnitudes. Second, the CR approach can be confusing because it is 
possible to have a positive margin and still not meet requirements. This is because, in this 
context, margin is defined in terms of the difference of mean or nominal values, and 
variabilities or uncertainties must be accounted for separately. Consequently, a new 
metric, is required to combine the concept of “best estimate” spread with the concept of 
variability or uncertainty to judge compliance to requirements. 

We propose here a definition of margin that is always a direct measure of 
compliance to regulatory requirements,  

                                                 
9 Strictly speaking, this is only true when the distributions are normal. 
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,
MetricRegulatoryofValueAssessed
MetricRegulatoryofValueRequiredMargin =  

so that margin has values greater than unity when the regulations are met.10 This 
definition can be written more explicitly for the specific cases of deterministic, variability 
dominated,11 comparable variabilities and uncertainties, and uncertainty dominated 
respectively:  

,
ticValueDeterminisAssessed

ValueticDeterminisRequiredMargin =  

,
yReliabilit Assessed
yReliabilitRequiredMargin =  

,
ConfidenceAssessedatyReliabilitAssessed
ConfidenceSpecifiedatyReliabilitRequiredMargin =  

.
ConfidenceAssessedatValueAssessed
ConfidenceSpecifiedatValueRequiredMargin =  

Table 18, presented previously, evaluates these definitions in the context of specific 
analysis approaches for the challenge problem. The rank ordering of “high-confidence” 
margins (from the greatest to the smallest) is as follows: 

1. Bayesian methods where variabilities and uncertainties are both represented by 
probabilities and propagated using probabilistic methods in a first-order analysis 

2. Second-order methods where variabilities and uncertainties are represented by 
probabilities and both are propagated with probabilistic methods  

3. Second-order methods where uncertainties are represented by the MBS. 

4. The MBS with distributional relaxation in which variabilities are first represented 
by belief distributions and then propagated with all other uncertainties using the 
methods of the MBS 

5. Deterministic bounding 

                                                 
10 This formulation is appropriate to the common case where a regulated value should not be exceeded. 
There are cases where an assessed value should always exceed the required value. For these cases, the 
numerator and denominators should be swapped in this and the following expressions such that margin is 
always greater than unity when the requirement is met. 
11 This includes the Bayesian approach where both variabilities and uncertainties are represented by 
probabilities and both are propagated using first-order probabilistic methods.  
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The most appropriate answer is dictated by the nature of the available evidence. We 
assert that second-order methods using the MBS to address epistemic uncertainties are 
the most appropriate for the challenge problem. Bayesian methods and second-order 
methods with subjective probabilities arguably underrepresent the risk, while the MBS 
with distributional relaxation and the bounding deterministic analyses envelop the risk. 
MBS with distributional realization is preferable for high-consequence decisions, 
provided the results are not hyperconservative, and can be accommodated in a practical 
manner. 

A favorable margin is adequate for making risk-informed decisions. Although 
unknown-unknowns are unquantifiable, there still remains an obligation to exercise “due 
diligence” in their identification and management. Some approaches to minimizing the 
risk of “surprise” from unknown-unknowns follow. 

1. Factor of safety: This is akin to requiring a “margin on the margin.” Even if a 
factor of safety is not required, it is useful to explore how far you have to push 
things before requirements are not met. Are we close to cliffs or points that would 
stimulate large undesirable swings in system response? Built-in redundancy is 
also a hedge against the unknown-unknown. 

2. Peer review: Someone else may know what is unknown to me. Independent peer 
review by senior subject-matter experts from stakeholder organizations can 
identify unrecognized “issues.” 

3. Organizational memory: Some unknown-unknowns are should-have-been-
knowns. Deliberate review of operational history and lessons-learned documents 
is also useful. This is an attempt to benefit from “organizational memory.” 

4. Phenomena bifurcation: A conscious employment of heuristics can be useful. 
For example, have you thought about instabilities or other phenomena that could 
cause physical phenomena to bifurcate, such as temperatures of key structures 
exceeding their melting point or the consequences of material interactions? 

5. Hierarchal testing: The goal here is to allow Mother Nature an opportunity to 
reveal her unknown-unknowns through increasingly complicated testing. This can 
take the form of systematic hierarchical validation activities and system-level 
testing with real hardware under application-relevant conditions with emphasis on 
quality diagnostics at multiple locations. 

6. High-fidelity modeling and simulation: The heuristics of even the best subject-
matter experts are fallible in the face of nonlinear, coupled multiphysics in 
complex geometries. A systems-level approach, coupled with high-fidelity 
modeling (geometry and physics), can reveal the consequences of undesirable 
complex interactions. 
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7. Verification: Within the decision context, require explicit application-relevant 
evidence of code verification (are you solving the equations right?), solution 
verification (is the discretization adequate?), and input/output verification (are 
you processing information correctly?) whenever modeling and simulation is 
playing a critical role. 

Clearly, strong safety and V&V cultures are critical if the risk of “surprise” is to be 
minimized.  
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10 Summary and Conclusions 
Modeling and simulation is playing an increasing role in supporting weapons 

qualification and other tough regulatory decisions, which are typically characterized by 
variabilities and uncertainties in the scenarios, input conditions, failure criteria, model 
parameters, and even model form. Variability exists when there is a statistically 
significant database that is fully relevant to the application. Uncertainty, on the other 
hand, is characterized by some degree of ignorance. An algebraic problem was used to 
illustrate how various risk methodologies address variability and uncertainty in a 
regulatory context. These traditional risk methodologies include deterministic (bounding) 
methods, probabilistic methods (including frequensic and Bayesian perspectives), and 
second-order methods where variabilities and uncertainties are separated. 

The deterministic approach is the most computationally efficient of all the methods 
addressed in this report. However, the deterministic approach, even if addressed from the 
perspective of bounding analyses, is the most programmatically risky. This approach is a 
risky proposition because of the high reliance on expert judgment to define worst-case 
scenarios and model inputs for nonlinear systems controlled by multiphysics in complex 
geometry, because compliance with requirements may be intractable (with practical 
resources) or unnecessarily costly and because no insight into sensitivity is obtained. 
Computational efficiency comes at the expense of an adequate understanding of 
contributors to uncertainty because an adequate sensitivity study cannot be formed with 
the limited computational budget. 

Bayesian methods are well established in the technical community; however, the 
representation of variabilities epistemic uncertainties with (subjective) probability 
distributions, and the use of probabilistic methods to propagate subjective distributions, 
can lead to results that are not logically consistent with available knowledge. Bayesian 
methods are not information preserving (i.e., they can imply more than the available 
evidence can support), initial iterations may not be conservative, and it is difficult to 
prove convergence to the right answer. Probabilistic (forward) propagation requires a 
large number of function evaluations to ensure numerical convergence, particularly if 
very small probability levels must be resolved. There are options for performing analyses 
with a limited computational budget, but the numerical convergence error and any 
representational errors must be evaluated and may ultimately dominate the results. Any 
single function evaluation is meaningless; it is only in the context of an ensemble, i.e., a 
distribution, that meaning can be derived. Bayesian updating can be prohibitively 
expensive for the problems being addressed by the ASC program; and in many cases, the 
value of updating does not justify the added computational cost. With a Bayesian 
analysis, sensitivity analyses (critical to any risk analysis) confound the rank order of 
reducible (epistemic) and irreducible (aleatory) uncertainties. 

State-of-the-art risk assessments in the United States separate the treatment of 
variabilities and uncertainties with a second-order analysis approach. Second-order 
methods are founded on an explicit conceptualization of an ensemble of frequency 
(output) distributions: one output (frequency) distribution for each realization of 
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uncertain inputs. Variabilities on inputs contribute to the output frequency distribution, 
and uncertainties on inputs or model form are associated with the multiple realizations of 
(output) frequency distributions. Consequently, the impact of variabilities and 
uncertainties are represented separately and should be elements of any high-consequence 
decision process. Although treated separately, uncertainties are still commonly 
represented with (subjective) probability distributions and propagated with probabilistic 
methods. Second-order methods greatly improve the clarity and utility of high-
consequence risk analyses. Except for certain limiting cases, this improvement comes at 
the expense of greatly increased computational burden. Practical approaches to address 
the computational expense exist, but such approaches introduce additional representation 
errors that must be addressed in the decision context along with other variabilities and 
uncertainties. The representation and propagation of epistemic uncertainties with 
probabilistic methods is subject to the same concerns expressed for Bayesian methods, 
i.e., such treatments are not information preserving. Traditional methods of sensitivity 
analysis can be employed, but the focus is solely on reducible (epistemic) uncertainties.  

The MBS was developed as a means to logically aggregate uncertain input 
information and to propagate that information through the model to a set of results that 
are scrutable, easily interpretable by the nonexpert, and logically consistent (or 
conservative) with the available input information. The MBS can be used in a second-
order analysis to represent and propagate the epistemic contributions to uncertainties. 
The MBS, particularly in conjunction with traditional sensitivity analyses, has the 
potential to be the most computationally efficient of all the risk methodologies because 
every function evaluation has full meaning in itself. Traditional methods of sensitivity 
analysis can be employed, but the focus is solely on reducible (epistemic) uncertainties.  

Logically, the analysis methodology is dictated by the regulatory language; but in 
practice, the analysis community often works directly with the regulatory community to 
tailor the regulatory language to be consistent with the risk methodology. On the other 
hand, such focusing of the language to a specific risk methodology creates conflict for 
those who wish to pursue alternate methodologies. Margins, although not universally 
defined in a consistent manner, are defined here in a way that facilitates interpretation of 
the results, regardless of the risk methodology used. We generally define margin as 

,
MetricRegulatoryofValueAssessed
MetricRegulatoryofValueRequiredMargin =  

which is easily tailored to the MBS and all the methodologies discussed in this report. 
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