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ABSTRACT

The objective of this study is to examine the relationship between interannual SST variability and the activity
and predictability of tropical intraseasonal variability (TISV). A 10-yr simulation forced by climatological SSTs
and a 10-member 10-yr (1979–88) ensemble of simulations forced by observed SSTs from the NASA Goddard
Laboratory for the Atmospheres GCM coupled to a weakly interacting slab ocean mixed layer are analyzed.
The climatological simulation provides a measure of the natural variability associated with TISV, while the
observed SST simulations provide an indication of how externally imposed SST anomalies modify this variability.
Analysis is conducted on both the eastward-propagating (winter mode) and northeastward-propagating (summer
mode) forms of TISV. Indices of TISV are constructed from the amplitude time series of the leading EOFs of
intraseasonally bandpassed model precipitation and 850-hPa zonal wind. Analysis of the TISV activity indices
from the climatological SST simulation shows that considerable natural variability exists for both the winter
and summer TISV modes. Based on the TISV indices constructed, the internal variability of TISV is about 50%
of the mean signal. Moreover, the interannual standard deviation in TISV activity from the climatological SST
simulation ranges from about the same size to about twice the standard deviation associated with the seasonal
evolution of TISV activity.

A ratio between an estimate of the externally forced TISV variability in the observed SST simulations to an
estimate of natural TISV variability from the climatological SST simulations is constructed to give a measure
of TISV predictability. While these predictability values exhibit some seasonal dependence, on average they
suggest little to no predictability associated with interannual TISV variations for either the winter or summer
TISV mode. However, the ensemble does demonstrate significantly enhanced predictability of the summer TISV
mode during the 1982/83 winter. This same characteristic was found during the 1997/98 winter in a second 10-
member ensemble that was conducted for the period September 1996 to August 1998. In each of these cases,
the ensemble means exhibited a decrease in TISV activity, a feature that is also echoed in the observations.
Thus, under very specific circumstances, anomalous SST may have some predictable influence over the level
of TISV activity, at least for the summer mode. In addition, the simulations show evidence that generalized
intraseasonal variance (i.e., no constraint on spatial structure) displays some predictable characteristics over the
central and eastern equatorial Pacific in association with ENSO-related SST anomalies.

Considerations of the use of the ocean mixed layer coupling in the context of the above study are discussed
as well as the agreement between the observed levels of TISV activity for the periods modeled and the levels
simulated by the GCM ensemble.

1. Introduction

Tropical intraseasonal variability (TISV) takes on a
number of forms, one of which was first identified in
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the early seventies and has since been widely referred
to as the Madden–Julian oscillation (MJO; Madden and
Julian 1971, 1972). These large-scale tropical distur-
bances are characterized by eastward-propagating, equa-
torially trapped, baroclinic oscillations in the tropical
wind field (Madden and Julian 1994; Hendon and Salby
1994). Over the warmest tropical waters, such as the
Indian and west Pacific Oceans, there is considerable
interaction between these wind field oscillations and
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anomalies in atmospheric deep convection. In these re-
gions, where the convective coupling is strong, the os-
cillation propagates rather slowly, about 5–10 m s21.
Once the disturbances reach the vicinity of the date line,
and thus cooler equatorial waters, the convection sub-
sides and the propagation speed increases to about 15–
20 m s21 or greater. Several studies suggest that the
MJO propagates slowly during its convective phase due
to a coupling between Kelvin and Rossby waves brought
about by the strong latent heating (e.g., Wang and Rui
1990a; Salby et al. 1994) as well as a tighter coupling
to the underlying warm SST (e.g., Wang and Xie 1998;
Waliser et al. 1999b). In the Western Hemisphere, where
the convective coupling is weak, the MJO behaves much
like a damped Kelvin wave, and the phase speed is
considerably faster. The above characteristics tend to be
most strongly exhibited during the boreal winter and
spring when the Indo-Pacific warm pool is centered at
or near the equator. In addition to this eastward-moving,
equatorially trapped form of TISV, there are other forms
that propagate poleward from the equatorial Indian
Ocean into Southeast Asia during the Northern Hemi-
sphere summer and into northern Australia during
Southern Hemisphere summer (e.g., Lau and Chan
1986; Wang and Rui 1990b). These poleward propa-
gating forms account for about half of all the large-
scale, propagating intraseasonal events in the Tropics
(Wang and Rui 1990b).

Interest in TISV has become more widespread in re-
cent years due to the extensive interactions TISV has
with other components of our climate system. For ex-
ample, one of the most distinct features of the Asian–
Australian monsoon is its sudden onsets and breaks.
Observations have revealed that monsoon onset and
breaks are closely related to poleward-propagating TISV
activity (e.g., Yasunari 1980; Lau and Chan 1986; Hen-
don and Liebmann 1990a,b; Webster et al. 1998). In
addition to having an influence over the seasonal time-
scale, at times there appears to be a connection between
eastward-propagating MJO events and the timing and
evolution of El Niño events. This connection results
from the fact that strong westerly surface winds accom-
pany MJO convective activity. When MJO disturbances
reach the Pacific Ocean, these westerly winds initiate
downwelling oceanic Kelvin waves that can lead to SST
warming in the east Pacific due to a suppression of the
local thermocline (e.g., Lau and Chan 1988; Zebiak
1989; Weickmann 1991; Kessler et al. 1995; Moore and
Kleeman 1999). The recent 1997/98 El Niño appears to
be a particularly illustrative example of the interaction
between MJO-related surface wind forcing and the de-
velopment of an El Niño (McPhaden 1999). In this same
context, there is even an indication that intraseasonal
forcing may impart a nontrivial influence on the mean
state of the western Pacific Ocean (Kessler and Kleeman
2000). Finally, besides the interactions between TISV
and longer timescale variability, many studies have
shown an influence from TISV on the extratropical cir-

culation and its associated weather patterns (e.g., Weick-
mann 1983; Liebmann and Hartman 1984; Weickmann
et al. 1985; Lau and Philips 1986; Higgins and Mo
1997). In fact, numerical weather prediction experi-
ments by Ferranti et al. (1990) suggest that skill scores
for Northern Hemisphere long-range weather forecasts
can be improved if the Tropical diabatic heating related
to the MJO is well simulated/predicted (cf., Waliser et
al. 1999a; Hendon et al. 2000; Jones et al. 2000).

Along with the seasonal modulation of TISV activity
described above, there is also substantial interannual
variability in its intensity (e.g., Lau and Chan 1988;
Salby and Hendon 1994; Fink and Speth 1997). From
observational studies such as these, the question arises:
Is this interannual behavior of TISV purely chaotic and
unpredictable or is it related to the slowly changing
boundary forcing (e.g., SST) and therefore potentially
predictable on seasonal to interannual timescales? Ob-
servational studies such as that by Hendon et al. (1999;
see their Fig. 5) show that while both Northern Hemi-
sphere winter TISV activity (i.e., MJO) and eastern Pa-
cific Ocean SST anomalies each undergo significant in-
terannual variability, it is not obvious that the intensity
of their variations are related. Thus, while there does
not appear to be much evidence for a strong link be-
tween this form of TISV and anomalous SST in the
eastern Pacific Ocean, it is possible that SST in other
regions of the ocean may influence the interannual char-
acter of TISV, or that other measures of TISV activity
(e.g., poleward-propagating TISV) might be more close-
ly connected to ENSO-related SST variability.

The only studies to date addressing the above question
concerning overall interannual predictability of TISV as
it relates to interannual SST anomalies are those by
Slingo et al. (1999) and Gualdi et al. (1999). In the
former, a four-member ensemble of 45-yr simulations
with the Met Office (UKMO) general circulation model
(GCM; i.e., HADAM2a) was analyzed, while in the
latter a 15-member ensemble of 14-yr simulations with
the ECHAM4 GCM was analyzed. Each study em-
ployed observed SST surface boundary conditions. Fur-
ther each study focused on the average reproducibility
of the interannual character of TISV in their ensembles
with a focus on the Northern Hemisphere winter ‘‘form’’
of TISV (i.e., the eastward, equatorially propagating
form). For the most part, each study concluded that there
was little reproducibility in interannual TISV variability
associated with anomalous SST. However, closer ex-
amination of their results (e.g., Fig. 11 in Slingo et al.
1999), indicates that some years did appear to show
similarity amongst the ensemble members. Does this
imply that there is predictability under certain anoma-
lous conditions and/or certain TISV modes? In addition,
how dependent are these studies conclusions regarding
predictability on the seasonal ‘‘form’’ of the TISV (i.e.,
poleward versus equatorially propagating modes)? Fi-
nally, just as the simulation characteristics of TISV are
strongly model dependent (e.g., Slingo et al. 1996), as
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well as dependent on the nature of the SST boundary
condition (e.g., Waliser et al. 1999b), it is possible that
conclusions regarding TISV predictability might also be
model framework dependent, and therefore need to be
examined with a number of GCMs whose simulation
characteristics of TISV appear relatively realistic.

The objective of this study is to examine the inter-
annual predictability of TISV with a different atmo-
spheric GCM, a different experimental setup, and a
slightly broader focus than that used in the Slingo et al.
(1999) and Gualdi et al. (1999) studies. Briefly, the ex-
periments and analysis undertaken in this study com-
pliment those two studies in four ways. First, this study
uses the National Atmospheric and Space Administra-
tion (NASA) Goddard Laboratory for the Atmospheres
(GLA) GCM, which along with the UKMO and
ECHAM4 model is also known to provide a good rep-
resentation of the MJO (see section 2). Second, the nu-
merical experiments include a weakly coupled SST that
provides a more realistic surface boundary condition
than the fixed SSTs used by Slingo et al. (1999) and
Gualdi et al. (1999). Third, the analysis will examine
the seasonal dependence and temporal variability of
TISV predictability, including the latter’s relation to in-
terannual SST anomalies, as well as put the assessment
of predictability in the context of an estimate of natural
variability. Finally, this analysis will include an assess-
ment of the predictability of TISV in general, that is,
that which is not constrained by a predefined spatial–
temporal organization.

In the next section, the NASA GLA GCM is described
along with the experimental design and preliminary
analysis methods. Section 3 describes the procedures
used to quantify TISV activity and applies them to the
simulation using climatological SSTs in order to assess
the natural variability associated with TISV. Section 4
describes the TISV in the ensemble of simulations using
observed SSTs, compares it to the natural variability
found in the simulation using climatological SSTs, and
examines to what degree the large-scale interannual SST
anomalies influence TISV predictability. In addition,
analysis in section 4 explores the predictability of gen-
eralized intraseasonal variability, meaning TISV that is
not necessarily associated with a given large-scale co-
herent structure (e.g., the MJO). Further discussion and
a summary are presented in section 5.

2. Model and experiments

The model used in these experiments is the GLA
GCM. This model was derived from an earlier version
described by Kalnay et al. (1983). Modifications have
included increased vertical resolution and several
changes in the parameterizations of radiation, convec-
tion, cloud formation, precipitation, vertical diffusion,
and surface processes (Sud and Walker 1992; Phillips
1996). The horizontal representation uses surface finite
differences on a 48 lat 3 58 long energy and momentum

conserving A grid (Arakawa and Lamb 1977). The hor-
izontal advection of the atmospheric variables is ac-
curate to fourth order (Kalnay et al. 1983). The vertical
domain has 17 unequally spaced sigma levels extending
from the surface to about 12 hPa. At every dynamical
time step, a 16-order Shapiro (1970) filter (with time-
scale 90 min) is applied to the prognostic fields; a Fou-
rier filter is also used in polar latitudes, Negative mois-
ture values are filled by ‘‘borrowing’’ moisture from the
level below, and from neighboring horizontal grid boxes
at the lowest vertical level. Horizontal diffusion is not
included and the effects of vertical diffusion are treated
by the level-2.5 second-order turbulence closure model
of Helfand and Labraga (1988). Near the surface, the
planetary boundary layer is treated as an extended sur-
face layer with a viscous sublayer in the space between
the surface and the tops of the surface roughness ele-
ments. Appropriate parameterizations are utilized to de-
termine turbulent fluxes in the different planetary
boundary layer subregions. Both seasonal and diurnal
cycles in the solar forcing are simulated with the at-
mospheric radiation treatment of Harshvardhan et al.
(1987). The formulation of the convection follows the
scheme of Arakawa and Schubert (1974), as imple-
mented in discrete form by Lord and Arakawa (1980).
The model orography is based on the 18 3 108 topo-
graphic height data of Gates and Nelson (1975), which
has been area-averaged over the 40 3 50 grid boxes.
The resulting orography is smoothed using a 16-order
Shapiro (1970) filter, and a Fourier filter poleward of
608 latitude. Negative terrain heights resulting from the
smoothering process are set to zero. Land surface pro-
cesses are simulated as in the Xue et al. (1991) modi-
fication of the model of Sellers et al. (1986).

In general, the GLA model performed very well with
respect to its representation of the MJO (i.e., the east-
ward, equatorially propagating mode) in the Slingo et
al. (1996) Atmospheric Model Intercomparison Project
(AMIP) study, being one of about three models [UKMO,
GLA, and the National Center for Atmospheric Re-
search Community Climate Model version 2 (CCM2)]
that contained variability closely resembling the ob-
served features of the oscillation, In fact, a more rig-
orous comparison of the MJO in the GLA and UKMO
models by Sperber et al. (1996) showed that of the two
models, the GLA model tended to produce a better rep-
resentation of the eastward propagation of convection
and its associated cyclonic and anticyclonic circulation
anomalies. To date, there has not been a systematic mod-
el comparison of the simulation characteristics of the
northeastward propagating form of TISV, the form that
plays an important role in the evolution of the Asian
summer monsoon. Therefore, the results regarding
Northern Hemisphere summertime TISV should be re-
garded with a bit more caution than those associated
with the wintertime TISV.

Improvements in the GLA simulation of the MJO
relative to observed characteristics and the typical mod-
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el shortcomings identified by Slingo et al. (1996) were
made by Waliser et al. (1999b) by incorporating the
coupled SST feedback from a simple slab ocean mixed
layer. These improvements included an increase in the
intensity of the simulated MJO variability, a reduced
propagation speed of the MJO in the Eastern Hemi-
sphere, and an increase in the seasonality of the MJO
signal. Therefore, in order to have the most realistic
simulation of the MJO (and presumably TISV in gen-
eral) afforded by the GLA GCM, the slab ocean mixed
layer coupling is included in the simulations performed
for this study. Briefly, this model is described by

dT9 F9
5 2 gT9, (1)

dt rC HP

where T9 is the SST anomaly, F9 is the net surface flux
anomaly, H is a fixed mixed layer depth, g is a damping
factor, r is the density of water, and Cp is the specific
heat of water. The slab model is only applied equator-
ward of 208. The net surface flux climatology (12-month
annual cycle) used to compute the flux anomalies is
taken from a simulation using specified climatological
SSTs without the ocean model. The damping factor is
meant to keep the model climate relatively close to its
uncoupled mean climatology and to account for ne-
glected terms (e.g., ocean advection and turbulence mix-
ing). In the simulation presented here, g is set to 1/(50
days). The mixed layer depth H is taken to be 50 m.
Both H and g were set relatively conservatively in order
that the SST anomalies only represent a modest per-
turbation. Note that the mixed layer model is only in-
tended to provide a high-frequency SST anomaly that
is coupled with the evolution of the atmosphere. This
anomaly is added to the background SST field, which
is specified from either climatology or observations. For
further details on the slab mixed layer, the motivation
for its specification, and the impact it has on the sim-
ulation of TISV, see Waliser et al. (1999b).

In this study, ten 10-yr simulations using observed
SSTs from 1979 to 1988 and one 10-yr simulation using
climatological SSTs were performed. The climatological
SST simulation is used to assess the natural variability
of TISV, that is, that part that is not associated with
interannual variations in SST. The 10 simulations using
observed SSTs differed in their initial conditions, and
will be referred to as the observed or ensemble simu-
lations. The nine additional initial conditions used for
the observed SST simulations came from the day 6, 11,
16, 21, etc., atmospheric states of the climatological SST
simulation. The statistical behavior of TISV in the ob-
served SST simulations will be compared to the vari-
ability in the climatological SST simulation in order to
assess the predictability of TISV associated with the
interannual variability of SST.

It is important to recognize that when implementing
the slab ocean model in the climatological SST case,
the SST perturbations tend to be small and short-lived

due to the damping term and due to the fact that the
heat flux climatology used in its implementation comes
from a climatological simulation. However, when it is
applied to simulations employing observed SSTs, the
SST perturbations can become somewhat larger and lon-
ger-lived since significant interannual flux anomalies de-
velop in these simulations (e.g., due to El Niño). This
ends up presenting a bit of a trade-off of desirable fea-
tures in the experimental setup for assessing predict-
ability. On one hand, it is highly desirable to have the
most realistic representation of the MJO, which nec-
essarily includes an interactive SST. On the other hand,
the SST for the 10 ensemble simulations is not exactly
identical, which is often what is desired when separating
internal from SST-forced variability. However, exami-
nation of the SST from the 10 simulations shows that
the intraensemble SST variability resulting from the in-
teractive SST scheme is relatively small compared to
the interannual SST variability in the observations.
Thus, all 10 observed SST simulations still ‘‘see’’ gen-
erally the same interannually varying SST field, but each
develops minor SST variations around this value. This
aspect of the study will be discussed further in the sum-
mary section.

In addition to the simulations described above, a 10-
member ensemble of 2-yr (September 1996–August
1998) simulations is employed to provide supplemen-
tary support for one aspect of the analysis. This ensem-
ble was performed as part of the World Climate Re-
search Program–Climate Variability and Predictability
(WCRP–CLIVAR) Asian–Australian Monsoon Atmo-
spheric GCM Intercomparison Project. The only dif-
ferences in the experimental setup between this ensem-
ble and that described above are this ensemble used
weekly rather than monthly SSTs from observations
and, to be consistent with other participating modeling
groups, it did not employ the slab ocean coupling. Thus
the characteristics of the MJO will be somewhat dif-
ferent between these two cases. However, in terms of
the amount of intraseasonal variability, the two differ-
ences introduced would expect to cancel out to some
extent, since the omission of the slab will reduce the
amount of variability and the use of weekly versus
monthly SSTs will likely increase the variability (Wei
et al. 2001).

While TISV is readily identifiable in many meteo-
rological variables, including near-surface zonal wind,
sea level pressure, upper-level zonal wind, precipitation,
outgoing longwave radiation, etc., this study analyzes
TISV activity based on the 850-hPa zonal wind (here-
after U850) and precipitation. This choice was moti-
vated by having one dynamic and one hydrological var-
iable to depict TISV variability. Since we are primarily
interested in intraseasonal variability in the tropics, the
analysis domain was limited to the region between 308N
and 308S. To further reduce the computation expense
for this study, the 6-h output of the model simulations
were averaged to 5-day means (pentads), with each year
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having exactly 73 pentads. In order to isolate the intra-
seasonal timescale, the data were filtered with a 20–
100-day Lanczos bandpass filter (Duchon 1979). The
sensitivity of the results to this choice of intraseasonal
frequency window will be assessed through the discus-
sion of a parallel analysis with a narrower window of
35–70 days.

3. Natural variability of TISV

a. EOF analysis: Spatial variability

As discussed in the introduction, TISV exhibits a
strong seasonal dependence. In the boreal winter/spring,
TISV tends to propagate eastward along the equator,
while in the boreal summer, TISV tends to propagate
northeastward into Southeast Asia. Therefore it is rea-
sonable to analyze the variability of TISV taking into
account this seasonal dependence. To do so, the filtered
data is divided into ‘‘winter’’ and ‘‘summer’’ seasons
(with respect to the Northern Hemisphere). The summer
season is defined from May to October and the winter
season is defined from November to April. From these
data, empirical orthogonal function (EOF) analysis is
used to capture the dominant spatial structure of TISV
for each season. This analysis was performed on all 11
simulations together (i.e., 10 observed SST and one
climatological SST). Since a subset of the resulting EOF
modes will be used later in the construction of a TISV
activity index, this was done so that the character of the
TISV in each simulation was weighted equally in the
EOF analysis.

Figure 1 shows the first two EOF modes of U850
(top) and precipitation (bottom) for the winter season.
In general, these two pairs of eigenvectors represent the
large-scale salient features of the eastward equatorially
propagating form of TISV (cf. Murakami et al. 1986;
Ferranti et al. 1990). The amplitude time series of these
EOF pairs have correlations of about 60.5 at lags of
62 pentads, implying about a 40-day timescale. In the
case of the precipitation vectors, the regions of maxi-
mum anomaly are almost exclusively limited to the near-
equatorial regions of the Indian and western/central Pa-
cific Oceans. The combination of the two modes depicts
an eastward evolving heat source that starts in the central
Indian Ocean, appears to diminish over the maritime
continent, amplifies over the western Pacific, then de-
cays as it moves southeastward into the region associ-
ated with the South Pacific convergence zone. The first
EOF mode (Fig. 1c) accounts for about 4.4% of the
anomaly bandpassed variance, and has a maximum val-
ue of 5 mm day21. The second mode (Fig. 1d) accounts
for 3.7% of the anomaly bandpassed variance, and also
has a maximum value of about 5 mm day21. These are
sizeable perturbations, given that the model (and ob-
served) mean rainfall rates in the tropics are on the order
of 5–10 mm day21 (see Fig. 1 of Waliser et al. 1999b).
In the case of the lower-level winds, the spatial structure

also shows considerable symmetry with respect to the
equator with most variability confined between the In-
dian Ocean and the central Pacific Ocean. The first EOF
mode (Fig. 1a) accounts for 7.1% of the bandpassed
anomaly variance with a maximum value of about 2.5
m s21. When considered in conjunction with a negative
amplitude coefficient, the anomaly is roughly consistent
with diabatic heating centered over the western Pacific
Ocean, and the positive wind perturbation west of the
heating would be the so-called westerly wind burst that
is associated with the MJO. The second EOF mode (Fig.
1b) accounts for 6.3% of the bandpassed anomaly var-
iance and it has a maximum value of about 3 m s21. In
this case, the negative of its spatial structure is roughly
consistent with diabatic heating centered over the Indian
Ocean. Together these two pairs of EOF modes, which
are often taken to represent the MJO, will be referred
to in this study as the ‘‘winter mode’’ of TISV.

Figure 2 shows the same results but for the summer
season. In contrast to the winter case, these modes show
virtually no symmetry with respect to the equator. Taken
together, the two precipitation vectors depict a north-
eastward propagating movement of diabatic heating
from the eastern Indian Ocean, past Southeast Asia, and
into the western subtropical Pacific. As discussed in the
introduction, this sort of summertime TISV is strongly
related to the onset and breaks of the Southeast Asian
summer monsoon. The first mode (Fig. 2c) explains
4.7% of the variance, while the second mode (Fig. 2d)
explains 4.2%, and each has maximum anomaly values
of about 5 mm day21. The U850 eigenvectors depict a
similar pattern of migrating variability, with variations
on the order of 3–4 m s21. The first mode (Fig. 2a)
accounts for 7.3% of the bandpassed anomaly variance,
while the second mode accounts for 6.7%. Together
these two pairs of EOF modes will be referred to as the
‘‘summer mode’’ of TISV.

While the variance percentages of the above EOF
modes seem quite small, they are based on analyses of
roughly 1152 grid points (16372) and 8030 pentads
(113730). Since the number of spatial grid points is
less than the number of time points, there are a total of
1152 EOF modes resulting from the analysis. If the
variance was spread equally among this number, each
mode would have approximately 0.09%. Since the first
two EOFs in both the winter and summer seasons is
about a hundred times this amount, these patterns in fact
do represent dominant modes of variability within the
data. This is further evident in Fig. 3, which shows the
variance percentages of the U850 and precipitation
EOFs for both summer and winter. Evident is the rather
sharp drop in variance after mode 2, especially for U850.
While the analysis presented below focuses mainly on
the first two modes, the sensitivity of the results to this
choice for the number of modes to retain will be assessed
through the discussion of parallel analyses using addi-
tional modes.
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FIG. 1. (a) First and (b) second leading EOF spatial patterns for 850-hPa zonal wind generated
from the combined, intraseasonally bandpassed output of the climatological SST and the 10
observed SST simulations for the Northern Hemisphere ‘‘winter’’ season (defined as Nov–Apr).
(c) and (d) The same except for precipitation.

b. TISV activity index: Temporal variability

In order to assess the interannual variations of TISV,
it is necessary to construct a measure of TISV temporal
variability. Since the first few bandpassed EOFs rep-
resent a sizable fraction of the variance associated with
the canonical TISV for a given season, a rather robust
index of TISV activity can be computed from the sum
of the eigenvalue-weighted EOF amplitude time series
as follows: (Ferranti et al. 1990; Slingo et al. 1999;
Hendon et al. 1999):

L1
2TISVpActivitypIndex 5 X(t) 5 v A (t) , (2)O i i!L i51

where the vi is the eigenvalue of mode i, and Ai(t) is
the unit normalized amplitude time series of mode i.
The latter is obtained by projecting a given variable’s
and season’s mode i EOF pattern onto the bandpassed
anomaly data from a given simulation. Here L represents
the number of modes to be kept in the representation
of TISV. Given that the first two modes are enough to
represent the propagating and canonical nature of the
TISV activity being investigated, L is set equal to 2.
This choice is consistent with the indices constructed
by Ferranti et al. (1990) and Hendon et al. (1999). As
mentioned above, the sensitivity of the results to this
particular cutoff will be addressed by discussing results
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FIG. 2. Same as Fig. 1 except for the summer season (defined as May–Oct).

obtained by setting L equal to 9. The above scheme
results in a 730-pentad (i.e., 10 yr) time series depicting
a measure of the TISV activity associated with that var-
iable and TISV mode. Naturally, since the summer
modes highlight the typical structure of TISV in that
‘‘season,’’ the activity index computed from summer
EOFs will tend to have larger amplitudes in summer
than winter, and vice versa for the winter modes. Using
the above formulation, separate TISV indices can be
computed for each variable and each TISV mode from
each model simulation.

To illustrate and describe the TISV in the climato-
logical SST simulation, the above TISV activity indices
were computed from the output of this simulation for
both precipitation and U850 and for both winter and
summer seasons. The resulting 10-yr time series were

then split into ten 1-yr time series according to calendar
year. Assuming the TISV activity index for a given var-
iable and mode from the climatological run is repre-
sented as , where i represents year from 1 to N (510),CX ij

j represents pentad from 1 to 73, and C denotes cli-
matological SSTs, the means and standard deviations of
these series were calculated as follows:

N1
C C^X & 5 X , (3)Oj ijN i51

N1
C2 C C 2s 5 (X 2 ^X & ) . (4)Oj ij jN 2 1 i51

The results of these calculations are shown in Fig. 4.
In each plot, the solid thick line is the mean (^XC&j),
while the shading and thin dotted line both denote the
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FIG. 3. (top) Percent variance of leading U850 (dotted) and pre-
cipitation (solid) EOFs for both the winter (thin) and summer (thick)
TISV modes. (bottom) Running sum of percent variance of leading
U850 (dotted) and precipitation (solid) EOFs for both the winter (thin)
and summer (thick) TISV modes.

standard deviation ( ). Note that because these indicesCs j

were computed from the climatological SST simulation,
the variability displayed can be ascribed to purely nat-
ural, or internal, intraseasonal variability. As expected,
the mean activity associated with the winter mode of
TISV (Figs. 4a and 4b) tends to peak from December
through February, while that for the summer mode of
TISV (Figs. 4c and 4d) tends to peak from June through
August. This difference is slightly more accentuated in
the plots associated with precipitation. Overall, the mean
values for these TISV indices range from about 0.5 dur-
ing the period of the year when the given seasonal mode
is strongly exhibited to about 1.0 during the period of
the year when the given seasonal mode is not strongly
exhibited. Note that these mean values indicate the typ-

ical amplitude that is found for the associated EOF pat-
terns (i.e., Figs. 1 and 2) and thus give an approximate
size of the typical TISV-related perturbation for that
field during a given period of the calendar year.

The standard deviations ( ) presented in Fig. 4 giveCs j

an indication of the reproducibility of the mean seasonal
evolution from year to year in the climate simulation.
Typically, these variations are on the order of 0.5, and
thus relatively high compared to the mean values. This
indicates that there is significant interannual variability
in the TISV independent of any interannual variations
of SST, and thus that the natural or internal variability
of TISV is considerable. Slingo and Madden (1991)
noted a similar finding in a perpetual January simulation
of the NCAR CCM1 model. In fact, as measured by the
indices constructed here, the interannual standard de-
viations (i.e., ; 0.25–0.5) range from about the sameCs j

size to about twice the size of the standard deviation of
the mean seasonal evolution (;0.25). In addition, the
typical interannual fluctuations ( ) associated with in-Cs j

ternal variability are about half the size of the mean
levels of MJO activity (^XC& j). The variations exhibited
in the size of the standard deviations stem from the
seasonal dependence of the mean values, and as ex-
pected are higher when the mean TISV values are high-
er. This is especially the case with the TISV indices
associated with precipitation. In an absolute sense, this
characteristic would indicate that there is less year-to-
year reproducibility when the TISV activity is high.
However, this consideration of predictability/reproduc-
ibility should only be made relative to a given time of
year, as will be done in the next section when analyzing
the observed SST simulations.

4. Variability of the TISV associated with
observed SSTs

The results in the previous section showed that in-
dependent of any large-scale SST anomalies, there are
significant year-to-year fluctuations in the intensity of
TISV for both the winter and summer TISV modes. In
this section, the interannual variability of TISV in the
ensemble of simulations forced by observed SSTs will
be analyzed to determine how these interannually vary-
ing boundary conditions influence the year-to-year
TISV activity levels and their intraensemble variations.

a. Climatological TISV activity and predictability

In order to assess the interannual variability of TISV
activity in the observed SST simulations, the TISV in-
dices defined in the previous section were computed for
each of the simulations of the 10-member ensemble.
Similar to the previous section (i.e., Fig. 4), the mean
values of the indices for all 10 simulations, along with
the associated standard deviations, were computed for
each year of the simulation period (1979–88). In this
case,
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FIG. 4. Climatological (10-yr) mean (solid; ^XC&j) and standard deviation (dashed and shading; ) TISV activity from the climatologicalCs j

SST simulation for (a) U850 winter, (b) precipitation winter, (c) U850 summer, and (d) precipitation summer TISV modes. Curves have
been smoothed using a 15-pentad running mean filter. See section 3 for definitions of seasons and TISV activity index.

M1
O O^X & 5 X , (5)Oij ijkM k51

M1
O2 O O 2s 5 (X 2 ^X & ) , (6)Oij ijk ijM 2 1 k51

where i, j, k, and O represent year from 1 to N (510),
pentad from 1 to 73, ensemble from 1 to M (510), and
observed SSTs, respectively. The results of these cal-
culations are shown in Fig. 5. Roughly speaking, the
overall features of the TISV indices from the observed
SST simulations are very similar to the natural vari-
ability of the TISV depicted in Fig. 4. However, closer
examination of the four plots shows that there is some
year-to-year variability in the mean levels of TISV ac-
tivity, although for the most part the size of the varia-
tions appears to be quite modest. One case worth high-
lighting is the January–March value of the summer
mode precipitation index that shows a relatively low
value for 1983. In addition to the year-to-year differ-
ences in ensemble-mean activity, there are also some
differences in the standard deviations, that is, in the
consistency of the 10 members of the ensemble to pro-
duce similar TISV activity levels. For example, the en-
semble spread appears to be somewhat diminished dur-
ing that same January–March 1983 period for the sum-
mer mode precipitation index. A similar decrease is seen

in the June–August 1989 for the winter mode precipi-
tation index. These reductions in the ensemble spread,
which are an indication of enhanced predictability, will
be discussed in more detail below.

A quantitative measure of the size of the year-to-year
variations in the mean TISV activity in the observed
SST simulations is computed as follows:

N M1
O O[X ] 5 X , (7)O Oj ijkMN i51 k51

N1
E2 O O 2s 5 (^X & 2 [X ] ) , (8)Oj ij jN 2 1 i51

where i, j, k, and O are the same as described above,
and E denotes an estimate of the externally forced var-
iability. Figure 6 shows the climatological average val-
ues of the ensemble-mean activity levels (thick solid
lines; [XO] j) from the 10 different years shown in Fig.
5, along with the associated standard deviations (shaded
area; ). The standard deviations indicate the size of2Es j

the typical interannual variation in the ensemble-mean
TISV activity for any given year from the observed SST
simulations. Note that the size of these variations is only
about 10% of the mean signal. More importantly, their
size is only about 20% or less the size of the internal
variability (e.g., Figs. 4), indicating that there is very
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FIG. 5. Ensemble-mean (thick solid line; ^XO&ij) and standard deviation (solid line and shading; ) of the TISV activity index from theOs ij

ten 10-yr observed SST simulations for (a) U850 winter, (b) precipitation winter, (c) U850 summer, and (d) precipitation summer TISV
modes. Curves have been smoothed using a 15-pentad running mean filter.

little externally forced interannual variability. The plots
in Fig. 6 also show the mean TISV activity levels from
the climatological SST simulation (thin dotted lines; i.e.,
thick solid lines from Fig. 4). Comparing the thin and
thick solid lines shows that the general characteristics
of the seasonal evolutions of the mean TISV activity
are quite similar between the 10-yr climate simulation
and the ten 10-yr simulations using observed SSTs. In
fact, during most of the calendar year, the mean activity
associated with the climatological SST simulation lies
well within one standard deviation of the (10-yr) means
associated with the ensemble simulations. However,

there are a few exceptions and these are likely due to
the small differences between the climatological SSTs
and the climatology of the observed SSTs and due to
the fact that the comparisons are based on 10-yr (i.e.,
N 5 10) averages of quantities with considerable (nat-
ural) variability.

Along with comparing the mean activity levels be-
tween the climate simulation and the observed SST sim-
ulations, it is also of interest to compare a measure of
the reproducibility between these two. This can be done
by computing the average values of the standard de-
viations over the 10 different simulation years shown
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FIG. 6. Climatological mean (thick solid; [XO]j) and standard deviation (shading; ) of ensemble-mean TISV activity indices from theEs j

ten 10-yr observed SST simulations for the (a) U850 winter, (b) precipitation winter, (c) U850 summer, and (d) precipitation summer TISV
modes (i.e., averages and standard deviations of the thin dotted curves in Fig. 5). Thin dotted lines are the climatological mean TISV activity
indices from the climatological SST simulation (^X C&j; reproduced from the thick solid lines in Fig. 4).

in Fig. 5 (i.e., the thin solid lines) as well as the as-
sociated standard deviations of these averages:

N1
O2 O2[s ] 5 s , (9)Oj ijN i51

N1
V2 O2 O2 2s 5 (s 2 [s ] ) , (10)Oj ij jN 2 1 i51

where i, j, and O are the same as described above, and V
denotes a variance of variances. The mean values ([ ]j;

2Os
not shown) depict the average intraensemble variation of
the TISV activity across all 10 yr. A comparison of these
values to ; indicates that the typical year-to-year var-2Cs j

iations within the 10-yr climatological SST simulation
is about the same as the intraensemble variations found
in the observed SST simulation, averaged over all 10
yr (i.e., [ ] j). This implies that the typical variation2Os
in TISV activity across a set of simulations (10 in this
case) forced by the same SST will be about the same
whether it is a climatological or anomalous SST con-
dition. In addition, the relatively small values of 2Vs j

(;0.05) indicate that on average the ensemble for any
given year has about the same statistical spread.

The comparisons described above between the cli-
matological and observed SST simulations qualitatively
indicate that the TISV activity levels are not that sen-

sitive to the imposed interannual SST anomalies. This
can be further quantified by first computing an unbiased
estimate of the externally forced TISV variability due
to interannual SST anomalies, and then comparing this
to the size of the internal variability of TISV. In the
case of the former, one has to correct for the influence
of the internal variability on (e.g., Rowell et al.2Es
1995). An estimate of this correction can be computed
from

1
SST2 E2 C2s 5 s 2 s . (11)j j jM

Given the relatively small (large) values of ( ), thisE Cs sj j

quantity typically ends up being small and even negative
in some cases. This indicates that there is very little or
no externally forced variability in this model ensemble.
Fig. 7 shows the ratios:

SST Cs /sj j (12)

(i.e., the ratio between the externally forced and internal
variability) for the periods of the year where is2SSTs j

positive (thick solid lines). Thus these graphs provide
a seasonally dependent measure of the interannual pre-
dictability of the model’s TISV. While the plots do sug-
gest some seasonal dependence of TISV predictability,
overall they indicate that the model calculations have
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FIG. 7. Thick solid lines are the ratio between an estimate of the externally forced TISV variability due to interannual SST anomalies and
the internal variability associated with TISV where each is represented by their standard deviation (i.e., sSST/sC) for the (a) U850 winter,
(b) precipitation winter, (c) U850 summer, and (d) precipitation summer TISV modes. Thick gray lines are the same except when the analysis
is performed by setting L equal to 9 instead of 2 in Eq. (2). Thin solid lines are the same except when the analysis is performed with an
intraseasonal bandpass window of 35–70 days instead of 20–100 days.

little to no useful predictability associated with inter-
annual variations in TISV as they might relate to in-
terannual variations in SST. Put another way, this in-
dicates that the anomalous variations in the ensemble-
mean TISV activity values (Fig. 5) are largely driven
by internal variations. The thick gray lines in Fig. 7
show the same results but for setting the number of
modes retained in Eqs. (2)–(9) and the thin solid line
shows the same results but for an intraseasonal bandpass
window of 35–70 days. Retaining additional EOF
modes in the analysis appears to have very little impact
on the results. However, there is some indication that
the narrower intraseasonal window increases the pre-
dictability slightly, particularly during the winter season
for the winter mode(s), although the net result is still
very little predictability.

Given the above lack of sensitivity to SST, it is not
surprising that the anomalies in the ensemble mean
TISV activity (i.e., 2 ^XO& ij) show little correlationOX ij

with anomalous SST (not shown). Positive (negative)
correlations exist between winter (summer) TISV pre-
cipitation activity and SST in the central and eastern
Pacific; however, the magnitudes are about 0.5 or less,
which for 10 degrees of freedom (i.e. 10 yr) is not
significant. For the most part, the spatial structure of the
correlations with SST for the U850-based activity are
the same, just a bit weaker, with the main exception

being a relatively strong region of negative correlation
in the tropical South Atlantic. Although again, the mag-
nitude is only about 0.4. Thus, consistent with the above
analysis, anomalous SST appears to have little influence
on the interannual fluctuations of the overall intensity
of the modeled MJO. This aspect of the study will be
discussed further in section 5.

b. Interannual variations in TISV predictability

The analysis in the previous section indicates that, on
average, the model calculations show very little inter-
annual predictability of TISV. This was based on an
assessment of all 10 model-simulated years together.
However, it is still possible that specific modes during
specific periods may be more or less predictable than
others. This would imply that under certain circum-
stances the SST anomalies move the climate system to
a more or less predictable state (e.g., Anderson et al.
1999; Palmer 1993; Barnston et al. 1994; Webster et al.
1998; Sperber et al. 2000). This is an important con-
sideration, one that cannot be addressed with observa-
tions alone. As discussed in the introduction, some ev-
idence for this is found in the predictability study by
Slingo et al. (1999), although no direct analysis was
performed in their study to determine if this was the
case. In order to address this question, a temporal mea-
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FIG. 8. Ratio between the average intraensemble variability (i.e., [ ] j) from the observed SST simulations and the year-to-year intraen-2Os
semble variability from the observed SST simulations ( ; thin solid lines in Fig. 5). Dotted horizontal lines give 95% confidence intervals2Os ij

that the two population variances are different based on an F test with N 5 10 for each sample size (Kanji 1993).

sure of the intraensemble reproducibility is needed.
Such a measure can be constructed by taking the ratio
between the 10-yr average of the intraensemble vari-
ability (i.e., [ ] j) and the year-to-year intraensemble2Os
variability from the observed SST simulations ( ; thin2Os ij

solid lines in Fig. 5). The former provides a measure
of natural variability within the model (e.g., Fig. 6)
while the latter provides a measure of how the external
SST forcing modifies this natural variability. For ex-
ample, if this ratio is larger than one, then the typical
intraensemble variations in the externally forced sim-
ulations are smaller than the natural variability and thus
there is a greater tendency for predictability than indi-
cated, for example, in Fig. 7. The opposite implication
would hold for a ratio smaller than one.

Figure 8 shows these variance ratios for the winter
mode (Figs. 8a and 8c) and summer mode (Figs. 8b and
8d) TISV activity indices, along with an indication of
the 95% confidence level (horizontal bars). Most evident
is the period of enhanced summer mode reproducibility
during late 1982 and early 1983 for the precipitation
index. This can be seen qualitatively in Fig. 5d, when
an especially low intraensemble standard deviation oc-
curred during this period and the 10 members of the
ensemble seem to agree especially well. The magnitude
of the summer mode ratio during this particular period
suggest that the intraensemble variability reduces to
about one-third of the size of the natural variability ac-

cording to the precipitation ratio, and thus would sug-
gest a more predictable scenario. Another period of
marked change in reproducibility occurs during 1988
for the winter mode precipitation ratio, although this
excursion is not statistically significant at the 95% con-
fidence level.

The result discussed above suggests that there may
be some enhanced predictability of the summer mode
TISV activity level associated with precipitation during
the strong El Niño of 1982/83. On the other hand, this
enhancement was not observed in the U850 summer
mode TISV activity index for the same period, and there
was only a modest enhancement in the same reproduc-
ibility measure during the El Niño of 1986/87. Thus
even though there is an indication of statistical signif-
icance for this finding, there is still reason to have some
suspicion about its robustness. As an additional test of
robustness, a similar calculation of reproducibility can
be done for the CLIVAR ensemble of 2-yr simulations
since this period also encompassed an El Niño similar
in strength to the 1982/83 case. Figure 9 shows precip-
itation-based TISV activity index information for the
summer and winter modes from this ensemble of 2-yr
simulations. The top two panels are analogous to the
information plotted in Fig. 5 while the bottom two pan-
els are analogous to Fig. 8. Note that in this case, the
measure of internal variability used for the construction
of the variance ratios comes from the 10-yr simulations
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FIG. 9. (a) and (b) Same as Fig. 5 except for the ensemble of 2-yr simulations (see section 2). (c) and (d) Same as Fig. 8 except for the
ensemble of 2-yr simulations. In both cases, only TISV activity associated with precipitation is given.

described above. Evident is the same sort of enhanced
signature of reproducibility for the summer TISV mode
during the winter period associated the strong 1997/98
El Niño. In addition to this similarity, both episodes
exhibit anomalously low ensemble-mean TISV activity
for the summer mode (not shown). An examination of
the significance of these anomalies indicates that both
are significant at the 95% level. This is based on the
assumption that the ensemble-mean climatology from
the 10-yr simulations (i.e., Fig. 6) adequately describes
the climatology for both the 10- and 2-yr simulations,
and thus it is used in both cases to determine the en-
semble-mean anomaly. Given the differences in the ex-
perimental design of these two experiments (see section
2), there is some uncertainty introduced here regarding
the specific values of the variance ratios and the anom-
alies. In any case, this uncertainty is not large enough
to alter the qualitative aspects of the above discussion.

c. Generalized intraseasonal predictability

Up to this point, the discussion has entirely focused
on predictability of organized modes of TISV. The find-
ings thus far are that very little useful predictability of
these modes is evident from the sets of model simula-
tions analyzed here, apart from some indication that the
summer TISV mode may exhibit a reproducible reduc-
tion in activity during winter periods that are associated
with very strong El Niños. To further explore the pre-
dictability of TISV, the constraint of organized modes
will now be relaxed to determine what, if any, sorts of
generalized TISV predictability might exist. The com-
putation of predictability closely follows the framework

described in section 4a, except for the following. Rather
than have one index for the entire global Tropics for a
given field and mode [e.g., winter mode precipitation
TISV index via Eq. (2)], an index for TISV activity is
constructed for every grid point (cf. Yang et al. 1998).
This index is computed by simply taking the running
standard deviation of the bandpassed model output at
each grid point, where the box length is 20 pentads. If
this index is represented as , then the discussion as-OX ijk

sociated with Eqs. (5)–(10) applies with the understand-
ing that has a spatial dependence. A seasonally de-OX ijk

pendent predictability ratio, made up in this case of 73
pentads, can then be constructed for each grid point
using Eq. (12). In this case, the internal variability is
estimated from Eq. (9), and thus [sO] j replaces inCs j

Eqs. (11) and (12).
Figure 10a shows the annual average of these pre-

dictability ratios for the case where precipitation is used
to represent TISV. This diagram shows that the intra-
seasonal variability in precipitation from this model en-
semble is only predictable over the equatorial central
Pacific Ocean. Correlations computed between ensem-
ble-mean TISV values at each grid point (i.e., ^XO&ij)
and SST from the equatorial central Pacific (not shown)
show that the increase in TISV over the central Pacific
is associated with SST warming (r ; 0.7). Thus, the
predictability of generalized TISV in this case is strong-
ly determined by the large-scale local warming and
cooling associated with ENSO. Figures 10b–d illustrate
the same result but for the cases when the data are
filtered via EOF decomposition prior to computing the
TISV activity index values. In the cases of Figs. 10b–
d, the analysis retained 20, 9, and 2 modes, respectively.
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FIG. 10. Annual average predictability ratios for generalized TISV based on precipitation. In
this case, predictability is based on a TISV index computed at each model grid point by taking
the running standard deviation of the bandpassed model output, where the box length is 20 pentads
(see section 4c for details). (a) No additional filtering of the bandpassed data prior to computing
the TISV index at each point. (b) Prior to computing the TISV index, the bandpassed data were
filtered by retaining only the first 20 EOF modes. (c) Same as (b) except for retaining only 9
modes. Same as (b) except for retaining only 2 modes.

This EOF filtering acts to retain spatially coherent in-
traseasonal features. The greatly reduced predictability
values associated with these EOF-filtered cases indicate
that on average nearly all of the predictable variance
associated with Fig. 10a is incoherent with intraseasonal
variations away from the western/central Pacific. Thus,
most of the predictable variations exhibited in that figure

are attributable to ‘‘random’’ intraseasonal fluctuations
in the ‘‘stationary’’ heating anomalies associated with
El Niño, which in some cases may in turn be brought
about by intraseasonal variations in the large-scale SST
anomaly. It is also possible that part of this predictable
variance is resulting from the individual MJO events
propagating farther east during an El Niño event. How-
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ever, since the retention of a limited number of EOF
modes would not be able to capture this feature, one
would not expect to find it strongly exhibited in the
mean predictability ratios for the three EOF-filtered cas-
es, although there is some hint of it in Fig. 10b.

5. Summary and discussion

The objective of this study is to examine the rela-
tionship between interannual SST variability and the
activity and predictability of tropical intraseasonal var-
iability (TISV). The NASA GLA general circulation
model, coupled to a weakly interacting slab ocean mixed
layer, was chosen for this study due to its relatively
realistic representation of TISV (Slingo et al. 1996; Wal-
iser et al. 1999b). One 10-yr simulation forced by cli-
matological SST was conducted for the purposes of
evaluating the natural variability associated with TISV,
that which is independent of any anomalous SST forc-
ing. Ten-member ensemble simulations forced by ob-
served SSTs were used to assess the externally forced
variability associated with large-scale anomalous SST.
TISV was identified and analyzed using precipitation
and 850-hPa zonal wind (U850). These data were band-
passed with a 20–100-day bandpass filter to isolate
TISV. The filtered data were then separated in ‘‘winter’’
and ‘‘summer’’ to better isolate the dominant TISV
modes of variability, which includes eastward equatorial
propagating mode that is prevalent in Northern Hemi-
sphere winter (winter mode) and the northeastward
propagating mode that is prevalent in northern summer
(summer mode). The basic structure of these two modes
was captured using EOF decomposition analysis. TISV
activity indices were computed from the combined var-
iance of the amplitude time series of the leading two
EOFs.

The TISV activity indices from the climatological
SST simulation exhibited considerable natural variabil-
ity in both the winter and summer TISV modes, with
the year-to-year fluctuations being about half the size
of the mean levels of MJO activity. In comparison, the
variability of the ensemble mean TISV activity indices
from the observed SST simulations was quite small.
Using the above estimations of internally generated and
externally forced MJO variability, a measure of pre-
dictability was constructed for the interannual fluctua-
tions in MJO variability that are related to interannual
SST anomalies [Eq. (12)]. While this measure exhibited
some weak seasonal dependence, on average it indicated
that virtually none of the ensemble-mean TISV variance
for either the summer or winter MJO mode could be
ascribed to external forcing. Sensitivity tests showed
that this result was only modestly affected by the choice
of the bandpass window or the number of modes re-
tained for the construction of the TISV indices.

The above results regarding overall predictability are
qualitatively similar to those of Slingo et al. (1999) and
Gualdi et al. (1999), who found that only about 10%

and 20%, respectively, of the MJO winter mode activity
variance of their ensembles could be ascribed to external
forcing. The interest here was to examine the same sort
of question: 1) using a different model that also exhibits
fairly realistic TISV, 2) using a more realistic SST
boundary condition (i.e., coupled slab mixed layer), 3)
considering the northeastward-propagating (summer)
mode in addition to the eastward-equatorial-propagating
(winter) mode, and 4) including an investigation of the
seasonal and interannual dependence of TISV predict-
ability. The even lower predictability values for the pre-
sent study could be due to a number of factors. First,
it may be that the form of the GLA model used in this
study may simply have more internal variability asso-
ciated with the MJO than the other two models. This
could be due to the model’s MJO representation and
associated model physics and/or due to the inclusion of
the interactive ocean mixed layer, which provides in-
traseasonal SST anomalies that evolve differently for
each member of the ensemble (see additional discussion
below). If the influence from SST coupling on the MJO
found for the GLA model (Waliser et al. 1999b) could
be presumed to extend to the UKMO and ECHAM4
models, then it is likely that SST coupling may play
some role since this coupling was found to increase the
model’s MJO variability for the same low-frequency
SST conditions. If this is the case, and the coupling
influence can be considered a realistic one, then those
studies that are based on specified SSTs may be over-
estimating the amount of MJO predictability. Second,
it may be that the MJO in the GLA model is simply
less sensitive to anomalous SST. Finally, it is possible
that the ensemble characteristics (i.e., number and time
period) may be affecting the results. For example, higher
value associated with the Gualdi et al. study over the
Slingo et al. study appeared to stem primarily from their
larger ensemble size. However, even when only 4 of the
15 members were analyzed from the ECHAM4 ensem-
ble, it still showed high predictability values (;10%)
than those exhibited here. In regards to the period an-
alyzed, it is worth mentioning that a large fraction of
the externally forced variability in the Gualdi et al. study
occurred during the 9-yr overlapping period used in this
study (i.e., 1980–88). Thus it is not obvious that en-
semble characteristics played a significant role in the
differences between predictability values found in these
three studies.

Given the weak influence that SST anomalies have
on the model ensemble, it is not surprising that the
anomalous ensemble-mean TISV activity is only weakly
correlated to interannual SST anomalies. Typically, the
correlations with eastern Pacific SST anomalies is about
0.5 at most, which is insignificant for the size of the
record analyzed. It should be pointed out that this in
itself is not inconsistent with observational analyses,
which also show correlation relationships that are either
not significant or only marginally so (e.g., Fink and
Speth 1997; Hendon et al. 1999; Slingo et al. 1999).
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This is even the case when the observed TISV indices
are constructed based on this study’s formulation [i.e.,
Eq. (2); also see discussion below] and correlated with
SST over the 1979–88 period employed in this study
(not shown). The aspect which is a bit at odds with the
observations is that the weak correlation that does exits
with eastern Pacific SST is positive in the present study
(similarly for Slingo et al. 1999) while it is weakly
negative in the observed studies. However, if the strong
El Niños of 1982/83 and 1997/98 are removed from the
observed record, the observed tendency weakens and
reverses sign (Hendon et al. 1999). Given the tenuous
relationship between anomalous SST and TISV activity,
it is not clear if this difference in correlation tendency
between the model(s) and observations is due to a short-
coming of the models or insufficient sampling in the
observations given what appears to be a highly chaotic
process.

Analysis was also performed to determine if and how
the intraensemble reproducibility was influenced by in-
terannual variations in SST. To do so, the ratio between
a measure of natural variability for a given TISV index
and the intraensemble variability was computed (Fig.
9). In cases where the intraensemble variability was less
(more) than the natural variability, this implies the
anomalous SST was constraining the TISV to be more
(less) reproducible within the ensemble than the case
with no anomaly. The main finding from this portion of
the study was that while the model ensembles indicate
that there is little or no overall predictability, the El
Niños of 1982/83 and 1997/98 produced a significant
enhancement in the intraensemble reproducibility for
the summer TISV mode. Thus very strong El Niños
may have some influence over the amount of internal
variability associated with the summer TISV mode and
even its overall level of activity (see discussion below).

Finally, to determine what if any sorts of TISV ac-
tivity might be predictable on interannual timescales, a
generalized TISV index and associated predictability
measure were computed at each model grid point based
on the amount of time-averaged (;100 days) bandpas-
sed variance. These predictability values showed some
evidence that intraseasonal variance with no constraints
on spatial structure is predictable over the central and
eastern equatorial Pacific in association with ENSO-
related SST anomalies. However, when the data are fil-
tered via EOFs to only retain TISV that has some spatial
structure, the predictability values diminish rapidly.
This aspect of the analysis also showed some indication
that the model exhibits some capability at reproducing
the zonal shifts in the eastern edge of the MJO con-
vective ‘‘envelope’’ in association with ENSO-driven
SST variations.

As mentioned above, these model simulations were
undertaken with what is believed to be a more realistic
boundary condition than simply specifying a fixed SST.
Namely, a weak SST feedback has been included by
coupling a slab mixed layer model that is designed to

provide high-frequency (,;100 days) SST anomalies,
which interact with the model TISV. In a previous study
using climatological SSTs (Waliser et al. 1999b), this
coupling scheme was shown to improve the simulation
characteristics of the MJO (i.e., winter mode TISV). As
discussed in section 2, this coupling scheme can produce
some relatively longer-lived SST anomalies due to the
fact that the ensemble simulations use observed SSTs
yet the flux anomaly used in the formulation of the SST
anomaly model is computed using a 12-month flux cli-
matology. On the one hand, it is highly desirable to
have the SST coupling as it is expected to be more
realistic and may even be a better approximation to
future operational conditions associated with interan-
nual climate predictions. On the other hand, it makes it
more difficult to separate natural variability from that
associated with anomalous SST forcing, since the latter
is slightly different for each simulation due to the weak
SST coupling. Examination of the SST from the 10
members of the ensemble shows that the intraensemble
variations in SST are rather modest compared to the
interannual variability that necessarily needs to be im-
posed for each simulation. Figure 11 shows the mean
anomalous SST from the 10 observed SST simulations
from the equatorial eastern Pacific and central Indian
Oceans. In each case, the annual cycle based on the
observed (fixed) SST has been removed. The dark shad-
ed area represents the mean SST anomalies from the 10
simulations plus and minus the standard deviation as-
sociated with this mean. The thin solid line is the ob-
served SST anomaly. From these two plots, it is evident
that the interannual character of the SST is largely the
same for all 10 experiments, especially so for the in-
terannual variations occurring in the eastern Pacific in
association with ENSO. This suggests that the additional
SST variability produced by the weak coupling to the
ocean mixed layer is not likely to be so large as to
change the basic interannual character of the SST for
each member of the ensemble.

Finally, it is worth examining how the model’s en-
semble simulation of interannual TISV activity com-
pares to observations. Figure 12 shows the model ac-
tivity indices for both the winter and summer TISV
modes for precipitation. The gray solid line is the 10-
member ensemble mean, the shading is the associated
standard deviation. This part of the plot is the same as
that shown in Figs. 5b,d. The thin solid lines are the
maximum and minimum TISV index values from the
ten 10-yr simulations. The thick solid lines are the cor-
responding TISV activity indices computed from ob-
servations. The data used for these are the Xie and Arkin
(1997) pentad values of multiinstrument merged pre-
cipitation estimates. The observed TISV activity indices
were computed in the same manner as from the model-
derived indices (see section 3). The observed EOF pat-
terns used in the construction (not shown) show a sig-
nificant degree of similarity with the model patterns (i.e.,
Figs. 1 and 2); however, they display slightly more var-
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FIG. 11. Equatorial (a) eastern Pacific Ocean (28S, 1208W) and (b) Indian Ocean (28S, 858E) SST anomalies from the 10 ensemble
simulations. Dark shading represents the ensemble-mean value plus and minus the standard deviation. Thin solid line is the actual observed
SST anomalies. In the cases of the SST from the simulations, the anomalies were computed by using the observed climatology.

FIG. 12. Ensemble-mean (light dashed lie) and standard deviation (shading) of the TISV activity index from the ten 10-yr observed SST
simulations for (a) precipitation winter and (d) precipitation summer TISV modes. Thin solid curves are the maximum and minimum TISV
index values from the 10 simulations. Thick solid curve is the TISV activity index computed from observations (see section 5 for details).
Curves have been smoothed using a 15-pentad running mean filter.
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iability in the Indian Ocean region. The plots in Fig. 12
show that the TISV variability associated with the ‘‘sin-
gle manifestation’’ from observations always lies within
the maximum and minimum values from the 10-member
ensemble and almost always lies within one standard
deviation. This implies that, at least statistically speak-
ing, any one of the ensemble members might be rep-
resentative of the evolution of TISV activity found in
the observations. Similar results were found to hold for
the ten 2-yr simulations. Thus, other than the modest
differences in the spatial variability of the dominant
TISV modes (e.g., Figs. 1 and 2), this ensemble of sim-
ulations could be said to reasonably capture the ob-
served variations in TISV activity during the two sim-
ulated periods. As an indication that some promise may
exist in the area of interannual predictability of intra-
seasonal variability, both the observations and the en-
semble-mean TISV activity indices exhibit a fairly sub-
stantial decrease in summer mode TISV activity during
the winter periods of 1982/83 and 1997/98. These are
the same periods when the reproducibility between the
ensemble members was significantly enhanced. Thus,
on rare occasions, there may be instances where ensem-
ble prediction of extremes in TISV activity may display
some success.
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