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Abstract

We present an optimization-level domain decomposition (DD) preconditioner for the solution of
advection dominated elliptic linear—quadratic optimal control problems, which arise in many science
and engineering applications. The DD preconditioner is based on a decomposition of the optimality
conditions for the elliptic linear—quadratic optimal control problem into smaller subdomain optimality
conditions with Dirichlet boundary conditions for the states and the adjoints on the subdomain inter-
faces. These subdomain optimality conditions are coupled through Robin transmission conditions for
the states and the adjoints. The parameters in the Robin transmission condition depend on the advection.
This decomposition leads to a Schur complement system in which the unknowns are the state and adjoint
variables on the subdomain interfaces. The Schur complement operator is the sum of subdomain Schur
complement operators, the application of which is shown to correspond to the solution of subdomain
optimal control problems, which are essentially smaller copies of the original optimal control problem.
We show that, under suitable conditions, the application of the inverse of the subdomain Schur comple-
ment operators requires the solution of a subdomain elliptic linear—quadratic optimal control problem
with Robin boundary conditions for the state.

Numerical tests for problems with distributed and with boundary control show that the dependence
of the preconditioners on mesh size and subdomain size is comparable to its counterpart applied to a
single advection dominated equation. These tests also show that the preconditioners are insensitive to
the size of the control regularization parameter.
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1 Introduction

Optimization problems governed by (systems of) advection dominated elliptic partial differential equations
(PDEs) arise in many science and engineering applications, see, e.g., [1, 2, 6, 7, 14, 15, 16, 18, 22, 31, 34],
either directly or as subproblems in Newton-type or sequential quadratic optimization algorithms for the
solution of optimization problems governed by (systems of) nonlinear PDEs. This paper is concerned with
optimization—level domain decomposition preconditioners for such problems. We focus our presentation on
the linear quadratic optimal control problem

minimize;/ﬂ(y(x) — ﬂ(m))Qdat—&—g/QuQ(x)da: (1.1)
subject to
—eAy(z) + a(z) - Vy(z) + r(z)y(z) = f(z) + u(x), x €9, (1.2a)
y(z) =0, x € 0Qp, (1.2b)
eginy(x) = g(x), x € 00y, (1.2¢)

wheredQp, 0Q2y are boundary segments witlip, = 9Q \ 00y, a, f, g, r, y are given functions, a > 0

are given scalars, angd denotes the outward unit normal. Assumptions on these data that ensure the well-
posedness of the problem will be given in the next section. The material presented in this paper can be
extended to boundary control problems and several other objective functionals. The problem (1.1), (1.2) is
an optimization problem in the unknowpsandu, referred to as the state and the control, respectively.

Our domain decomposition method for the solution of (1.1), (1.2) generalizes the Neumann-Neumann
domain decomposition method, which is well known for the solution of single PDEs (see, e.g., the books
[28, 32, 33]) to the optimization context. Optimization—level Neumann-Neumann domain decomposition
methods for elliptic optimal control problems were first introduced in [19, 20] for problems without advec-
tion. However, the presence of strong advection can significantly alter the behavior of solution algorithms
and typically requires their modification. For domain decomposition methods applied to single advection
dominated PDEs a nice overview of this issue is given in [33, Sec. 11.5.1]. The aim of our paper is to tackle
this issue for optimal control problems.

The domain decomposition method presented in this paper is formulated at the optimization level. The
domain(2 is partitioned into non-overlapping subdomains. Our domain decomposition methods decompose
the optimality conditions for (1.1), (1.2). Auxiliary state and so-called adjoints (Lagrange multipliers) are
introduced at the subdomain interfaces. The states, adjoints, and controls in the interior of the subdomains
are then viewed as implicit functions of the states and adjoints on the interface, defined through the solution
of subdomain optimality conditions. To obtain a solution of the original problem (1.1), (1.2), the states and
adjoints on the interface have to be chosen such that the implicitly defined states, adjoints, and controls
in the interior of the subdomains satisfy certain Robin transmission conditions at the interface boundaries.
These transmission conditions take into account the advection dominated nature of the state equation and
are motivated by [3, 4].

The optimization-level domain decomposition described in the previous paragraph leads to a Schur com-
plement formulation for the optimality system. The application of the Schur complement to a given vector
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of states and adjoints on the interface, requires the parallel solution of subdomain optimal control problems
that are essentially copies of (1.1), (1.2) restricted to the subdomains, but with Dirichlet boundary conditions
at the subdomain interfaces. The Schur complement is the sum of subdomain Schur complements. Each
subdomain Schur complement is shown to be invertible. The application of the inverse of each subdomain
Schur complement requires the solution of another subdomain optimal control problem that is also essen-
tially a copy of (1.1), (1.2) restricted to the respective subdomain, but with Robin boundary conditions at the
subdomain interfaces. The inverses of the subdomain Schur complements are used to derive preconditioners
for the Schur complement.

Section 2 briefly reviews results on the existence, uniqueness and characterization of solutions of (1.1),
(1.2). The domain decomposition, interface conditions, subdomain Schur complements and their inverses
are discussed in Section 3 using a variational point of view. The corresponding algebraic form, properties
of the subdomain Schur complement matrices and some implementation details are presented in Section
4. The performance of the preconditioners on some model problems with distributed control and boundary
control are documented in Section 5.

Throughout this paper we use the following notation for norms and inner products. e ¢ R? or
G C Q. We define(f, g)q = [, f(x)g(x)dz, HUH(Z)’G = [ v*(w)dz, |U|%,G = | Vou(z) - Vo(x)dz, and
[0l ¢ = Ivll§ ¢ + [0]F - If G = Q we omitG and simply write(f, g), etc.

2 The Model Problem

Multiplication of the advection diffusion equation (1.2) by a test function

def

peY={pecH(Q) : ¢=00n0Qp},

integration ovef?, and performing integration by parts leads to the following weak form

a(y, ®) + b(u, ¢) = (f, ) + (9, Plaoy YO €Y, (2.1)
where
aly,¢) = /Q eVy(2) - Vé(x) + a(x) - Vy(2)é(x) + r(2)y(w)(x)da, (2.22)
b(u,¢) = —/ u(z)p(z)de, (2.2b)
Q
(16) = [ J@o@ds, (5.0 = [ gl@)ola)da. (2.2¢)
Q 00N
We are interested in the solution of the optimal control problem
minimize [}y — 313 + 2 lull? (2.32)
subjectto  a(y,¢) + b(u, ¢) = (f,¢) + (g, )on, Vo €Y, (2.3b)
yeY,uel,

where the control space is given by= L?(f2) and the state spadéis as specified above.
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We assume that

ferXQ),ae (W ()% re L®(Q),g € LX(00),e > 0, (2.4a)
NN C {x €0Q : a(z) -n(x) >0} (2.4b)

and
r(z) — 3V -a(z) > ry > 0a.e. inf. (2.4c)

If 0Q2p has a nonempty relative interior, then (2.4c) can be replaced by
r(z) — 3V -a(z) > ry > 0a.e. inf. (2.4d)

The assumptions (2.4), guarantee that the bilinear forsncontinuous ory” x Y andY -elliptic (e.g., [27,

p. 165], [29, Sec lll.1], or [26, Sec. 2.5]). Hence the state equation (2.3b) has a unique sglatidn

for any given controks € U. The theory in [25, Sec. 1l.1] guarantees the existence of a unique solution
(y,u) €Y x U of (2.3).

Theorem 2.1 If (2.4) are satisfied, the optimal control problgf®.3) has a unique solutiofy,u) € Y x U.

The theory in [25, Sec. 11.1] also provides necessary and sufficient optimality conditions, which can be
best described using the Lagrangian

1 N o
Ly, u,p) = 5lly - ulg + §IIUH§ + a(y,p) + b(u,p) — (f,p) — (g P)oay - (2.5)

The necessary and, for our model problem, sufficient optimality conditions can be obtained by setting the
partial Féchet-derivatives of (2.5) with respect to stajes Y, controlsu € U and adjoint € Y equal to

zero. This gives the following system consisting of

the adjoint equation

a(,p) = —(y—4.¢) YeY, (2.6a)
the gradient equation
b(w,p) + alu,w) =0 YweU, (2.6b)
and the state equation
a(yv ¢) + b(u7 ¢) = <f7 ¢> + <gu ¢>8QN V(Zs ey. (26C)
The gradient equation (2.6b) simply means that
p(x) = au(x) x e (2.7)
and (2.6a) is the weak form of
—eAp(z) —a(z) - Vp(z) + (r(z) — V-a(x))p(x) = —(y(z) — g(x)), x € €, (2.8a)
p(z) =0, x € 0Qp, (2.8b)

e%p(x) +a(x) -n(z) p(x) =0, x € 00N. (2.8¢c)
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After finite element discretization, the optimal control problem (2.3) leads to a large-scale linear quadratic
optimization problem. It is well known that application of the standard linear finite element method to
advection—diffusion equations (1.2) leads to computed solutions with large spurious oscillations, unless the
mesh size is sufficiently small relative to thédket number (e.g., [27, Sec. 8], [29], or [26]). To allow rela-
tively coarse meshes, we use the streamline upwind/Petrov—Galerkin (SUPG) method [8]. We mention that
if the SUPG method, or other stabilized finite element methods are used, the optimality system of the linear
guadratic optimization problem corresponding to the discretization of the optimal control problem (2.3) is
in general no longer equal to the discretization of the optimality system (2.6). The differences are due to
the stabilization term. For a more detailed treatment, we refer to [1, 9]. The papers [1, 9] show that for
linear finite elements and suitable choice of the stabilization parameter, these differences are small. In our
numerical solution of the problem, we discretize the optimal control problem (2.3) using the SUPG method.

3 Domain Decomposition Schur Complement Formulation of the Example
Problem

3.1 Discretization of the Example Problem

We discretize (2.3) using conforming linear finite elements. {Zgt be a triangulation of2. We divide2

into nonoverlapping subdomaifis, i = 1,..., s, such that eacl; belongs to exactly on®;. We define
I =0Q; \ 00
and

The unit outward normal of; is denoted byn;. The statey is approximated using piecewise linear func-
tions. We define the finite dimensional state space

Y= {¢n € H'(Q) : ¢p =000, ¢u|r, € P(Ty) foralll},
and decompose it intB" = Y} U;_, Y/, where

lfih:{(ﬁhEHl(Qi) : ¢h:00naQiﬂaQD, ¢h|Tl ePl(Tl)forallTlcﬁi}, z':l,...,s,
K?o={¢h€12h:¢h:00nn}, i=1,...,s, (3.1)

Y =YI\Y/hi=1,... s andy{ = Y\ (Ulelfifl()). Here we identify(¢y); € Y;t) with a function
in Y by extending(¢;,); € Y}{) by zero ontd?.
For our discretization of the control we use piecewise linear functiofs However, our discretization
of the control is somewhat nonstandard. A straight forward discretization of the control space by piece-
wise linear functions would lead tu), € C°(Q) : u € P(T;) forall T; ¢ Q}. A domain decomposition
formulation based on such a discretization would introduce controls associated with the infesdgeh
would have support given by a ‘band’ of width(h) aroundoS2; N 0Y;, i # j. Since the evaluation of
u € L?(2) ondfY; N 92, does not make sense, we avoid interface controls.
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We discretize the contral by a function which is continuous on eafh, i = 1,..., s, and linear on
each(); N T;. The discretized control is not assumed to be continuou(ym 02, < # j. In particular,
for each pointry, € 9Q; N 09, i # j, there are two discrete contralg, , uy,; belonging to subdomairs;
and(;, respectively. Because of (2.4}, — ux; — 0 ash — 0. Since the control space I$(12), this is a
legitimate discretization. We define the discrete control spaces

Ul = {u, € C°() : up € PY(Ty) forall T, € Q;} . (3.2)
We identify U* with a subspace af?($2) by extending functions; € U/ by zero ontd2. We define
Ul =i UM ¢ L2(9).

For advection dominated problems the standard Galerkin method applied to the state equation (2.1) pro-
duces strongly oscillatory approximations, unless the meshrhsigechosen sufficiently small relative to
¢/|lallo,.o. TO Obtain approximate solutions of better quality on coarser meshes, various stabilization tech-
nigues have been proposed. For an overview see [27, Secs. 8.3.2,8.4] or [29, Sec.3.2]. We use the streamline
upwind/Petrov Galerkin (SUPG) method of Hughes and Brooks [8]. The SUPG method computes an ap-
proximationy;, € Y of the solutiony of the state equation (2.3b) by solving

an(yn, n) + bu(un, o) = (f, dn)n + (9, dn)oay  Vén € Y, (3.3)
where

an(yn dn) = a(yn, dn) + > Te(—€Ayp +a- Vy +ryn,a- Véu)r,, (3.43)

T.eQ
bn(un, dn) = blun, ¢n) + Y —Telun,a- Vép)1,, (3.4b)

T.€Q
(f,nhn = (Fron)+ > 7elfra-Vou)r,, (3.4c)

T.eQ

andr, > 0is a stabilization parameter that is chosen depending on the mesh size and the problem parameters
€, a andr.
Our discretization of the optimal control problem (2.3) is given by

e 1 N leY
minimize _ lyn — 513 + 5 sl (350)

subjectto  an(yn, én) + bu(un, dn) = (f, dnhn + (9, dn)ony Voén € Y, (3.5b)
yp € Y uy, € UM

The necessary and sufficient optimality conditions for (3.5) are given by

an(VYn, pn) + Yns Vr) = (G, Vn) Vapy € Y, (3.6a)
alup, pn) + bn(pn, pr) =0 Yy, € UM, (3.6b)
an(Yn, &n) + bn(un, dn) = (f, dn)n + (g, dn)1r, Yo € Y (3.6¢)
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The system (3.6) may also be viewed as a discretization of (2.6). However, as we have discussed already at
the end of Section 2, the discretization of the system (2.6) of optimality conditions using SUPG will lead to a
slightly different system than (3.6). Everything that follows can be easily applied to the SUPG discretization
of the system (2.6) of optimality conditions.

3.2 Domain Decomposition of the Example Problem

To decompose the discrete optimality conditions (3.6), we need local bilinear forms corresponding to the
subdomains?;. For advection dominated problems, this requires some care. See, e.g., [33, Sec.11.5.1] for
an overview. The straight forward restriction®tiefined in (2.2a) to the subdomdiy; is given by

ai(yn, on) = /Q eVyn(x) - Vop(z) + a(x) - Vyp(z)on(x) + r(x)yn(z)dn(x)da. (3.7)
Integration by parts and application of the chain rul&te(a(z)¢,(x)) show that
Gliedn) = [ V(o) Von(o) + bale) - Vin(@)on(z)

~La(@) - Von(@)yn(x) + () — 59 - a(@))yn(@)én(@)da
[ e m@onde sy [ ) mon()on(e)ds
0Q;NO0 N 00 \00

for all y;,, ¢, € Y;*. Because of the last boundary integral, the assumptions (2.4) no longer guarantee that
a; is Y;h—elliptic. Hence, we follow [4] and use the local bilinear form

ai(Yn, o) = @i(yYn, n) _%/asz-\an a(z) - n; yp(z)on(z)de (3.8)

_ /Q_evm ) - Von(x) + La(z) - Vyn(a)én(z)
—La(z)  Vou(@)yn(@) + (r(z) — 1V - a(@))yn(@)on(x)dz
3 /ag.maﬂ a(z) - n;yp(z)on(z)de

Note that

Z /ag\ag 1 yn(@)n(@ dfﬁ—zz / ) - i yp(x)op(x)dz =0

= A ounoe

since each boundary integ(@ﬂmmj appears twice in the summation, once with integrafd -n; yy (z)on(x),
the other time with integranal(z) - n; y,(x)¢n(z) = —a(x) - n; y(z)dn(x). Hence

> ai(yn dn) = > @i(yn, n) = alyn, dn)  Yyn, on € V',
=1

=1
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i.e., the global problem is not altered.
Accounting for the SUPG terms, we define

ain(Yn, on) = ai(yn,vn) —é/ a(z) - n; yp(z)op(x)d

20\OQ
+ Y Te(—€eAyn+a- Vy, +rypa- Vo)1, (3.92)
T.€Q;
bin(un,dn) = —(undn)a, + > —Telup,a- Vop)z,, (3.9b)
T.€Q;
<f7 ¢h>Qi,h - <f7 ¢h>Qz + Z T€<f7 a- V¢h>Te7 (390)
TeeSy

Now, we decompose the optimality system (3.6) by introducing artificial state and adjoint variables
yr, pr € th on the subdomain interfaces. Givgn pr € th we consider

ain (Yis pi) + (Yis i)a, = (U, Yi)a, iy € Vi, (3.10a)
bin(pis pi) + (wi, pi)o, =0 Yy € U, (3.10b)
aih(Yis @i) + bin(wi, ¢i) = (f, di)a,n + (9, Pi)ocunoay Vo € Yy, (3.10c)
Yi =Yyr, Pi=pr onl’;, (3.10d)

and

> " ain(yi Ri(vr, qr)) + bip(ui, Ri(vr, qr)) + ain(R3 (vr, ar), pi) + (i, Ri (vr, ar))e,
i=1

= D (£, Ri(vr,ar))a.n + (9, Rii(vr, ar))anunoay + (Gi Ri (o, ar))e, (3.11)
=1

for all vr, gr € Y}, where
¢RI YR XYL - Y (3.12a)

are continuous linear extension operators with
R; (vr, qr)(z) = vr(z), R (vr,qr)(z) = qr(z), forallz e T andforallur, qr € Y.  (3.12b)

Theorem 3.1 If (y,u,p) € Y* x U™ x Y" solveg(3.6), theny; = y|q,, u; = ula,, pi = pla,, i =1,...,s,
solve(3.10) (3.11)

If (yr,pr) € Y x Y is such that the solutiofy;, u;, p;) € Y;* x Ul x Y}, of (3.10) i = 1,...,s,
satisfies the interface conditio8.11) then(y,u,p) € Y" x U" x Y" given byylo, = ui, ula, = u;,
plo, =pi,i =1,...,s, solveq3.6)

The proof of this result is analogous to the proof of [28, Lemma 1.2.1] and is omitted.
We will view the solution of (3.10) as an affine linear function(gf., pr) and then consider (3.11) as a
linear equation ifyr, pr). We will describe this process using the variational formulation in Subsection 3.3



DOMAIN DECOMPOSITION FORADVECTION DOMINATED ELLIPTIC CONTROL PROBLEMS 9

and we will describe the algebraic version in Section 4. The latter is used computationally. Section 4 can be
read without knowledge of the material in the remainder of this section. The main purpose of the remainder
of this section is to connect the subproblems that need to be solved to the original optimal control problem
(1.12).

We close this subsection with an interpretation of (3.10) and (3.11).

Remark 3.2 i. The systemg3.10) i = 1,..., s, can be interpreted as the finite element discretization of
—eAyi(z) + a(z) - Vyi(z) + r(x)y(x) = f(x) + ui(z) in€;, (3.13a)
yi(z) =0 ondQ; N0y, (3.13b)
eaiyz(x) = g(z), onoQ; NONy, (3.13c)
yi(x) = yr(x) onl;, (3.13d)
—eAp;(z) —a(z) - Vpi(x) + (r(z) — V- a(z))pi(x) = —(yi(z) — g(z)) in€;, (3.13e)
pilz) =0, ondQ; NNy,  (3.13f)
eaipi(a:) +a(z) -n(z) pi(z) =0, onoQ; N o0y, (3.139)
pi(z) = pr(z) onTy, (3.13h)
aui(x) — pi(z) =0 onoN2NofY.  (3.130)

Applying the arguments in [20] to the advection diffusion case, the sy&d8) may be viewed as the

necessary and sufficient optimality conditions for

minimize} | (y(x) — (o) + 5 [ @i+ [ (e

7

subject to

1

(w)nl> yi(x)pr(x)dz, (3.14a)

—eAy;(z) +a(z) - Vyi(z) + r(2)yi(z) = f(2) + wi(z) in €, (3.14b)
yi(x) =0 ono; NINp, (3.14c)
eaanyl(m) = g(x), ono; N oy, (3.14d)
yi(z) = yr(z) onl, (3.14e)
ii. The interface conditior§3.11)can be interpreted as
o _ 1 ) o — (el _1 N o . .

€50 — zal@)n; ) yi(z) = €In; sa(z)n; ) y;(z) x € 0 N oYy, (3.15)

ega: + 3a(@)ni) pi(e) = —(ez2 + ja(z)n;) pi(x) =€ 09N, '

fori,j=1,...,8,i+#j.

Remark 3.3 We briefly comment on the subproblems that would arise if we had used the unmodified local

bilinear formsa; 1, (yn, ¢n) = @i(yn, ¢r) instead of(3.9).
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i 1f a; b (yn, &n) = ai(yn,¥n), the systemg§3.10) i = 1,...,s, can still be interpreted as the finite
element discretization ¢8.13)which, in turn, can be viewed as the optimality conditions(814)
ii. It a; p(yn, on) = ai(yn, ¥n), the interface conditio3.11)can be interpreted as

9 . — _¢ 0 . ) )
GTniyl(x) - eanjyj(x) xeanmaQW

(eaini + a(a:)ni> pi(x) = — (68%]- + a(g;)nj) pi(z) x € 09N o, (3.16)

fori,j=1,...,s,1#j.

3.3 Schur Complement Formulation

As we have stated earlier, we will view the solution of (3.10) as an affine linear functigm gir) and then
consider (3.11) as a linear equation(iyit, pr). The variational formulation of this process is studied here.
It complements Section 4, but is not required for the reading of Section 4.

First, we specify the extension operat®$§ andRj that we use in (3.11). They are generalizations of
the so-called harmonic extensions used in the PDE case to the optimal control settihg: Far. ., s, we
define the linear operators

HP YR x Y — Y x UM x Y (3.17a)
with
(H")Y (yr, pr) y)
Hi(yr,pr) = | (HD)"rpr) | = ¥ |, (3.17b)
(HMP(yr, pr) pY

where (y?,u?, p¥) is the solution of (3.10) withf = 0, ¢ = 0 andg = 0. We consider (3.11) with

— (H!)Y andRg = ()",

With this choice of the extension operators, the left hand side in (3.11) defines a continuous bilinear
form on (Y{%)% x (Y%)2, or, equivalently, a bounded linear operasor (Y{#)? — ((Y{)*)2, where(Y;{?)*
denotes the dual of?. This operator can be expressed as the suid/¢ given as follows. Let(-,-)
denote the duality pairing betwe€¥i?)? and((Y{*)*)2. We define the linear subdomain Schur complement
operator

St (V) — (V)% (3.18a)

i=1,...,s, with
<<Szh(yr,pr)a (UF,QF)>>

= ain((H)Y(yr,pr), (M )P (vr, ar)) + biw(HE)“(yr, pr), (HE)P (vr, qr)
+ain(HE)Y (e, qr), (HEP (yr, pr)) + (K (yr, pr), (7)Y (vr, ar))e, - (3.18b)

Moreover, we define; € ((Y{")*)%,i=1,...,s, as

(ri, (vrsar)) = (f, (MNP (or, ar))a,n + (g, (HIP(vr, ar))ocunoay + (i (HE)Y (vr, ar))e,
—a;i (i, (H} )P (vr, qr)) — by (us, (HE )P (vr, qr))
—a; h((Hh) (UI‘ QP) ) <yzv<Hh> (UF?qF)>Qi7 (319)
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where(y;, u;, p;) is the solution of (3.10) withyr = 0 andpr = 0.
Theorem 3.1 WithR$ (vr, gr)|a, = (H!)Y(vr, gr) andRé (vr, qr)|a, = (H!)P(vr, gr) implies that the
system (3.6) of optimality conditions is equivalent to the Schur complement system

Y Shyr,pr) =Y m in (1)) (3.20)
=1 =1
The next result establishes the invertibility of the subdomain Schur complement oggrator

Theorem 3.4 Letr; = (!, 77) € (V] )*)2.

i If (2.4a)—(2.4c)holci émld if the stabilization paramete is sufficiently small, then the unique solution
(yr.pr) € (Yzhrl)Q of
Si(yr,pr) = i (3.21)
is given by
yr = yilr;,  pr = pilr,
where(y;, ui, p;) € Y* x Ul x Y/* is the unique solution of

ain (¥ pi) + Wi ), = (!, ), v € Y/, (3.22a)
bin (11, pi) + aui, pr)a;, =0 Y e Ul (3.22b)
ain (i ) + bin(ui, ) = (rf, ¥)r, Vi € Y. (3.22c)

ii. If the relative interior ofdQ2; N0 p is nonempty, then the assumpt{@c)in parti. can be replaced
by (2.4d)

Proof: By definition (3.18) ofS;, the equality (3.21) can be written as

ai n((HP)Y (yr, pr), (M) (vr, qr)) + bin((HE)“(yr, pr), (H})P (vr, qr))
+ai7h((H?)y(UFa ar), (P (yr, pr)) + (K1Y (yr, pr), (HP)Y (or, ar))e,
= (r!,vr)r, + (], qr)r, (3.23)

for all vp,qr € Yif}i. Using the definition (3.17) of{;(yr, pr) together with (3.23), we see that (3.21) is
equivalent to

ain (H])Y (yr, pr), ()P (o, qr))
+bin(H"(yr, pr), (HMP (vr, qr))
+ai (MY (vr, qr), (HP)P (yr, pr))
<(H )Y (yr, pr), (H )Y (vr,qr))e, = (rf,vr)r, + (. qr)r, Your, qr € Yif‘pi, (3.24a)
ain(¥°,pi) + (Wi, ¥%)e, = 0 vy e Y, (3.24b)
bin(pt, pi) + (i, pa, =0 Y e Ul (3.24c)
ain(Yi, 8°) + bin(ui, ¢°) =0 Ve e Y, (3.24d)

Yi=yr, Pi=pr onT, (3.24¢)
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If we sety) = 0 + (H?)Y(yr,pr) € Y andg = ¢° + (H!)P(yr, pr) € Y, then (3.24) is equivalent to

ain (P, pi) + (Wi, ), = (), vy e Y, (3.253)
bin (i, pi) + aug, o, =0 Y e Uk, (3.25b)
ai n(Yi, @) + by h(uu ¢) = (. ¢)r, Vo € Y, (3.25c¢)

Yi =Yyr, Pi=0pr onl, (3.25d)

The assertion follows if we prove that (3.22) has a unique SO|L(@le,pl) € Yl x Uh x Y] Let
(yi ui,pi), (yz, Z,p,) € V' x Ul x Y be solutions of (3.22). The@?, e, e!) = (yZ — 2 uf —uZ, pl —
p?) €Y x Ul x Y satisfies

aiph(,ef) + (e, ), =0 v € Y, (3.26a)
i1, €}) + alef', o, =0 Vue U, (3.26b)
ai (e, @) +bin(ef,¢) =0 Vo € Y (3.26¢)

we setyy) = e, up = e¥, andg = —e’ in (3.26) and a e resulting equations, we obtain
If ty = e’ ¥, and¢ ”in (3.26) and add th It t bt
0= [lefll5.q, + allef(I5.q,-

Hencee! = 0 ande = 0. Now, consider (3.26a) witlh = ¢’. Using the definitions (3.8) and (3.9) and the
assumptions (2.4a), (2.4b), (2.4d) we have

0= an(elied) = [ Vel@) Vella) + (o)~ 4V - a@) (el (@) Pla

_|_

DO~

/ a(z) - n; (el (z))?dz,
892NN

+ Z Te(—eAel +a- Vel +rel a-Vel)r,
Te€9);

€|Ve;

+ Z Te(—eAel +a- Vel +rel’ a-Vel)p,
T.€9Q;

v

(Note that the modification of the local bilinear from (3.8) was used to derive the previous inequality.)
Standard SUPG estimates (cf. [24, p. 378] or [29, L. 3.28,p. 231]) show that

€ o 1
0= alh( €is Z) = §’vef|1791 + EHGzPHO,QZ + 2TZQ
e€il;

for sufficiently smallr.. This impliese? = 0.
Part ii. can be proven analogously. 0
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Remark 3.5 i. Equations(3.22)can be interpreted as the weak form of

—eAyi(z) +a(x) - Vyi(x) + r(2)yi(z) = uiz) in ©;, (3.27a)

yi(z) =0 ond, NNy,  (3.27h)

e;)nyi(a:) =0 ono; N oy, (3.27¢)

<e i — la(z)- ni> yi(z) =r!(z) onl’, (3.27d)

—eApi(z) — a(x) - Vpi(z) + (r(z) — V- a(z))pi(z) = —yi(x) in Q;, (3.27€)
pi(x) =0, on o NoQp, (3.271)

€5 Pile) +a(@) - n(z) piz) =0, onaY,; N oy, (3.27g)

(63?14 + 3a(z) - ni> pi(z) =rl(z) onT, (3.27h)

aui(x) — pi(z) =0 on o N oY (3.271)

The term%a(m) -1n; in (3.27d,h) arise because of the modificat(8rB)in the local bilinear forma ;,.
ii. The systenf3.27)may be viewed as the necessary and sufficient optimality conditions for

minimize%/ y2(z)dx + a/ u?(z)dx — / yi(z)r? (z)dz, (3.28a)
Q; 2 Q; ry
subject to
—eAyi(z) +a(z) - Vyi(z) + r(2)yi() = wi(z) in €, (3.28b)
yi(x) =0 onoQ; N ONp, (3.28c)
eagyl(:v) =0, onoQ; NNy, (3.28d)
n
<68?1- — ta(z) - ni> yi(z) = ri(z) onT}, (3.28e)

Remark 3.6 If the unmodified local bilinear forms; 5, (yn, #n) = ai(yn, ¥n) Were used instead ¢8.9),
the invertibility ofS; can no longer be guaranteed in general.

However, ifa; 1, (yn, ¢n) = ai(yn,¥n), and ifS; is invertible, then the application of its inverse corre-
sponds to the solution ¢8.29)with (3.29d) and (3.29h) replaced by

9 — Y
om V(8 =1 (@) onT}, (3.29a)

<eaii +al@)- ni) piz) = rj(2) onT;, (3.29b)

respectively.
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4 Algebraic Formulation

The discretization of the optimal control problem (3.5) using piecewise linear finite elements with SUPG
stabilization leads to a large-scale linear quadratic problem of the form

.1
minimize §yTQy +cly + %uTRu, (4.1a)

subjecttoAy + Bu = b. (4.1b)

For the model problem, the matric€@< R™*™ R € R™*™ are mass matrices and are symmetric positive
definite. The stiffness matriA € R™*" is non-symmetric, but, under the assumptions (2.4) and with
sufficiently small stabilization parameter (cf. [24, p. 378] or [29, L. 3.28,p. 231]), the matrix obeys
yIT' Ay > 0for all y # 0. In particular under these conditiodsis invertible. The necessary and sufficient
optimality conditions for (4.1) are given by

Q o AT y —C
0 oR BT u | = 0 . (4.2)
A B 0 9] b

The system matrix in (4.2) is symmetric indefinite and has- n positive eigenvalues ana. negative
eigenvalues [13].

4.1 Domain Decomposition Schur Complement Formulation

We can use the decomposition@fto decompose the matricés etc. Our notation follows the commonly
used in the domain decomposition literature, see, e.g., [28, Sec. 2.3] [32, Sec. 4], [33, Sec. 1.2]. After a
suitable reordering of rows and columns, the stiffness matrix can be written as

Al Ajr

A — . :S _ (4.3)
AH AIF
All“l T Af“] Arp

Similar decompositions can be introduced @mandc, as well agy, p.
The matricesB andR associated with the control can be decomposed analogously. After a suitable
reordering of rows and columns, the matBxcan be written as

1
BII
s
1 BII
s
BFI BI‘]

Note that due to our control discretization, there are not controls associated with the inferf@omse-
quently, there are nB' ., ..., Bi... The matrixR and the vecton can be decomposed analogously. Note
that there is nair.
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We can now insert the domain decomposition structure of the matAic€y, B, R into (4.2). After a
symmetric permutation, (4.2) can be written as

K}I (K%I)T X} g}
: I (4.4)
K (Kp)T || xf 8]
Kll“I KIS“I Krr Xr gr
where s
. i AL )T . ]
o (S ART) S e - YK
I'T =1
0 (Azn)z . Qi 0 (AT
e P P SR (O ER s
AZII BlII I'T I'T
Furthermore, ; i
Y cy
c , 4 [
P} b}

Frequently, we use the compact notation

(2 8)(2)-(2)
Krr Krr Xr gr )’ .

or evenKx = g instead of (4.4).
Assuming thallK;; is invertible (we will present conditions that guarantee the invertibility in Theorem
4.2 below), we can form the Schur complement system

Sxr=r (4.6)
corresponding to (4.4), where
S = Krr — Kr/K ;' KE, (4.7)
and
r =gr — Kr/K;} gr.

Due to the block structure &r; andK;;, the Schur complemei® can be written as a sum of subdomain
Schur complements. In fact, [, i = 1, ..., d, be the restriction operator which maps from the vector of
coefficient unknowns on the interface boundary, to only those associated with the boundaryef and

let

k4
L-—(z H,,), ) (4.8)

The Schur complement can be written as

S=> 1/, (4.9)
=1
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where A _ A _
Si = Kir — Ky (Kp) '(Kp)", i=1,...,s. (4.10)
Similarly,
S
r= Z]IiTri,
=1
wherer; = gt — K&, (K%,) gl i=1,...,s.
Observe that ‘
S, = H'K'H;, (4.11)
where s
_ 1 \— 7
H; — ( (KH% Kir > (4.12)
and

Krr Krr
The matrixH; defined in (4.12) is the matrix representation of the operatprdefined in (3.17). The
representation (4.11) corresponds to the represent&irof the subdomain Schur complement operator
Sk,
The matrixK® plays an important role for the computation of the invers&pfassuming it exists),
which will be used in Section 4.2 to preconditi8n|n fact, if K%, is invertible,

= L 0 (Ky 0 (L (Kip) 'Kp)"
. _<K%1(K§1)‘1 I>< 0 sl-)<o e ) (4.13)

ands; is invertible if and only ifK? is invertible. In this case,

S;'r=(0 1) (K)™ < . ) r (4.14)

(see, e.g., [32, p. 113]). The previous formula is the algebraic version of Theorem 3.4.
We conclude this subsection with a result concerning the invertibility of the submakigesvhich is
important for the computation &;, and with the invertibility of the submatricd§?, which is important for

the computation ofS;)~!. We set
A= (Al q).
< Ar; Arr

MatricesQ’, R’ are defined analogously.
Before we state our result on the invertibility K, ; andK*, we recall the following theorem, which is
proven, e.g., in [13].

Theorem 4.1 Let A € R™*™ B € R™*™ be arbitrary matrices and le € R™*™ R € R"™*" be
symmetric. If
rangg A | B) = R™ (4.15)
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(2) (2 5)(2)- oo

forall z € R™, v € R with Az + Bv = 0 and (z”, v?) # 0, then

and if

Q o AT
0 oaR BT
A B 0

hasm + n positive eigenvalues and negative eigenvalues.

Theorem 4.2 i. The matricedQ’;, R’ are symmetric positive definite. (2.4a) (2.4b) (2.4d)hold, and
if the stabilization parameter. is sufficiently small, the matriA?, obeysv? A% v > 0 for all v # 0 and
K¢, is invertible.

ii. The matricesQ’, R’ are symmetric positive definite. (2.4a){2.4c)hold and if the stabilization
parameterr, is sufficiently small, the matriA? obeysv’ A’v > 0 for all v # 0 and K" is invertible.

iii. If (2.4a) (2.4b) (2.4d)hold, if the relative interior ob2; N0 p is nonempty, and if the stabilization
parameterr, is sufficiently small, the matriA’ obeysv’ A’v > 0 for all v # 0 andK' is invertible.

Proof: i. Using the definitions (3.8) and (3.9) and the assumptions (2.4a), (2.4b), (2.4d) we have
a; p(vp,vp) = / eVop(z) - Vop(z) + (r(x) — %V . a(a:))v,%(a:)dﬂs
Q;

—i—é/ a(z) - n; v%(w)d:c,
0Q;NON N

+ Z Te(—€Avp, + a - Vo + rop,a- Vo)1,

T.eQ;
> €|Vupl1,0, + rollvalloo;
+ Z Te(—€Avy, + a - Vo, + rop,a- Vo)1,

T.€Q;

for all v, € Yiflo. (Note that forv, € Yiflo we havea; j, (v, vr) = @;p(vn,vs), i.€., the modification of
the local bilinear from (3.8) is not important here.) Standard SUPG estimates (cf. [24, p. 378] or [29,
L. 3.28,p. 231]) show that

To 1
Lo + 5 llvnllogs + 5 > 7ella- Voo,

T.€Q;

€
a; b (Vh, vp) > §\Vvh

for all vy, € Yiflo. By a Poincag inequality, we havéuy||o.o, < ¢|Vui|1,0,. Hence,

. € To 1
vEA v = aip (v, vn) > 5 Vunlia + Sllvallogs + 5 Y rella: Voulloz >0
T
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for all v # 0. In particularA®, is invertible and (4.15) withA,, B, m replaced byA’,, B, m}, respec-
tively, is valid. Moreover, the matrice®’, € R™7*"1 R}, € R" <" are subdomain mass matrices, which
implies their symmetric positive definiteness. Hence (4.16) @R replaced byQ};, R5; is valid for all
z € R™1, v € R™ with (z7,v7) # 0. The result now follows from Theorem 4.1.

ii. We proceed as in the first part to show that

€ To 1
aih(vh,vn) 2 5IVonlies + 5 lonllogs + 5 > rella-Vorloz. Vo € Y
TeeQ
Hence,v! A’v > 0 for all v # 0. We can now proceed as in part i. to prove the invertibilitykot

iii. If the relative interior of0$2; N 92p is nonempty, then due to a Poinéanequality there exists a
constant: > 0 such that|v,|jo., < c|Vup|1.q, for all v, € Y;* and we can admity = 0 in part ii. O

Remark 4.3 i. Examination of the proof of Theoreft2reveals the importance of the modificati@:8)
of the local bilinear form to guarantes; ;,(vy,, vy,) > 0 for all vy, € Yih,vh £0,i.e.,vIAlv > 0for
all v # 0.

For our model problem with distributed contraB? € R™ >, with n' > m/, is related to the
mass matrix and satisfies raif&’) = R™". Hence,(4.15)is satisfied. (The invertibility oA’ is not
needed.) Moreove®)’, R’ are subdomain mass matrices, and, hence,

2\ Q o z . .
m' nt . T T
< ) <O OéRi)(v>>0 forallze R™ ,v € R™ with(z",v") #0.

\%

This means that for our model problem with distributed control, the invertibilit bfs not needed
to ensure the invertibility oK'! In particular, K? is also invertible if we use the local bilinear form
(8.7)instead of(3.8).

4.2 The Robin-Robin Preconditioners

It is now relatively easy to generalize the Robin-Robin preconditioner used in the context of advection
dominated elliptic PDEs [4] to the optimal control context.

Let D;y be the diagonal matrix, whose entries are computed as follows. If theanoskisfiesr;, € T';,
then (DY),.! is the number of subdomains that share nage Note thaty", DY = I. Furthermore, let

D? = DY and
DY
o (P p,).
By Theorem 4.21S;,i =1,..., s, is well defined. The one-level Robin-Robin preconditioner is given by

P => DIS;'ID;. (4.17)

In principle it is possible to incorporate a coarse space, but this has not yet been been explored in the optimal
control context.
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4.3 Implementation

Instead of working on the preconditioned Schur complement system
PSxr = P(gr — Kr/Kj/'gs) = Pr. (4.18)
we work on the preconditioned full system. It is easy to verify that
<KU K§I>:<KH 01><1 0 ><I KI—;K%I) (4.19)
Krr Krr Kr; P 0 PS 0 I

=(P)~ =(P)!

We will look at the preconditioned system
PEKPEx = PKg, (4.20)

wherex = (PX)~!x, and at the preconditioned Schur compement system (4.18). Consider an initial iterate

0
x0 = ( j:é > , (4.21)
with
xy = K} (g1 — K{yxP) (4.22)
and se&’ = (PX)~1x0. The corresponding preconditioned residual satisfies
?O—P{%g—KPi{)ﬁo—( - 0 )—(3) ) (4.23)
P(gr - Kr/K;; gr — Sxp) T

We see that the second component of the initial residfiaf the preconditioned system (4.20) is the initial
residualr. = P(gr — Kr;K;}g; — Sx{.) of the preconditioned Schur complement system (4.18).

Recall that for a matrixA and a vectorv, the Krylov subspace is defined b (A,v) =
spar{v, Av, ..., Ak=1y}. Using the fact that the first component 8 is zero and thaPXKPX is a
block diagonal matrix, we immediately obtain the following relation between the Krylov subspaces of the
preconditioned system (4.20) and the preconditioned Schur complement system (4.18):

Kr(PEKPE 9 = {0} x Ki(PS,T2) VE. (4.24)

This relationship allows one to establish relationships between Krylov subspace methods applied to the
preconditioned preconditioned Schur compement system (4.18) and the preconditioned full system (4.20),
provided that the initial iterates satisfy (4.22). For the symmetric positive definite case see [23]. If the
application oth1 is exact, there is no difference between the solution of preconditioned Schur complement
system (4.18) and the preconditioned full system (4.20). However, the latter provides advantages if the
application oth1 is performed inexactly using iterative methods [23, 17]. In our numerical examples,
we solve systems of the ford’,vi = r’ andK'v! = r’ (the latter arising in the application of our
preconditioner, cf. (4.14)) exactly (up to floating point arithmetic) using UMFPACK 4.3 [10]. Still, we work
with the the preconditioned full system (4.20) to allow the incorporation of iterative solvers in the future.
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In our numerical experiments reported on in the next section, we use GMRES [30] and sQMR [11, 12]
applied to
PEPFKx = PEPKg. (4.25)

We have observed that the number of GMRES [sQMR] iterations applied to (4.20) is close to the number of
GMRES [sQMR] iterations applied to (4.25). In both cases GMRES [sQMR] was stopped if the respective
preconditioned residual was reduced by a factdrof’. However, we also observed that the error between
the solution computed using GMRES and the exact soldiorig was for small diffusiore significantly
smaller when left preconditioning (4.25) was used instead of split preconditioning (4.20). This is not sur-
prising, since the GMRES iteration is stopped when the preconditioned re§Bffi@ Kx — PXPXg||

or |[PXKx — PXg||, respectively, is small and the mati¥* PX K is expected to have a smaller condition
number tharP{fK. The error between the solution computed using sQMR applied to (4.25) and the exact
solutionK ~'g was observed to be also smaller than the error between the solution computed using SQMR
applied to (4.20) and the exact solutiBfT 'g, but the differences were much smaller than those observed
for GMRES.

5 Numerical Results

In this section we illustrate the performance of our optimization-level domain decomposition method for
several advection dominated optimal control problems with distributed controls or with boundary controls.
To explore the importance of the modification (3.8) of the local bilinear form, we run experiments with
and without this modification. If we use the modified local bilinear form (3.8), then we refer to the resulting
preconditioner as a Robin—Robin (R-R) preconditioner. This name is motivated by the Robin transmission
conditions (3.15) for the state (and the adjoint) and the Robin boundary conditions for the state (and the
adjoint) in the subproblem (3.27) for the inversion&f If a;(yp, on) = a:i(yn, ¢n), i.€., N0 modification
of the local bilinear form is applied, then we refer to the resulting preconditioner as a Neumann—Neumann
(N-N) preconditioner. This name is motivated by the Neumann transmission conditions (3.16) for the state
and the Neumann boundary conditions for the state in the subproblem (3.29) for the inveiSjon of

5.1 Distributed Control

Example 1: Influence of different velocity fieldis example is derived from Example 4.1 in [4]. We use
Q2 =(0,1) x (0,0.2), 02p = 09, r = 1, f = 0, and one of the following four advectiorgz) = ey,
a(z) = ez, a(x) = (1/v2)(e1 +es), ora(z) = 2m((x; — 0.5)es + (z2 — 0.1)e1). These are refered to as
‘normal’, ‘parallel’, ‘oblique’, and ‘rotating’, respectively. We generdtas the solution of

_ (21-0.2)% 4 (29 —0.1)2 _ (21-0.8)% 4 (29 —0.1)2

—eAy(z) + a(x) - Vy(x) + g(x) = be 2.0.12 + 5e 2.0.12 , T €Q, (5.1a)
gJ(z) =0, xz € 0. (5.1b)

We decompose€! into 5 subdomains of siz@, 0.2) x (0,0.2). Each subdomain is triangulated by divid-
ing each axis into 30 subintervals and subsequently subdividing the resulting rectangles into two triangles.
The problems are solved by a preconditioned sQMR algorithm where the stopping criterion is to reduce
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the initial residual by a factor af0—". We use either Robin—Robin (R-R) or Neumann—Neumann (N-N)
preconditioning.

Unlike in the PDE-only case in [4], the unpreconditioned sQMR (the same is true for GMRES) fails
to reduce the initial residual to the specified tolerance within 1000 iterations for all experiments outlined
below. Therefore, we do not give any further numerical results in absence of preconditioning. In Tables 5.1
and 5.2 we report the number of preconditioned SQMR iterations for the valee$0~* anda = 1 of the
regularization parameter, respectively.

We recall (cf. Remark 4.3) that for the distributed control case the invertibili‘of.e., the modifica-
tion (3.8) of the bilinear form is not needed to ensure invertibilitfdfand, hencé;. Thus the application
of the Neumann—Neumann (N-N) preconditioner is well-posed for the distribruted control case.

€ Prec.\ Velocity Normal Parallel Oblique Rotating
0.001 R-R 12 3 13 9

N-N 21 3 18 13
1 R-R 4 4 4 4

N-N 4 4 4 4

Table 5.1: SQMR iterations for different velocity fields = 10~

€ Prec.\ Velocity Normal Parallel Oblique Rotating
0.001 R-R 12 3 4 6

N-N 53 3 30 14
1 R-R 4 4 4 4

N-N 4 4 4 4

Table 5.2: sSQMR iterations for different velocity fields= 1.

Tables 5.1 and 5.2 show that for largeboth Robin—Robin and Neumann—Neumann preconditioners
perform equally well, with all sSQMR runs finishing in 4 iterations. This is in agreement with the PDE-
only case reported in [4, Table 1]. When the velocity is parallel to subdomain interfaces, thgn,) =
a;(yn, ¢p) and the Robin—Robin and the Neumann-Neumann are identical. The Robin—Robin preconditioner
adapts nicely to smal for all velocities. The performance of the Neumann—Neumann preconditioner
deteriorates with decreasirg but this deterioration is not nearly as pronounced as in the PDE-only case
in [4, Table 1]. Finally, we observe that the size of the regularization parameseems to affect the
performance of both preconditioners only moderately.

Example 2: Influence of the number of subdomains, grid sizes, and regularizatimn purpose of
this example is to assess the sensitivity of the Robin—Robin and Neumann—Neumann preconditioners to
increases in the number of subdomains and grid points.

We use2 = (0,1) x (0,1), 9Qp = 992, e = 0.001, a(x) = 3e; r = 1, andf = 0. We generatg as in
(5.1) but with right hand side replacd by

_ (21-0.2)%°4 (29 —0.1)2 _ (21-0.8)%4 (29 -0.9)2
Se 2.0.12 + e 2.0.12
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For the first experiment we use a fixed uniform grid of si28 x 128 (note that each square in the mesh
is divided into two triangles). The grid is partitioned in various ways. First, we use 4, 8, and 16 vertical
rectangular strips of equal size (yielding subdomain siz82 of 128, 16 x 128, and8 x 128, respectively).
Second, we partition the grid infbx 2, 4 x 4, 8 x 8, and16 x 16 square subdomains (with sudomain sizes
of 64 x 64, 32 x 32, 16 x 16, and8 x 8 respectively). Finally, the grid is subdivided into 16 horizontal
rectangular strips of equal size (yielding a subdomain siZe2®fx 8). The results are presented in Table
5.3.

Reg. Prec\Part. 4x1 8x1 16x1 2x2 4x4 8x8 16x16 1x16

a=10"* R-R 12 12 14 13 15 17 21 3
N-N 39 39 38 35 44 46 49 3

a=1 R-R 9 19 38 7 14 24 47 3
N-N 130 361 > 500 87 172 452 > 500 3

Table 5.3: sQMR iterations for varying numbers of subdomains0.001.

Table 5.3 shows that for large, the number of sSQMR iterations roughly doubles as the number of
subdomains in the direction of the velocity field is doubled, for both preconditioners. This is also observed in
[4, Table 2]. The Robin—Robin preconditioner performs better than the Neumann-Neumann preconditioner.
For largea the performance differences are as pronounced as in the PDE-only case reported in [4].

For smalla, the number of SQMR iterations does not increase significantly as the number of subdomains
is increased (regardless of the position of subdomain interfaces). This is a surprising and not yet understood
result, which unfortunately does not hold true for most other problem setups with complex velocity fields
(see the following examples). The Neumann—Neumann preconditioner performs much better here than in
the case of large..

For partitions in which all subdomain interfaces are parallel to the velocity fieldlixe4, 1 x 8, and
1 x 16 partitions, the number of SQMR iterations is not affected at all by the number of subdomains or
the size of the regularization parameter. Both Robin—Robin and Neumann—Neumann preconditioned sQMR
runs complete all tests in only 3 iterations (the 4 and1 x 8 results are not tabulated).

The second experiment examines the influence of the number of grid points. The problem is set up as in
the first experiment, except that here we fix two particular subdomain partitions, and vary the grid size. We
use either a® x 1 rectangular subdomain partition oda 4 square subdomain partition, on uniform grids
of sizes32 x 32, 64 x 64, and128 x 128 (again, each mesh square is split into two triangular elements).
The results are presented in Table 5.4.

They indicate that the convergence of the sQMR algorithm with the Robin—Robin preconditioner is
not affected by the grid size. This agrees with the results stated in [4, Table 5]. On the other hand, the
performance of the Neumann-Neumann preconditioned algorithm deteriorates slightly as the number of
grid points is increased. The size of the regularization parametwes not affect the performance of
the Robin—Robin preconditioner. In contrast, for largghe Neumann-Neumann preconditioner performs
extremely poorly for all grid sizes.
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8 x 1 Partition 4 x 4 Partition
Reg. Prec\ Full Grid 32 x32 64 x64 128 x 128 32x32 64x64 128 x 128
a=10"* R-R 15 12 12 16 16 15
N-N 21 27 39 28 33 44
a=1 R-R 21 19 19 16 15 14
N-N 307 368 361 143 156 172

Table 5.4: sQMR iterations for varying numbers of grid poiats; 0.001.

5.2 Robin Boundary Control

The domain decomposition method described in the previous section for optimal control problems with
distributed control can be extended to problems with boundary control using the ideas in [20]. We report on
some numerical results for the example problem

o1 ~ «
minimize /Q(y(:r) — 9(x))%dx + 5 /{mc u?(z)dax (5.2a)
subject to
—eAy(x) + a(z) - Vy(z) + r(x)y(x) = f(x), x €€, (5.2b)
y(z) =0, x € 0Qp, (5.2¢)
egy(w) + dy(z) = du(z), x € 09 (5.2d)

on

wherer = 1, f = 0, andd = 10%. The Robin boundary condition (5.2d) can be viewed as a penalized
Dirichlet condition [5, 21].

Example 1: Influence of different velocity field$e problems data are the same as those in Example 1
in Section 5.1. We examine the performance of the Robin—Robin and Neumann-Neumann preconditioners
with respect to various velocity fields, on the rectangular dorfibis (0,1) x (0,0.2) with five square
subdomains. We choos#2. = 01, i.e. 9Qp = (. In Tables 5.5 and 5.6 we report the number of
preconditioned SQMR iterations for the values- 10~* anda = 1, respectively.

€ Prec.\ Velocity Normal Parallel Oblique Rotating
0.001 R-R 16 3 9 9

N-N 129 3 36 17
1 R-R 4 4 4 4

N-N 4 4 4 4

Table 5.5: sQMR iterations for different velocity fields= 10~.

The obtained results are similar to those in Section 5.1, with one important difference. Foe,dimall
Neumann-Neumann preconditioner performs significantly worse when compared to the distributed control
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€ Prec.\ Velocity Normal Parallel Oblique Rotating
0.001 R-R 7 3 3 6

N-N 73 3 29 15
1 R-R 4 4 4 4

N-N 4 4 4 4

Table 5.6: sSQMR iterations for different velocity fields= 1.

case. This behavior can be explained by re-examining Remark 4.3. The boundary control problem lacks the
property rankB?) = R™". Therefore, the invertibility oA’ is now needed to ensure the invertibility k.
Within the Neumann-Neumann preconditioner (i.e., no modification of the local bilineardgrwe have
observed severely ill-conditiondd’s in some subdomains (with estimated condition numbeig)6y.

Example 2: Influence of the number of subdomains, grid sizes, and regularizatiersecond exper-
iment assesses the sensitivity of the Robin—Robin and Neumann—Neumann preconditioners to increases in
the number of subdomains. We use the same setup as in Example 2 in Section 5.1, i.e. the square domain
Q = (0,1) x (0,1) with various partitioning schemes. As before, the velocity(is) = 3e; ande = 0.001.
The results are presented in Table 5.7.

Reg. Prec\Part. 4x1 8x1 16x1 2x2 4x4 8x8 16x16 1x16

a=10"* R-R 17 37 78 9 20 42 82 4
N-N > 500 > 500 > 500 151 >500 >500 > 500 4

a=1 R-R 7 14 28 5 11 19 36 3
N-N 142 218 340 83 163 260 420 3

Table 5.7: sSQMR iterations for varying numbers of subdomains0.001.

There are several major differences compared to the distributed control case. For the Robin—Robin pre-
conditioner, the number of SQMR iterations roughly doubles as the number of subdomains in the direction
of the velocity field doubles, regardless of the size of the regularization param@ter smallo does not
yield partition independence). The failure of the Neumann-Neumann preconditioning scheme is evident.
The preconditioned sQMR algorithm fails to achieve the desired relative residual within 500 iterations for
six test cases. This result reinforces our conjecture from the previous experiment. When the regularization
parameter is increased from= 10~ to o = 1, the number of Robin—Robin preconditioned SQMR itera-
tions is roughly reduced by a factor of two for all test cases. This result is more intuitive than the one in the
distributed control example.

The third experiment examines the influence of the number of grid points. The problem is set up as in
Example 2 in Section 5.1, where we fix two particular subdomain partit®mnsi(and4 x 4), and vary the
grid size. The results are presented in Table 5.8.

The results indicate that the convergence of the sSQMR algorithm with the Robin—Robin preconditioner
is mesh independent. This agrees with the observations made in the distributed control case. It is difficult to
draw any conclusions about the performance of the Neumann-Neumann preconditioner as a function of the
increasing number of grid points, since it performs quite poorly even for largad entirely fails to reach
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8 x 1 Partition 4 x 4 Partition
Reg. Prec\ Full Grid 32 x 32 64 x 64 128 x 128 32x32 64x64 128 x 128
a=10"% R-R 38 36 37 21 20 20
N-N > 500 > 500 > 500 > 500 > 500 > 500
a=1 R-R 14 14 14 12 12 11
N-N 224 219 220 147 167 158

Table 5.8: sQMR iterations for varying numbers of grid poiats; 0.001.

the desired relative residual for small

6 Conclusions

We have introduced an optimization-level domain decomposition preconditioner for advection dominated
linear-quadratic elliptic optimal control problems, which extends the work of [4, 3] to the optimization
context.

The tasks required for the application of the domain decomposition preconditioner are closely related
to what is required for the solution of the global optimal control problem. This allows code reuse and en-
ables optimization-level parallelization of existing solvers for advection dominated linear-quadratic elliptic
optimal control problems.

Numerical experiments have shown that the preconditioner is fairly insensitive to the velocity, the vis-
cosity and the control regularization parameter. For distributed control and Robin boundary control test
problems the preconditioner deteriorates only slowly as the number of subdomains increased.

Unfortunately, a theoretical explanation for the performance of the preconditioner is not yet available.
Theoretical investigations, the application of the preconditioner to other problems, in particular 3D prob-
lems, and the design and incorporation of coarse spaces into the preconditioner are part of future work.
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