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Abstract — This paper presents results from a series of numerical experiments designed

to evaluate operational mesoscale dispersion model simulations, and to investigate the effect

of different temporal and spatial resolution of meteorological data from numerical weather

prediction models on these simulations. Results of Lagrangian particle dispersion

simulations of the first tracer release of the European Tracer Experiment (ETEX) are

presented and compared to measured tracer concentrations. The use of higher resolution

European Center for Medium-Range Weather Forecasts (ECMWF) model analyzed data

produced significantly better agreement between the dispersion model predicted

concentrations and the ETEX measurements than the use of lower resolution Navy

Operational Global Atmospheric Prediction System (NOGAPS) forecast data. Numerical

experiments were performed in which the ECMWF model data with lower vertical

resolution (4 instead of 7 levels below 500 mb), lower temporal resolution (12 instead of 6

hour intervals), and lower horizontal resolution (2.5 instead of 0.5 deg) were used.

Degrading the horizontal or temporal resolution of the ECMWF data resulted in decreased

accuracy of the dispersion simulations. These results indicate that flow features resolved by

the numerical weather prediction model data at approximately 45 km horizontal grid spacing

and 6 hour time intervals, but not resolved at 225 km spacing and 12 hour intervals, made

an important contribution to the mesoscale dispersion.

Key words — Lagrangian stochastic dispersion model, numerical weather prediction

models, European tracer experiment, mesoscale dispersion.
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1.  INTRODUCTION

Motivated by the Chernobyl accident, the European Tracer Experiment (ETEX) was

conducted to evaluate and improve real-time continental-scale forecasting of meteorological

and hazardous-material air concentration fields (Nodop et al., 1997). Model evaluations

and inter-comparisons were done in two phases: a real-time study and a post-experiment

study, called the Atmospheric Transport Model Evaluation Study II, ATMES II (Girardi et

al., 1997).  During the real-time phase a perfluorocarbon tracer gas was released from

Monterfil in northwestern France. Participating modeling groups with access to real-time

meteorological data then made predictions, in a simulated emergency response mode, of the

concentration of a tracer gas at 168 ground-level sampling locations in 17 European

countries. In the ATMES II study, modeling groups were asked to make the same

predictions using a common source of meteorological data fields from the European Center

for Medium-Range Weather Forecasts (ECMWF), without the time restrictions of the real-

time phase. Two separate ETEX tracer releases and experiment periods were used for real-

time model evaluation study. The first of these periods (23-27 Oct. 1994) was used for the

ATMES II study and this work.  

The U.S. Department of Energy’s Atmospheric Release Advisory Capability (ARAC)

program at Lawrence Livermore National Laboratory participated in both the real-time and

ATMES II model evaluation studies. ARAC is an operational emergency-response service,

providing real-time calculations of the dispersion of hazardous material if there is an

accidental release to the atmosphere. These calculations are made with a 3-D Lagrangian

dispersion model based on the advection-diffusion equation using meteorological fields

obtained from diagnostic or prognostic meteorological models.  This modeling system has

been shown to be a valuable tool for assessing the airborne hazard from events such as the

Chernobyl accident (Gudiksen et al., 1989). It has been evaluated in the past versus several

accidental atmospheric releases and tracer experiments (Sullivan et al., 1993).
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ARAC used two different sources of meteorological data fields and different versions of

the Lagrangian particle dispersion model during the two ETEX model evaluation studies,

and achieved better results in the second study (ATMES II). In the real-time model

evaluation study, during Oct. 1994, ARAC used gridded analysis and forecast

meteorological data from the Navy Operational Global Atmospheric Prediction System

(NOGAPS) at 2.5 degree latitude, longitude horizontal grid spacing, at 12-hr intervals, and

at the standard vertical pressure levels (4 levels below 500 mb).  In ATMES II, ARAC

used higher resolution ECMWF model gridded analysis data at 0.5 degree grid spacing, at

6 hr intervals, and at 14 vertical levels below 500 mb. In the real-time study, ARAC used

the ADPIC (Atmospheric Dispersion Particle-In-Cell) dispersion model (Lange, 1989). In

ATMES II, ARAC used a newer RDM-ADPIC model (Ermak et al., 1995; Nasstrom,

1995) which solves the advection-diffusion equation using a Lagrangian stochastic,

random displacement method (RDM). The model-predicted air concentrations compared

fairly well to measured values in the real-time study. However, the model results from

ATMES II using higher resolution, analyzed ECMWF meteorological data and RDM-

ADPIC showed significant improvement from the real-time study.

Previous studies (e.g., Brost et al., 1988; McNider et al., 1988; Moran and Pielke,

1996; Gupta et al., 1997) have found that the time and space resolution of meteorological

data fields are important to mesoscale (20 to 2000 km) dispersion modeling. Brost et al.

(1988) found that increasing the spatial density and temporal resolution (from 12 to 6 hr) of

meteorological data improved mesoscale dispersion simulations of the CAPTEX

experiment. McNider et al. (1988) and Moran and Pielke (1996) showed that resolving the

diurnal (24 hr) and inertial periods (e.g., 15.6 hr at 50 deg) in mesoscale dispersion

simulations can be important. McNider et al. showed that this may be due to variations in

vertical turbulent mixing in the boundary layer along with vertical shear in the horizontal

wind that occur during these periods.
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This paper presents the results from a series of numerical experiments designed to

investigate the effect of temporal and spatial resolution of meteorological data on

operational dispersion model simulations. In these numerical experiments, simulations with

the RDM-ADPIC dispersion model were made with different meteorological data fields:

NOGAPS data (as used in the real-time study), ECMWF data (as used in ATMES II), and

ECMWF data with decreased space, time and vertical resolution. The results of simulations

are compared to ground-level air concentrations measured during ETEX. Section 2

describes the models and input data used to perform the simulations. Section 3 presents the

results of the numerical experiments. Section 4 summarizes and discusses the results.

2. MODELS

2.1 Meteorological models

Meteorological data fields from two numerical weather prediction models were used in

this work. The NOGAPS model (Hogan and Rosmond, 1991) is a T159 spectral model

with 18 vertical levels through the entire atmosphere. The NOGAPS data used in this work

are analysis and forecasts of the mean wind supplied at 2.5 degree latitude, longitude

horizontal resolution (average resolution of approximately 225 km), at the standard vertical

pressure levels, and at 12-hr intervals (analysis at 1200 UTC on 23 Oct. 1994 and

subsequent 12-hourly forecasts to 0000 UTC on 26 Oct.) obtained from the U.S. Navy

Fleet Numerical and Meteorology and Oceanography Center (FNMOC). The ECMWF

model is a T213 spectral model with 31 vertical levels between the surface and 30 km

(ECMWF, 1995). The ECMWF data used in this work are analyses of mean wind,

temperature, and pressure supplied at 0.5 degree horizontal resolution (average resolution

of approximately 45 km), at 14 vertical levels below 500 mb, and at 6 hr intervals (1800

UTC, 23 Oct. to 0600 UTC, 27 Oct. 1994).
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2.2 Dispersion model

The basic framework of the dispersion model used in this work is the same as that of the

ADPIC model described by Lange (1989). Both the ADPIC model and the newer RDM-

ADPIC model utilize the conservation of species principle expressed in the form of the 3-D

advection-diffusion equation:
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(1)

where C  is the mean air concentration of the species; u ,  v ,  and  w  are the mean wind

components in the x, y, and z directions, respectively; t is time; and Kx, Ky, and Kz  are the

eddy diffusivities for the three coordinate directions.

The RDM-ADPIC model solves the advection-diffusion equation using a Lagrangian

stochastic, random displacement method, and was used in this work. This method was

implemented and validated versus analytic solutions by Ermak et al. (1995). It uses the

following stochastic differential equations for the change in fluid particle position in the

three coordinate directions:

dx = udt + (2Kx )
1

2 dWx , (2a)

dy = vdt + (2Ky )
1

2 dWy , (2b)

dz = wdt + ∂Kz

∂z
dt + (2Kz )

1
2 dWz , (2c)

where dWx,y,z  are three independent random variates with zero mean and variance dt, i.e.,

dW = 0,

dW2 = dt.

Eqs. (2a-b) assume that the spatial derivatives of the eddy diffusivities in the horizontal

directions can be neglected. Eqs. (2a-c) are integrated in time to calculate particle

trajectories in Monte Carlo simulations. Mean air concentrations are calculated from the
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distribution of particle positions and the source distribution term. Some of the benefits of

the Lagrangian random displacement method approach, compared to the hybrid Eulerian-

Lagrangian particle-in-cell method in ADPIC, are that a sub-grid diffusion approximation is

no longer needed, and numerical accuracy of the diffusion calculation is improved because

particle displacement does not depend on the resolution of the Eulerian grid used to

calculate species concentration.

The mean horizontal wind components were obtained from the NOGAPS and ECMWF

data by interpolating them to the RDM-ADPIC meteorological data grid using an inverse-

distance-squared weighting method in the horizontal, and linear interpolation in the vertical

direction. The vertical mean wind component was not used. The RDM-ADPIC grid domain

covered 2500 × 2500 km in the horizontal directions and 2100 m in the vertical direction. A

uniformly spaced grid with  51 × 51 node points in the horizontal and 31 node points in the

vertical direction (50 × 50 km resolution in the horizontal and 70 m resolution in the

vertical) was used in all simulations.

The vertical eddy diffusivity parameterization described by Lange (1989) was used, in

which Kz (z) is calculated from boundary-layer and surface-layer similarity theory

relationships using turbulence scaling parameters (friction velocity, Obukhov length and

boundary layer depth). Above the boundary layer, a constant value of Kz  = 0.01 m2 s–1

was used. The horizontal eddy diffusivities were based on the long-range, semi-empirical

relationship for the travel-time-dependent horizontal standard deviation of the concentration

distribution, σ y (t) , determined by Rodriguez et al. (1995), along with the relationships

Ky = 1
2 dσ y

2 dt( ), and Kx = Ky .

The boundary layer depths for input to the dispersion model were determined from an

analysis of the vertical profiles of the ECMWF wind and temperature data from several

locations in the experiment region. The depth of the ground-based nocturnal temperature

inversion was used as one criterion for the depth of the nighttime boundary layer. The

height of the elevated temperature inversion was used as a criterion for the depth of the
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daytime boundary layer. In addition, the height at which the winds approached a fairly

uniform profile (the geostrophic level) was used as a criterion for the boundary layer depth

during both daytime and nighttime periods. Based on this analysis, a representative daytime

boundary layer depth of 1000 m was used for all daytime periods, from 0800 to 1600

UTC. Nighttime boundary layer depths ranging from 500 to 400 m were used from 1600

to 0800 UTC. An Obukhov length value of –100 m (slightly unstable) was used during

daytime, and 100 m (slightly stable) was used during nighttime.

For the first ETEX experiment, used in this work, the perfluorocarbon tracer gas was

released with an emission rate of 7.95 g s–1 near ground level for an 11 hr 50 min period

starting at 23 Oct. 1994, 1600 UTC. In each simulation, 30000 marker particle trajectories

were calculated. Particle positions were sampled and used to calculate air concentrations on

the same grid as used for the mean wind, except that four additional nested grids were used

in the near-source region. These four nested grids had 3.125, 6.25, 12.5, and 25 km

horizontal resolution, and extended to approximately 60, 125, 250 and 500 km,

respectively, downwind of the source.

3. NUMERICAL EXPERIMENTS

To study the importance of the spatial and temporal resolution of the mean wind on the

accuracy of dispersion simulations, a series of six simulations were completed and

compared. These six experiments (designated Test 1 through 6) differed only in the

meteorological model used and the spatial and temporal resolution of the meteorological

data, and can be summarized as follows:

• Test 1: NOGAPS data at 2.5 degree horizontal resolution, 12 hr intervals, and four

standard pressure levels: 1000, 925, 850 and 700 mb.



8

• Test 2: ECMWF data at 0.5 degree horizontal resolution, 6 hr intervals, and seven

vertical levels: approximately 30, 150, 350, 640, 950, 1380, 1750, and 2200 m

above ground level.

• Test 3: ECMWF data with lower vertical resolution, using only four vertical levels,

corresponding to the levels closest to the four standard pressure levels (second,

fourth, sixth and tenth ECMWF levels.)

• Test 4: ECMWF data with lower temporal resolution, using only data at 12 hr

intervals (0000 and 1200 UTC.)

• Test 5: ECMWF data with lower horizontal resolution, using data from every fifth

node point to simulate 2.5 degree horizontal resolution.

• Test 6: ECMWF data with a combination of lower vertical resolution (as in Test 3),

temporal resolution (as in Test 4) and horizontal resolution (as in Test 5.)

Test 1 used the same mean wind data as used in the real-time model evaluation phase of

ETEX. The Test 2 simulation used the same mean wind data as in the ATMES II model

evaluation study. Tests 3, 4, 5, and 6 were designed to assess the relative importance of

vertical, temporal and horizontal resolution for dispersion simulations.

The air concentrations at the near-ground sampling sites during the first 60 hours of the

experiment period were compared to model calculations from each of the 6 simulations in

two ways. First, contour maps of measured and calculated concentrations were compared

visually. Second, the percentage of calculated concentrations within factors of 2, 5, and 10

of measured near-surface concentrations (paired in space and time) were calculated. (To be

within a factor of n the ratio of measured concentration to calculated concentration, R ,
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must be in the range 1
n < R < n.) Only data for measurement locations and times with non-

zero measured concentrations (after background concentration was subtracted) were used in

this second analysis. This resulted in 664 data points being used.

Figures 1a, b and c show contours of the 3-hr average tracer air concentration measured

at sampling sites during the first ETEX experiment for periods ending 24, 36 and 48 hr,

respectively, after the beginning of the simulation. It is important to note that the contours

in Fig. 1 were produced using measured data from the sampling sites, while the contours in

the other figures (Figs. 2, 3 and 4) were produced using model-calculated data on the

model grid. Therefore, the contours shown in Fig. 1 may not be representative of the

concentration pattern in regions poorly sampled by the sampling site network (this is at

least partially responsible for the gap in the contours over France in Fig. 1a.)

Figures 2a, b and c show contours predicted by the RDM-ADPIC simulation using the

NOGAPS data (Test 1) at 24, 36, and 48 hr. Figures 3a, b and c show the results of RDM-

ADPIC simulation using the ECMWF data (Test 2). It can be seen from these figures that

the simulations using the ECMWF data are in better agreement with the measured

concentrations. In particular, the Test 2 simulation produced much better predictions of the

tracer concentration field at 24 and 36 hr over northern France, Belgium, The Netherlands,

and Germany and at 48 hr over northern Germany and southern Scandinavia. At 24 and 36

hr, the simulations using the NOGAPS data failed to simulate observed transport of the

material into Belgium and The Netherlands, and erroneously predicted a lobe of the

concentration field extending into Switzerland and Austria. The improved results with the

ECMWF data are also reflected in the statistics given in Table 1, which show that the

simulation using the ECMWF data resulted in a significantly higher percentage of calculated

concentration values within a factor of 2, 5 and 10 of measured values.

Table 1 also gives the statistical results of simulations with ECMWF data with decreased

temporal, vertical, and horizontal resolution. Decreasing the number of vertical levels from

7 to 4 (Test 3) resulted in a small decrease in the percentage of calculated values within a



10

factor of 2, 5 and 10 of measured values. However, the two simulations using an increased

data interval of 12 hr (Test 4) and a decreased horizontal resolution of 2.5 deg (Test 5)

resulted in a more significant drop in these percentages (a change greater than

approximately 5% is statistically significant.) The simulation with a combined decrease in

the horizontal, vertical and temporal resolution of the ECMWF data (Test 6) shows a

marked decrease in the percentages within a factor of 2, 5, and 10 compared to all the other

simulations using ECMWF data.

Figures 4a, b and c show contours of the 3-hr average tracer air concentration predicted

by the Test 6 simulation for periods ending at 24, 36 and 48 hr. These predicted

concentrations show poorer agreement with the measured concentrations (Fig. 1a-c) than

the simulations using all the ECMWF data (Test 2, Figs. 3a-c), but are still in significantly

better agreement with the measured concentrations than the results of the simulations using

the NOGAPS data (Test 1, Figs. 2a-c).

It is not surprising that the lower resolution simulation using ECMWF data (Test 6) are

better than the lower resolution simulations using NOGAPS data (Test 1). Even after data

is removed from the ECMWF fields (as in Tests 3, 4, 5, and 6), the remaining data points

were still based on a higher-resolution prognostic simulation than the NOGAPS data. In

addition, all the ECMWF data periods were from analyses, whereas the NOGAPS data

were from an analysis and forecasts. Although, in the previous, real-time study,

simulations with analysis-only NOGAPS data did not significantly change the agreement

with measurements compared to simulations using NOGAPS analysis and forecasts.

4. SUMMARY AND DISCUSSION

The use of analyzed mean wind fields from the higher resolution ECMWF model

produced significantly better agreement between the Lagrangian particle dispersion model

predicted concentrations and the ETEX measurements than the use of forecast, lower

resolution NOGAPS mean wind data. In numerical experiments using the ECMWF data,
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degrading the horizontal resolution alone, from 0.5 deg (approx. 45 km) to 2.5 deg

(approx. 225 km), or the temporal resolution alone, from 6 to 12 hr intervals, resulted in

greater decreases in the accuracy of dispersion simulations than degrading the vertical

resolution from 7 to 4 levels. Degrading the horizontal, vertical and temporal resolution of

the ECMWF data together resulted in an even greater decrease in the accuracy of the

dispersion simulations.

The improved results with 0.5 instead of 2.5 degree horizontal resolution indicate that

circulations with horizontal scales resolved at 45 km, but not at 225 km, made an important

contribution to mesoscale dispersion. Similarly, temporal variations resolved at 6 hr, but

not at 12 hr intervals, were important. These results indicate that the resolution of the

diurnal cycle with at least 6 hr interval data may be important to mesoscale dispersion

simulations, as found in previous studies cited in section 1. Improved horizontal and

temporal resolution may have been critical during the beginning of the experiment when a

short wave disturbance, with wavelength of approximately 300 km in the surface pressure

field, passed the release site during the 12 hr release period (Esser and Builtjes, 1997) and

moved eastward through northern France. This disturbance was at least partially resolved at

the 45 km grid spacing and 6 hr intervals of the ECMWF data, but not at the 225 km grid

spacing and 12 hr intervals of the NOGAPS data. Flow with a stronger northward

component was present to the east of the low pressure trough associated with this

disturbance. As a consequence, simulations with ECMWF data were better able to simulate

the northward transport into Belgium and The Netherlands during the first 36 hours of the

experiment.

This work shows that increasing the resolution of meteorological fields provided to a

Lagrangian particle dispersion model has the potential to improve predictions of hazardous

material air concentrations for emergency response applications. With increased computer

power and data transfer rates, the use of higher resolution meteorological models has

become practical for emergency response calculations. Since the real-time phase of ETEX,
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the ARAC program has begun to use higher resolution global prognostic model data (e.g.,

1 degree, 6 hourly NOGAPS data obtained from the FNMOC), and still higher resolution

mesoscale prognostic model data (Albritton et al., 1997) in its operational emergency

response system.

This study has been limited to the first ETEX experiment. With the exception of the

short wave disturbance noted and some moist convection, the flow was dominated by

synoptic-scale forcing. During more complex meteorological conditions that are

significantly influenced by the presence of smaller mesoscale circulations (e.g., frontal

circulations, land and sea breeze circulations), accurate, higher-resolution meteorological

fields are likely to be even more important to dispersion simulations.
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Table 1. Summary of meteorological data used in the RDM-ADPIC dispersion model

simulations and the resulting percentage of predicted concentrations within factors of 2, 5,

and 10 of the measured concentrations, for each of the six tests described in Section 3.

Meteorological data Dispersion model predictions

Test Model

Horizontal
resolution

(deg)

Data
interval

(hr)

Number
of vertical

levels
Factor of 2

(%)
Factor of 5

(%)
Factor of 10

(%)
1 NOGAPS 2.5 12 4 15.5 37.2 47.1
2 ECMWF 0.5 6 7 29.3 55.2 65.7
3 ECMWF 0.5 6 4 28.2 52.5 62.9
4 ECMWF 0.5 12 7 24.5 49.2 61.0
5 ECMWF 2.5 6 7 24.1 51.8 61.6
6 ECMWF 2.5 12 4 22.7 45.1 55.7
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Figure captions (figure numbers are on back of each page)

Figure  1. Contours of 3-hr average air concentration measured at sampling sites for

periods ending (a) 24 hr, (b) 36 hr, and (c) 48 hr after the beginning of simulation

(respectively, 24 Oct., 1200-1500 UTC; 25 Oct., 0000-0300 UTC; and 25 Oct., 1200-

1500 UTC). Contour levels are 0.01 (outermost), 0.1, and 0.5 (innermost) ng m–3.

Figure 2. Contours of 3-hr average air concentration predicted by RDM-ADPIC using

NOGAPS mean wind data (Test 1 simulation). Time periods are the same as in Fig. 1: (a)

24 hr, (b) 36 hr, and (c) 48 hr after the beginning of the simulation. Contour levels are

0.01 (outermost), 0.1, and 0.5 (innermost) ng m–3, as in Fig. 1.

Figure 3. Same as Fig. 2, expect using ECMWF mean wind data (Test 2 simulation).

Figure 4. Same as Fig. 2, expect using ECMWF mean wind data with lower vertical

resolution, temporal resolution and horizontal resolution (Test 6 simulation).



46

-6 -2 2 6 10 14 16 22 26

longitude (deg)

-6 -2 2 6 10 14 18 22 26

longitude (deg)

-6 -2 2 6 10 14 18 22 26

longitude (deg)

Figure 1. Contours of 3-hr average air concentration measured at sampling sites for
periods ending (a) 24 hr, (b) 36 hr, and (c) 48 hr after the beginning of simulation
(respectively, 24 Oct., 1200-1500 UTC; 25 Oct., 0000-0300 UTC; and 25 Oct., 1200-
1500 UTC). Contour levels are 0.01, 0.1, and 0.5 m-3.ng



Figure 2. Contours of 3-hr average air concentration predicted by RDM-ADPIC using
NOGAPS  mean wind data (Test 1 simulation). Time periods are the same as in Fig. 1: (a)
24 hr, (b) 36 hr, and (c) 48 lx after the beginning of the simulation. The “+” symbol in
northwestern France shows the source location. Contour levels are 0.01, 0.1, and 0.5 ng
m-3, as in Fig. 1.
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Figure 4. Same as Fig. 2, expect using ECMWF mean wind data with lower vertical
resolution, temporal resolution and horizontal resolution (Test 6 simulation).


