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Carrier-Phase Time Transfer

Kristine M. Larson and Judah Levine

Abstract—We have conducted several time-transfer ex-
periments using the phase of the GPS carrier rather than
the code, as is done in current GPS-based time-transfer
systems. Atomic clocks were connected to geodetic GPS re-
ceivers; we then used the GPS carrier-phase observations to
estimate relative clock behavior at 6-minute intervals. GPS
carrier-phase time transfer is more than an order of mag-
nitude more precise than GPS common view time trans-
fer and agrees, within the experimental uncertainty, with
two-way satellite time-transfer measurements for a 2400-
km baseline. GPS carrier-phase time transfer has a stability
of 100 ps, which translates into a frequency uncertainty of
about two parts in 10'% for an average time of 1 d.

I. INTRODUCTION

PS in the precise time-transfer community has been

dominated by the common view technique, which
uses the C/A pseudorange observable and explicit differ-
encing of the GPS data collected at the two timing ob-
servatories [1]. Observatories using single-channel, single-
frequency C/A code receivers routinely report accuracies
of a few nanoseconds for a standard 13-minute pass and
a frequency uncertainty on the order of two parts in 1014
over one day. Single frequency multi-channel receivers have
also been used for common view analysis; recent results
suggest that these receivers are capable of 2.5-ns RMS
over short baselines and 5 ns or better over baselines of
2400 km in length [2].

In the geophysical communities where geologic defor-
mation rates are often on the order of 1 mm/yr, the pseu-
dorange observable is not sufficiently precise [3]. There-
fore, geophysicists use geodetic GPS receivers that mea-
sure the phase of the carrier as well as the pseudorange;
they have obtained position estimates with uncertainties
of about 1 cm using these techniques and averaging the
results for 1 day [4]. Because clocks and positions are both
inherently related to the GPS carrier-phase observable, it
seems likely that GPS carrier-phase tecaniques can also be
used for accurate time transfer.

The potential of GPS carrier phase for time transfer
has been recognized and described by others. A group at
JPL suggested that the carrier-phase technique was capa-
ble of estimating subnanosecond biases between hydrogen
masers at continental scales [5]. Several years later, ad-
ditional analysis from the same group reported Allan de-
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viations between masers ranging from four to nine parts
in 105 for averaging times between 10* and 105 seconds
[6]. A group in Switzerland has also pioneered use of the
carrier-phase technique, suggesting 20-ps time transfer can
be achieved over distances of several meters [7]-[10].

In this paper, we describe a series of experiments that
we have conducted to test GPS carrier-phase techniques
for high precision time transfer [11], [12]. An important
aspect of our analyses is that we compared the results we
obtained using carrier-phase methods with other indepen-
dent estimates of the performance of the clocks that were
connected to the receivers.

II. TuE GPS-PHASE OBSERVABLE

The local oscillator connected to the GPS receiver is ex-
plicitly included in the carrier-phase model equation. The
satellite-generated phase ¢° and the receiver-generated
phase ¢, can be defined as a function of time ¢:

() = ft— fEL - pro0 1
and

¢r(t) = frt — frdr (2)

where f is either the transmitter or receiver oscillator fre-
quency, c¢ is the speed of light, and §, and ¢° are receiver
and transmitter clock errors, respectively [13]. pg is the
geometric range or [X' S — th where X* is the satellite
position at the time the signal was transmitted from the
satellite and X, is the receiver position when the signal
was received. Proper determination of p, requires precise
transformation parameters between the inertial and ter-
restrial reference frames, including models of precession,
nutation, polar motion, and UT1-UTC.

The carrier-phase measurement ¢2(¢) is the difference
between the satellite-generated phase and the receiver-
generated phase:

o(t) = ¢°(t) — &r(t)

= ~f€”—cg — P+ febe + (FF = )t (®)

fr and f* do not deviate significantly from the nominal
GPS frequency f (1.575 42 GHz and 1.227 60 GHz for L1
and L2, respectively) which allows us to rewrite (3) as:

o1ty = —s2 — f(5* —5,). ()
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The GPS receiver only measures the phase modulo 27

A (t); thus:
9i(t) = Ag() + Ny = P2 - j(5 = 5)  (5)

where N? is the initial number of integer cycles, known
as the carrier-phase ambiguity or bias. Multiplying (5) by
the carrier wavelength A, we can rewrite the observable
equation as follows:

—AGEN = py + ¢8° — cby + NI, (6)

Because the signal must travel through both the iono-
sphere and troposphere and given that some signals are
reflected before they are received, the observable equations
for L1 and L2 can be rewritten as:

D17 = —Ad1,\
= pg + 0% —cbp + Nijhi + pe — pit + pm1 + €1
(7)
Dof = — Az Az

= pg +¢0° — cbp + Noj Ao + pr — piz + pmz + €2
(8)

where p; and p; are the propagation delays caused by the
troposphere and ionosphere and p,, is the multipath er-
ror. € represents unmodeled errors and receiver noise. Note
that the contribution from the troposphere at the GPS fre-
quencies is not frequency dependent, but the multipath,
ionosphere, and random error terms are.

The ionospheric delay p; varies to first order as 40.3
TEC/f?, where TEC is the total electron content along
the path between the receiver and satellite in units of
electrons/meter?, and the total delay is given in meters.
We can combine the L1 and L2 observables to remove this
frequency dependence, obtaining the ionosphere-free linear
combination ®.;:

.. =
=1

2 By? ~ 25505 — 155057
fl - f? (9)

In terms of the model parameters, ®., can be written as:

cI)Cﬁ :pg+C(55 —657+Bci+/7t+/)cm+€c
(10)

where the new ambiguity term B,; is:

B FEMNL, — f3haNy?
°r fi—13

The benefit of the ionosphere-free combination is that
a large systematic error is eliminated; the penalty comes
from an increase in the random error. For a short base-
line, it is acceptable to use either single-frequency data
type; L1 is generally preferred because it has better signal
to noise ratio and a shorter wavelength. To demonstrate
this, we have computed two time-transfer solutions for a
short baseline (less than 200 m). Hydrogen masers were

(11)
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Fig. 1. Short baseline carrier-phase clock solutions using the
ionosphere-free solution (upper panel) and the L1 data only (lower
panel). Note the greater precision of the L1 data. Each data series
has been detrended and is plotted about its mean.

connected to geodetic GPS receivers at each end of the
baseline. In one case, we used only the L1 carrier-phase
data, and, in the other, we used the ionosphere-free data
combination of both frequencies. In Fig. 1, we show the
two detrended differential clock solutions. The horizontal
axis is the modified Julian date (MJD) in days. Although
there are systematics in each time series that represent real
clock noise and multipath, note that the short-term preci-
sion of the L1 solution is significantly better than that for
the ionosphere-free solution (& TDEV of 5 ps vs. 13 ps for
averaging times of 6 minutes). The RMS about the mean
for either time series is 22 ps.

If we denote the standard deviations for the L1 and L2
range equivalent carrier phases as o1 and o2 and if we as-
sume that the L1 and L2 observations are not correlated,
the random uncertainty for the ionosphere free combina-
tion, orc, can be derived using standard propagation of
€rrors:

0%c = (2.55% x 03) + (1.55% x 03). (12)
The random uncertainty will then be approximately three
times larger than the equivalent standard deviations for
single frequency analysis. Because we are interested in
time transfer at longer distances, for the remainder of
this paper, we discuss only applications of the ionosphere
free carrier-phase observable. The remaining parameters in
(10), pg, 6%, ér, pr, and B}, must be estimated or known
a priori.
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Similar equations can be derived for the pseudorange
observable with a few important differences. The iono-
spheric correction is identical in magnitude but opposite
in sign to that for the carrier-phase data. Pseudorange is
an absolute observable; therefore, no bias/ambiguity term
needs to be estimated. Most importantly, the range equiva-
lent carrier-phase measurement is approximately 100 times
more precise than typical pseudorange data.

III. DATA ANALYSIS

Equation (10) can be solved using standard least
squares estimation techniques. We used a geodetic soft-
ware, GIPSY, to analyze the GPS data [14]. GIPSY was
developed to analyze carrier-phase GPS data to provide
precise estimates of station coordinates. It also has fully
developed capabilities to estimate the orbits of GPS satel-
lites and other satellites with GPS receivers. GIPSY in-
corporates a modified sequential filter algorithm called a
square root information filter (SRIF). The characteristics
of this filter are described fully by [15], and we concentrate
only on the time-varying parameters themselves rather
than the algorithm. All time-varying “stochastic” param-
eters are modeled as a first-order Gauss-Markov process.
The time-varying parameters are updated at the end of
each time interval or “batch.” In this analysis, we use two
stochastic parameter formulations: a white noise model for
the clocks and a random walk model for the troposphere
delay. These kinds of stochastic models have also been used
in analysis of data from very long baseline interferometers
[16]. Both white noise and random walk parameterizations
can be derived from the first-order Gauss-Markov process.

If p(t) is the value of the stochastic parameter and w(t)
is the white process noise with zero mean value, then for
a random walk process:

P wie (13)
and

p(t + At) = p(t) + w(t)V/At. (14)
We must specify a process noise variance to bound the
random walk process. For a white noise process, we reset
the variance for that parameter at eaca batch.

For our parameter estimates to have realistic uncertain-
ties, we must decide how to weight the data. As we have
defined the problem. we will be assurning that both the
carrier-phase and pseudorange data can be represented as
a white noise process. This means, for example, that we
would expect a /N improvement in precision as N, the
number of observations, is increased. In practice, we find
this is not true, and we find many different correlations in
the residuals over short periods. Some of these correlations
are due to an incomplete model of the observations, and
other correlations are likely due to the measurements. In
Fig. 2, we plot the carrier-phase residuals as a function
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Fig. 2. Post-fit carrier-phase range residuals for the NIST receiver
(connected to clock 16). The residuals are plotted as a function of
time in the upper panel and as a function of elevation angle in the
lower panel.

of time after a model has been applied and all parame-
ters have been estimated. (These are often called “post-fit
residuals.”) Although the post-fit residuals appear white
when plotted as a function of time, we can demonstrate
that they are not by plotting the residuals as a function of
elevation angle. There is a slight broadening of the residu-
als at low elevation angles, which may reflect our inability
to model the troposphere at low angles and greater impact
of multipath reflections at these angles.

How do we choose a priori standard deviations for the
observations? We could use the RMS of the carrier-phase
residuals (as shown in Fig. 2) as the carrier-phase stan-
dard deviation and equivalently for the pseudorange ob-
servables. When we do so we find that the formal er-
rors for estimated parameters (e.g., station coordinates)
are too optimistic by about 50%. Therefore, we scale the
data standard deviations, using 1 cm for carrier phase and
100 em for pseudorange data. From analysis of many years
of GPS carrier-phase and pseudorange data, we have found
that these data weights provide more realistic formal errors
for estimated parameters such as orbits [14] and station
coordinates [17].

In Table I, we summarize the model input and the esti-
mated parameters we used in this analysis. Both satellite
and receiver clocks are estimated at each data epoch rel-
ative to a reference receiver clock, usually a receiver con-
nected to a hydrogen maser. The clock behavior is modeled
as white noise, so that the estimates are uncorrelated from
epoch to epoch. In principle, high quality clocks, such as
hydrogen masers, could be modeled as colored noise. In
these experiments, we have not taken advantage of the
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TABLE I
PARAMETERS USED IN THE DATA ANALYSIS

Model Value/Reference

Data interval 6 min

Elevation angle cut-off 15°

Geopotential JGM3 degree and order 12
Precession TAU 1976 precession theory
Nutation TAU 1980 nutation theory

Earth orientation
Yaw attitude
Ephemerides
Reference clock

[18]

International Earth Rotation Service Bulletin B

IGS precise orbits [19]
NIST clock 16-hydrogen maser

Pseudorange o 100 cm

Carrier-phase o 1 cm

Parameter Estimation Standard Deviation
Satellite clock White noise 1s

Station position, reference Constant 1cm

Station position, nonreference  Constant 1 km

Station clock White noise 1s

Phase ambiguity (real valued) Constant 0.1 km

Zenith troposphere delay

Random walk

10 mm/square root(hour)

fact that we are using atomic clocks. We have set the vari-
ance for each clock parameter at each data epoch to 1 s2.
In doing so, we are assuming no a priori information, and
we are assuming that the clock estimates are constrained
only by the observations.

The satellite coordinates X* are taken from the IGS
service with a range accuracy of 5 to 10 cm [19]. The re-
ported orbit accuracy varies, depending on whether the
satellite is or is not in eclipse. Orbit accuracy is also af-
fected somewhat by antispoofing, which degrades the pseu-
dorange measurements and the L2 carrier-phase data. If a
10-cm orbit error is mapped directly into clock estimates,
this would severely limit the value of carrier-phase data
for time transfer. Fortunately, orbit errors project to a
substantially smaller range error when one looks at rel-
ative quantities, such as relative station coordinates and
differential clocks.

The troposphere varies both spatially and temporally.
The question then becomes how much does it vary and how
does that variation impact the accuracy of the observable
model? Generally, the geodetic community has ignored the
spatial complexities of the troposphere and has modeled
the troposphere delay with a measurement or estimate of
the delay at zenith. One then uses a mapping function to
translate that zenith measurement to the current satellite
elevation angle. Although a number of mapping functions
has been published in the literature, they all vary to first
order as the inverse sine of the elevation angle [20], [21].
The underlying assumption in this model is that the tro-
posphere is azimuthally symmetric.

It is extremely important to model the zenith delay ac-
curately. An error of 1 cm in the zenith delay produces over
5 cm of equivalent range error for a setting satellite as is
shown in Fig. 3(a). This kind of error would significantly
corrupt clock estimates. How much does the tropospheric

zenith delay vary with time? This depends critically on the
site and the weather. Some sites have very little variation
throughout the day; others have variations in tens of cen-
timeters. In Fig. 3(b), we have plotted the temporal vari-
ation of the zenith troposphere delay (minus a constant)
for two sites. NIST, in Boulder, Colorado, has relatively
little variation with time. Hawaii, on the other hand, has
variations as large as 10 cm over a period of 4 h.

We can predict the zenith tropospheric delay by com-
bining ground measurements of pressure, temperature, and
humidity [22]. Unfortunately, this method is not suffi-
ciently precise for geodetic purposes (nor for precise time
transfer), primarily because the portion of the tropo-
spheric delay caused by water vapor is difficult to predict
from the ground. We can also estimate the zenith delay
by using the GPS data themselves. Temporal variations of
the zenith delay have been modeled in one of two ways.
In the first technique, we assume that the zenith delay
behaves linearly over some period of time, estimating a
new parameter for the next time period that is consistent
at the intersection point. We use the second technique in
which the troposphere variation is estimated as a stochas-
tic parameter. The assumption of azimuthal symmetry is
discussed in [23]-]25].

Although the observable equations for carrier phase are
straightforward in principle, carrier-phase data are more
difficult to use in practice than are pseudorange data. The
primary drawback to using carrier-phase data is cycle slips.
When the receiver loses lock on the signal, a new value for
N17 or N2 must be used. An important element of any
carrier-phase software is its ability to check the carrier-
phase data for these cycle slips. Failure to identify and/or
repair cycle slips results in grossly inaccurate results. We
use a cycle slip algorithm that inspects and repairs cycle
slips for each frequency and satellite separately, before the
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Fig. 3. a) Effect of a 1-cm error in the wet tropospheric zenith delay
as a function of satellite elevation angle; b) estimated tropospheric
zenith delays and one standard deviation uncertainties for sites in
different troposphere regimes. The Hawaiian site is located on Kauai,
and the NIST is located in Colorado. A large constant value has
been removed from both series. Clearly, any assumption that the
troposphere delay does not vary with time will result in large and
systematic errors in the observable range moclel.

ionosphere-free data combination is formed [26].

Although the individual N1} and N2 ambiguities are
integers, the ionosphere-free ambiguities are not. There-
fore, Bc, values for each satellite/station pair are esti-
mated as real valued parameters. Algorithms have been
developed to use the integer nature of the single frequency
carrier-phase data after initial parameter estimation. Suc-
cessful carrier-phase ambiguity resolution removes a large
number of parameters from the estimation problem and
strengthens the determination of the other parameters, in-
cluding the receiver clocks [27].

On the other hand, algorithms that repair cycle slips
can be fooled by a time step in the local clock. This am-
biguity does not arise if the slip is only in the data from
one satellite, but more complex situations involving several
nearly simultaneous effects may not be handled correctly.
This difficulty is discussed in greater detail in the next
section.

IV. GEopeETIC GPS RECEIVERS

Although the carrier-phase equations in the previous
section are simple in principle, the internal design of a
carrier-phase receiver adds a number of complications to
the analysis that are not present for code-based time trans-
fer. These differences are important because they are likely
to impose important constraints on the accuracy of carrier-
phase time transfer and, to a lesser extent, on carrier-phase
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frequency distribution. Some of these constraints may turn
out to be unique to the receiver that we used, but the
designer of any carrier-phase receiver must address these
problems, and how they are addressed may have a signif-
icant impact on the usefulness of the receiver for time or
frequency distribution.

The hardware design of a code-based time-transfer re-
ceiver is simple in concept. The pseudo-random codes that
are used to modulate the GPS carrier contain natural time
markers. Any receiver can extract this time marker by
looking for the peak in the cross-correlation between the
received code and a locally generated copy of it. The clock
that generates the local copy of the code becomes locked
to the GPS chipping frequency as a direct consequence of
this cross-correlation process, and both its frequency and
its phase are fully determined by the characteristics of the
code. (The details of the cross-correlation process vary de-
pending on whether the receiver is using the C/A code
or the P code, but the result is the same in either case.)
This relationship may be disturbed by transients or by a
temporary loss of the signal, but both the frequency and
the phase of the local clock are determined by the received
code, and there cannot be any permanent offset in the data
once the steady-state operation has resumed.

Once the local chipping clock is locked to the GPS sig-
nal, it is a straightforward matter to generate 1 pulse/s
from this clock and to measure the difference between this
signal and the corresponding output from a local reference.
If the receiver is tracking more than one satellite, then this
procedure will produce a measurement of the time differ-
ence between the local clock and GPS time using each
satellite that is being tracked. Performing and reporting
these different measurements add complications to a prac-
tical receiver, but the measurements remain unambiguous
in principle.

The situation with carrier-phase measurements is more
complicated, especially with a multichannel receiver that
can track several satellites simultaneously. The first prob-
lem is that the received carrier and the local reference
are not at the same frequency. The carrier frequency is
much too high to be used to make phase measurements
directly, and the details of how it is translated to a lower
frequency by the front-end hardware are important be-
cause this translation will add phase shifts that will appear
as time offsets in the output phase data. To make matters
more complicated, cach satellite has a different frequency
because of Doppler shifts and similar effects, and these
frequencies vary with time for the same reasons.

One way of dealing with this complexity is to use several
down conversions with multiple local oscillators. The first
one operates at a fixed frequency and is common to all
of the channels in a multichannel receiver. It reduces the
signals from all satellites to much lower frequencies using
a single broadband mixer.

There is one copy of the second oscillator for each chan-
nel. (These multiple oscillators can be realized digitally us-
ing a single sine wave look-up table in read-only memory
with a different pointer for cach channel.) It is controlled
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in frequency to track the Doppler shift of a single satellite.
The overall phase shift added by this multiple conversion is
the sum of the phase shifts, and all of them must be known
for time-transfer measurements. Both of these phase shifts
drop out in normal geodetic analyses—the first because it
is common to all satellites in view and the second because
it is known with very high accuracy. Neither of them is
necessarily an integral number of carrier cycles; the exact
values depend on the details of the receiver design.

These phase shifts do not limit the accuracy of carrier-
phase frequency transfer in steady-state operation, but
they may produce transients each time the receiver is
started or when the receiver loses lock on a satellite. There
may be a discontinuity in the carrier-phase data at these
points. The value of the jump may not bear any simple re-
lationship to the carrier period because the discontinuity
may be related to the period of the intermediate frequen-
cies that are internal to the receiver.

To make matters more complicated, a phase jump in
a single channel is likely to be interpreted as a cycle slip
by the postprocessing software. The software will “repair”
this jump by adding or removing an integral number of
carrier periods. This repair will probably leave a residual
offset that will appear as clock noise. The magnitudes of
these residual offsets will not be greater than one-half of a
carrier period. If we assume that they are not correlated
with the other contributions to the variance, then they
contribute about 190 ps to the observed variance at periods
comparable with the mean interval between them. This is
not negligible, and, therefore, it is important to minimize
the number of such resets by proper hardware design.

V. RESULTS FOR SHORT BASELINES

Over short baselines, geodetic parameters and clock
data are insensitive to orbit error. This is also true of at-
mospheric conditions, which are common to both antennas
for a short baseline. The limiting error sources in this case
should be multipath, measurement noise, and clock noise.

We connected two geodetic quality GPS receivers [28]
to NIST clock 16 and NIST clock 21. Clock 16 is a hydro-
gen maser, and clock 21 is a cesium standard. Each GPS
antenna was mounted to the roof of the NIST facility. The
distance between the antennas was 40 m. In Fig. 4(2), we
have plotted the measurements of the time difference be-
tween clock 16 and clock 21 made using conventional (non-
GPS) hardware. We will treat these measurements, made
every 12 min, as “truth.” In Fig. 4(b), we show the residual
agreement (about the mean) between the GPS estimates
and the truth standard using only the pseudorange data.
The residuals show peak to peak scatter of nearly 10 ns,
with a RMS agreement over the 7-d period of 2.3 ns. These
estimates are comparable with what can be achieved using
traditional common view techniques. In Fig. 4(c), we used
the carrier-phase measurements (note the change in scale).
The RMS of the carrier-phase residuals is 55 ps, nearly 50
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Fig. 4. a) Time difference between NIST clock 16 and clock 21 mea-
sured using conventional hardware; also, residuals between GPS esti-
mates of the clock 16—clock 21 difference and the difference measured
using conventional hardware for b) pseudorange data and c) carrier-
phase data. A mean has been subtracted from each time series. Note
the difference in scales. The pseudorange RMS agreement is 2.38 ns.
The carrier-phase RMS agreement is 0.55 ns.
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Fig. 5. Common view time-transfer estimates for a 2-m baseline at
NIST using GPS satellite 9 on 3 consecutive days.

times more precise than using pseudorange data. Both the
pseudorange and carrier-phase residuals show variations
with what appears to be a 24-hour period, which we think
is associated with multipath reflections of the GPS signals.
A pure multipath effect will produce identical residuals
from day to day, advanced by 4 minutes to account for the
orbital period. In practice, residuals will also reflect data
quality and changes in the reflective characteristics of the
nearby surfaces.

There may also be thermal effects in the data, but, be-
cause the antennas are in the same thermal environment,
thermal effects would be evident only if the thermal sensi-
tivities of the antennas were different. Because the anten-
nas are the same model and from the same manufacturer,
we expect these to be negligible. We know from other data
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Fig. 6. a) Residual agreement between GPS carrier-phase measure-
ments for NIST clock 16 and clock 21 and the local NIST measuring
system after a mean has been subtracted from each time series. The
vertical lines represent breaks in the data that occurred when the
receiver connected to clock 21 lost lock on all satellites and reset its
clock (see text for further discussion). The RMS is shown for each
segment separately. b) The same estimates are shown with a multi-
path fit removed, as described in the text.

that GPS antennas on the roof of NIST have substantial
multipath effects. To illustrate this, Fig. 5 shows the com-
mon view time difference between two code-based timing
receivers connected to the same clock. The antennas of
the two receivers were located on the roof of NIST and
were separated by about 2 m. Each trace in the figure
shows the common view time difference as a function of
UTC time on consecutive days. Note the reproducibility
of the structure in the time differences and the change in
the character of the time difference as the satellite moves
lower on the horizon. This plot shows only the differen-
tial effects of multipash. Differential multipath effects will
increase with the distance between the two antennas but
will be less important in carrier-phase estimates because
the carrier-phase measurement is more precise than pseu-
dorange measurements. Therefore, our observation of 50 to
100 ps time transfer in the carrier-phase estimates is con-
sistent with our observations of 2 to 10 ns for pseudorange
techniques.

In Fig. 6(a), we have plotted carrier-phase “truth” resid-
uals for clock 16—clock 21 over a 28-d period. The vertical
lines represent times when the receiver connected to clock
21 “reset” its clock. By comparison, the receiver connected
to clock 16 never reset its clock during the 3 months we
used it for time-transfer experiments. These resets occur
in two circumstances: when the clock has drifted by more
than 0.03 s or when the receiver has recorded a “clock set”
command. The latter occurs when power has been turned
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off or when the receiver has lost track of several satel-
lites, rendering it incapable of determining position. Be-
cause position is the primary output of a geodetic receiver,
the receiver resets all parameters, including the clock, and
searches the sky to reacquire all visible satellites. Because
geodetic GPS receivers were designed to be used by sur-
veyors and geophysicists, it was expected that the units
would be used in the field on battery power. Thus, power
is frequently turned off. For laboratory use and timing
applications, power outages should be minimal. We are
still investigating why these two receivers, produced by
the same manufacturer, had different reset characteristics.
When geodetic receivers are installed in a laboratory envi-
ronment, the 1-pulse/s output can also be monitored. This
output can be used to calibrate the resets; recent (unpub-
lished) results suggest 5-ps precision. We did not monitor
the I-pulse/s output during the experiments described in
this paper.

To test the periodicity of the residuals, we have taken
the residuals from days 50,633 and 50,634 and fit these
data with a low-order polynomial. Using a model con-
sisting of that fit, along with a 4-min shift, we recom-
puted the clock 16—clock 21 residuals, which are shown
in Fig. 6(b). The accuracy of all segments is improved,
although other structures in the residuals remain. The
rather abrupt changes in the residuals (near 50,642.5 and
50,649.0) are correlated with poor data quality from the
receiver connected to clock 21-—the receiver lost lock on
several satellites at these times.

We repeated our experiment at the US Naval Observa-
tory (USNO) to examine the carrier-phase method in an-
other multipath environment. Using identical estimation
procedures, we estimated the difference between two hy-
drogen masers, which we designate as clock 2 and clock 52.
The GPS antennas were separated by 157 m and were also
located on a roof environment. The USNO clocks are regu-
larly monitored by the USNO timing system. The compar-
ison between GPS estimates and the USNO timing system
is shown in Fig. 7. Any multipath signature is significantly
smaller than we observed at NIST. The RMS of the resid-
uals to the “truth” measurement is 35 ps over 6 d, as
compared with our best estimate of 55 ps over a similar
period at NIST. These short baseline results are consistent
with other reports [6]-[8].

In both the USNO and NIST short baseline experi-
ments, we connected two GPS receivers/antennas to two
clocks. The strong diurnal signal in the residuals at NIST
suggests that the multipath environment was different at
the two antennas. Although the diurnal signal at USNO
is less apparent, there is clearly structure in the residuals,
which is not white. The results might also be explained
by a difference in the temperature sensitivities of the two
antennas. Assuming that the diurnal variation is on the
order of 5°C RMS, ascribing this effect to temperature
fluctuations would imply a difference in the temperature
sensitivities of about 10 ps/°C. A difference in the tem-
perature sensitivities of this magnitude is unlikely but is
not absolutely impossible.
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MJD (days)

Fig. 7. Difference between clock 52 and clock 2 at the US Naval
Observatory. a) Measured difference using the USNO timing system.
b) Residual fit of the GPS carrier-phase estimates to series a. A
mean has been subtracted from each time series. The RMS agreement
is 35 ps.

VI. RESULTS FOR LONG BASELINES

Having established a lower bound on accuracy using
GPS carrier phase at both USNO and NIST over short dis-
tances, we have extended our analysis to time transfer be-
tween USNO and NIST. Orbit errors, thermal effects, and
atmospheric errors will no longer cancel at these distances,
so we will have a more realistic assessment of the poten-
tial of GPS carrier phase for time transfer. Unfortunately,
on long baselines, we are limited in our ability to define a
truth standard. Time transfer between USNO and NIST is
regularly monitored using two other techniques: GPS com-
mon view and two-way satellite time transfer (TWSTT).
Common view time transfer can be conducted frequently
but has a precision of only several nanoseconds. TWSTT
systems are more precise than common view GPS tech-
niques, but the measurements are expensive to make and
are thus made infrequently. On the link between USNO
and NIST, TWSTT measurements are made at most three
times a week for periods of 5 min. The time stability for
the TWSTT system is about 1 ns for 7 of 1 day [29)].

We analyzed the GPS carrier-phase data identically for
USNO-NIST as we did for the short baseline, with the ex-
ception that we added data from Algonquin (Canada) and
Goddard Space Flight Center for geodetic purposes. The
station coordinates of Algonquin were tightly constrained
to define the terrestrial reference frame properly. Goddard
(24 km from USNO) was added to the analysis to help
with ambiguity resolution.

To compare with TWSTT and common view, we first
estimate the difference between NIST clock 16 and USNO
clock 52. Clocks 16 and 52 are directly linked to dual fre-
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Fig. 8. a) GPS carrier-phase difference between NIST clock 16 and
USNO clock 52; b) time series above, but detrended. A mean has
been subtracted from each time series.

quency geodetic GPS receivers. Fig. 8(a) shows the differ-
ence between NIST clock 16 and USNO clock 52 for a 60-d
period. The drift rate of the clock difference is 0.38 ns/d.
There appear to be diurnal variations, although they are
small compared with the overall trend. The detrended time
series is shown in Fig. 8(b). In addition to long-term fea-
tures and a diurnal signal, we also note a small transient
offset of approximately 0.8 ns near MJD 50,780. This off-
set did not correlate with misfit in the GPS solution itself.
Therefore, we looked at local clock records to determine
whether the offset was due to local behavior at either NIST
or USNO. We traced the offset to NIST clock 16.

In Fig. 9, we have plotted NIST clock 16 relative to
three other hydrogen masers at NIST); a second-order poly-
nomial is removed from each. The polynomial fit removes
much of the frequency drifts among the four masers, al-
lowing us to concentrate on the short-term structure. We
also show the carrier-phase estimates between USNO and
NIST clock 16; a second-order polynomial is removed. The
carrier-phase time-transfer estimates are significantly nois-
ier at periods of less than 1 d, but the longer-term structure
is not significantly different than that observed in the local
measurements.

In Fig. 10, we compare the time variance (TDEV) com-
puted using the local measurements of NIST clock 30—
NIST clock 16 with the USNO clock 52 to NIST clock
16 carrier-phase estimates. We did not fit a polynomial
to either time series. These records demonstrate that the
time-transfer noise is concentrated at periods of less than
1 d; the time stability is about 100 ps for averaging times
of 1 d. The variance in the carrier-phase data at longer
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Fig. 10. TDEV calculation for USNO clock 52 t,0 NIST clock 16 time
series and NIST clock 30 relative to NIST clock 16. No polynomials
were removed for either time series. Also shown are TDEV results
for the short baseline test at USNO.

times is consistent with the noise in the clocks themselves
as observed using local measurements. For comparison, we
also show the TDEV calculations for the short baseline
results at USNO over a shorter period.

We can also examine the glitch at a higher resolution.
In Fig. 11, we show the difference betwzen NIST clock 16
and NIST clock 30 plotted with the GPS estimates for
the USNO-NIST time series at MDJ 50,780. Even though
we are using estimates from a 2400-km time-transfer ex-
periment, the RMS residual agreement about the mean is
68 ps.

In Fig. 12, we replot the NIST-USNO time series with-
out the long-term features and with the 50,780 offset re-
moved. Although these residuals appear to have a diurnal
signal, multipath is not the only contributor to the resid-
uals. More likely, these residuals demornstrate the current
limitations of GPS carrier-phase time transfer: multipath;
temperature-related errors in the GPS antennas, receivers,
and cables; errors in the models of the troposphere; and
orbit errors. The RMS of the residuals shown in Fig. 12
is 93 ps.

We cannot directly compare the carrier-phase estimates
with other measurement systems. First, we must apply

Fig. 11. Time transfer over a 12-hour period. The squares represent
GPS estimates of time transfer (every 6 minutes) between NIST clock
16 and USNO clock 52. The inverted triangles (every 12 minutes) are
local measurements between NIST clocks 16 and 30. The coincident
measurements have an RMS agreement of 68 ps. The series are offset
for display purposes only.
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Fig. 12. GPS carrier-phase difference between NIST clock 16 and
USNO clock 52, with low order polynomial and glitch removed, win-
dowed in 15-d segments, for MJD a) 50745-5060, b) 50760-50775,
¢) 50775-50790, and d) 50790-50805. The RMS agreement over the
60-day segment is 93 ps.

corrections to connect USNO clock 52 and NIST clock 16
with the clocks used for the other measurement techniques.
Fig. 13 shows that the local corrections can be significant.
Once these corrections have been applied, we can compare
the carrier-phase estimates with common view and TW-
STT measurements for the same baseline. In Fig. 14(a),
we show 30-min common view results. If we average the
common-view values for 24 h [Fig. 14(b)], we can begin to
see good correlation with the GPS carrier-phase analysis.

In Fig. 14(c), we plot a comparison between GPS carrier
phase and TWSTT. Good agreement between TWSTT

and GPS carrier phase suggests that there is no long-term
error in the carrier-phase time-transfer analysis.

We have also calculated the Allan deviation for the com-
mon view and carrier-phase estimates shown in Fig. 14.
Frequency uncertainty for carrier-phase estimates is two
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parts in 10'% for an average time of 1 day, more than an
order of magnitude better than can be achieved with the
common view technique.

Figs. 10, 12, and 15 all suggest that there is significant
noise in the carrier-phase time-transfer estimates at peri-
ods less than 1 d. Some of this could be due to thermal ef-
fects in the antennas, receivers, and cables. Careful studies
on short baselines [9] have demonstrated that not only do
GPS recejver delays depend on temperature, but receivers
manufactured by the same company can have significantly
different dependences on temperature. One was measured
to have a dependence of 0.022 ns/°C, and the other had a
nonlinear dependence on temperature. This suggests that
each receiver must be calibrated or that each receiver must
be operated in a stable thermal environment. The receivers
used in this experiment were not calibrated, although they
were kept in fairly stable temperature environments, with
variations of less than 2°C/d.

The temperature dependence of the antenna is less
clear, with reports as high as 0.1 ns/°C [9]. More recent
studies suggest that the use of a temperature-stabilized
antenna would be appropriate [30]. Finally, cable delays
are known to vary depending on the dielectric constant
of the cable [9]; values as high as —0.42 ps/°C-m have
been reported. Given that differential temperature varia-
tions are as high as 10°C between Boulder, Colorado and
Washington, D.C., one could produce large diurnal varia-
tions from the cables and/or antennas. The calibration of
these thermal effects will be the subject of an upcoming
paper.

Changes in the electrical parameters of the antenna
cable are also likely to change the voltage standing-
wave ratio (VSWR) at the connection to the receiver,
and this may introduce additional temperature-dependent
(and frequency-dependent) delays. The magnitude of this
effect is a function of the mismatch in the impedance be-
tween the cable and its terminators, and these effects are
likely to vary among nominally identical receivers. The
VSWR can be measured using standard hardware, but
many timing laboratories are not equipped to make these
measurements on a routine basis.
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VII. DISCUSSION

These results confirm the resolution that can be realized
by applying carrier-phase methods to time and frequency
distribution. In the long run, however, the usefulness of the
technique for frequency comparisons will depend on the
stability of the delays and other systematic offsets in the
hardware; to be useful for time distribution, these biases
must be both stable and accurately known. It is not clear
whether these requirements can be satisfied with existing
receivers.

Previous studies have reported that the delay through
the receiver is affected by temperature and similar effects
[14]. Although these are important issues, they can be
solved (or at least addressed) by appropriate choice of com-
ponents. Our discussion is directed toward issues that arise
from the nature of the phase measurement itself.

All hardware phase measurements are inherently am-
biguous because the integer number of cycles cannot be
determined as part of the measurement process. The pro-
cess becomes more complicated in a GFS receiver because
the local oscillator and the GPS carrier ere at very different
frequencies. The difference between these two frequencies
is usually bridged in two steps—a fixed-frequency local os-
cillator that translates the carrier from L band to a much
lower frequency using conventional mixers and a digital
tracking loop that locks onto the heterodyned carrier from
each satellite and deals with Doppler shifts and other off-
sets that are constant or vary relatively slowly with time.

This two-step process exploits the best aspects of ana-
log and digital systems, but it introduces a fundamental
ambiguity in the phase measurement process because the
effective delay through the receiver is the sum of the off-
sets introduced by both procedures. Therefore, the first
requirement for a carrier-phase receiver is that the output
data accurately reflect this physical phase delay and not
just the digital part of it. The simplest way of realizing this
requirement is to ensure that the hardware component of
the phase delay is a simple constant that must be deter-
mined only once during the calibration of the receiver. Ear-
lier we mentioned the problem of clock resets and geodetic
receivers. Although there have been some results that sug-
gest the receiver itself can calibrate these resets with very
high precision, this needs to be verified with a larger data
set. It is not clear whether there are any receivers that
currently satisfy these requirements; the receivers we have
used to date do not do so consistently, at least in their
normal operating configurations.

Time-transfer using carrier-phase data and geodetic es-
timation techniques is very promising. Much of the success
shown in these initial studies is due to improvements made
by the geodetic community, in particular, the develop-
ment and maintenance of a high quality tracking network
for determining precise GPS ephemerides. Model improve-
ments for the troposphere are critical for time transfer and
were originally pioneered for geodetic applications. How-
ever, there are parts of the time-transfer problem that have
not been addressed by geodetic estimation techniques. To
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some extent, this is because of the difference between the
statistics of the two types of observables. Most geodetic
observations are analyzed in segments of 24 h. Variations
with shorter periods have, for the most part, been ignored,
at least partially, because the geodetic parameters are as-
sumed to be constant (or at most linearly varying) over
these time periods. Averaging over 24 h significantly at-
tenuates many effects, including multipath reflections and
thermally induced changes in the effective delay through
the station hardware.

Unfortunately, such averaging periods may be too long
for time-transfer measurements because the variance in
time-transfer data may have significant contributions from
flicker and random-walk phase-noise processes at periods
of a few hours and longer. (This will be especially impor-
tant if time steps or frequency steps in the station clocks
are a problem.) The need to use shorter averaging times
increases the importance of short-period fluctuations on
time-transfer data relative to their effect on geodetic ob-
servations. In addition to the challenges inherent in finding
or developing a geodetic GPS receiver that will meet the
requirements discussed previously, it will also be neces-
sary to study contributions to the variance with periods of
less than a day to achieve the most accurate and precise
carrier-phase time-transfer results.

VIII. CONCLUSIONS

Hydrogen masers at NIST and USNO were connected
to off-the-shelf geodetic GPS receivers for a 60-d period.
Carrier-phase and pseudorange data from these receivers
were then analyzed using geodetic techniques. We have
demonstrated time transfer with a stability of 100 ps and
a frequency uncertainty of two parts in 10'° for an average
time of 1 day. Carrier-phase time transfer is clearly signif-
icantly more precise than the GPS common view tech-
nique. The comparisons with TWSTT are very promis-
ing, although it would be beneficial to compare with more
frequent TWSTT measurements. There remain several im-
portant areas for GPS carrier-phase time-transfer research:
thermal sensitivities in antennas, cables, and receivers; tro-
posphere modeling, multipath multigation; and orbit er-
rors.
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