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Abstract

The accuracy in determining the Lagrangian concentration in the Eulerian±Lagrangian method depends on both the particle

tracking algorithm and concentration interpolation. In most existing particle tracking algorithms, accurate tracking cannot be

achieved, particularly in a complicated unsteady ¯ow. Also mechanisms for error estimation and accuracy control are not available.

A new algorithm is developed by re®ning the process of particle tracking, making use of a series of available travel time increments

(ATTIs). The ATTIs are selected on the basis of tracking accuracy and e�ciency. These are controlled by practical indices related to

the rate of particle velocity variation (magnitude and direction). The particle velocity is determined by bilinear interpolation in space

and time. The proposed algorithm combines an inter-element re®nement, consistent with the piecewise interpolation of velocity, and

an in-element pathline-based re®nement. No mesh re®nement is needed. Numerical simulations have been used to demonstrate the

accuracy of the proposed algorithm. A comparison between the results obtained by using the proposed algorithm and by some

existing techniques shows that the new algorithm can provide an accurate and e�cient particle tracking, especially in a complicated

unsteady heterogeneous ¯ow. Ó 2000 Elsevier Science Ltd. All rights reserved.
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1. Introduction

The Eulerian±Lagrangian method (ELM ± a list of all
acronyms is given in Appendix A) is a potentially
powerful framework for the solution of advection±dis-
persion equations. This method is based on the de-
composition of the concentration ®eld into two
components: advection and dispersion. The advection-
based concentration (Lagrangian concentration) is
computed by using a particle tracking technique, while
the dispersion problem is solved by a ®nite element
(FEM), or a ®nite di�erence (FDM) method. The ac-
curacy of the Lagrangian concentration depends on the
employed particle tracking and concentration interpol-
ation techniques. The latter can be improved by com-
bining both forward and backward particle tracking
methods in regions where sharp concentration fronts or
concentration peaks/valleys occur [11,16,17,19].

A number of particle tracking techniques have been
developed and reported in the literature [2,4,5,7,8,10±

14,16±19]. These techniques can be classi®ed as analyt-
ical, semi-analytical, and numerical integration meth-
ods.

1.1. Analytical method

In this method [2], the tracking of particles is ac-
complished by solving for the stream function and then
computing streamlines and travel times of contami-
nants. The method gives an exact solution, and no
computational error is involved. However, most ana-
lytical solutions for pathlines are limited to one- and
two-dimensional steady state ¯ows, with simple geom-
etry and hydrogeological conditions.

1.2. Semi-analytical method

In this approach [5±8,10,13,14], the particle path and
travel time within a cell are obtained by analytical inte-
gration. Linear interpolation is employed in order to
compute the velocity ®eld by the ®nite di�erence or the
mixed ®nite element method. A constant velocity at each
cell face is used to represent the local velocity ®eld in a
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cell (element). The particle velocity in the x- (y-, or z-)
direction depends only on the x (y, or z) coordinate of the
particle's position. This linear interpolation yields a
discontinuous velocity ®eld. Any component of the ve-
locity vector undergoes an abrupt change as a particle
crosses a cell boundary, which is parallel to the compo-
nent direction. This method is not applicable to bilin-
early and trilinearly interpolated velocity ®elds on the
basis of face velocity. Moreover, it cannot be used in a
nodal velocity ®eld in the ®nite element method, since the
velocity at an arbitrary point depends on its location.

1.3. Numerical integration method

In a non-uniform velocity ®eld, the particle velocity is
nonlinear with respect to travel time. In general, this
relationship cannot be analytically derived. Euler (or
single-velocity), Euler predictor±corrector (or average-
velocity), and Runge±Kutta methods have been widely
used for the numerical integration in the particle
tracking process [4,7,8,12,18,19]. In the Euler method,
the particle velocity at its starting point is used to ap-
proximate the tracking velocity within a tracking step. It
is very e�cient when applied to a smooth ¯ow ®eld.
However, it may result in large errors when the velocity
undergoes signi®cant variations in both magnitude and
direction. In the Euler predictor±corrector method, the
particle velocity at the starting point is used for pre-
dicting the particle's position at a trial end point. The
average-velocity, obtained from the particle velocities at
both the starting and the trial end points, is used to
correct the predicted value. This iterative correction
procedure continues until convergence is achieved. In
the explicit fourth-order Runge±Kutta method, the
particle velocity is evaluated four times for each tracking
step: once at the starting point, twice at two trial mid-
points, and once at a trial end point. A weighted
tracking velocity, based on values evaluated at these
four points, is used for tracking the particle to its new
position.

The accuracy of the particle tracking phase is crucial
for the solution of the advection±dispersion problems,
as the ELM does not inherently conserve mass, either
locally or globally. Oliveira and Baptista [12] systemat-
ically investigated the e�ect of inaccurate tracking on
the numerical properties of the ELM. They showed that
particle tracking errors not only a�ect mass, but can also
introduce signi®cant phase errors and numerical dis-
persion. They may lead to instability of an otherwise
stable ELM. However, in most existing models, no
systematic e�ort has been made for error estimation and
accuracy control in particle tracking. Tracking errors
depend on the complexity of the local velocity ®eld and
on the size of a tracking time step. In a uniform velocity
®eld, an exact result can be obtained by any numerical
tracking method. However, in the vicinity of a divergent

¯ow around a source, or a convergent one around a
sink, the local velocity ®eld undergoes signi®cant vari-
ations in both magnitude and direction. The tracking
process in a transport simulation step should be re®ned
into a large number of tracking steps. To achieve this
goal, a local mesh re®nement has been suggested by
Cheng et al. [4]. However, this mesh re®nement does not
introduce any new information on the velocity ®eld,
since the ¯ow ®eld is not recomputed at re®ned nodes.

In this paper, an adaptive pathline-based particle
tracking algorithm is presented. The particle tracking
process in a transport simulation time step (TSS) is re-
®ned, along a particle path, into a number of tracking
steps, by splitting the TSS into the same number of
travel time increments (TTIs). The proposed algorithm
is consistent with the piecewise interpolation of a local
velocity ®eld by splitting the tracking process at element
boundaries (inter-element re®nement). The inter-element
and the in-element path re®nements are combined, and
no mesh re®nement is needed. Two practical indices of
particle velocity (the rate of variation in its magnitude
and direction) are provided to control tracking errors.
Adjacent tracking times (ATTIs) are adapted on the
basis of the accuracy and e�ciency of the tracking
process. The particle velocity at an arbitrary point is
determined by a bilinear interpolation in both space and
time. The implementation of the proposed algorithm is
discussed in detail in Sections 2 and 3. This algorithm is
then compared with existing ones for 2-D steady and
unsteady complicated ¯ows (Section 4).

2. Theory

We start with a known velocity ®eld, which may have
been calculated either analytically, or by any of the ex-
isting numerical procedures [1±3,5,6,8,15,20]. The pro-
posed algorithm can be applied in either the ®nite
di�erence or the ®nite element framework. It can be used
for both forward and backward particle tracking. In
what follows, we shall demonstrate this algorithm for
forward particle tracking, with the average-velocity
method, within the framework of the ®nite element
technique.

2.1. Particle velocity

Assume that we have obtained a nodal velocity ®eld
by solving a ¯ow problem, either analytically or nu-
merically. In a steady ¯ow, the particle velocity within a
visited element is determined by the interpolation
scheme

VP nP�t�ÿ � �XMe

J�1

N e
J nP�t�ÿ �

VJ ; �1�
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where nP� t� is the particle's position vector at time
t�Tn6 t6 Tn�1�, Tn and Tn�1 are the starting and end
times of the nth TSS, with DTn � Tn�1 ÿ Tn, VP�nP�t�� is
the particle velocity vector at the position nP� t�, VJ is
the computed local nodal velocity vector at the Jth node
in an element e, N e

J is the local basis function, and M e is
the number of element nodes. Here, the particle velocity
depends only on the particle's position.

In an unsteady ¯ow, the particle velocity at time t is
determined by using bilinear interpolation in both space
and time

VP nP�t�; tÿ � �XMe

J�1

N e
J nP�t�ÿ � Tn�1 ÿ t

DTn
VJ Tn� �

�
� t ÿ Tn

DTn
VJ Tn�1� �

�
; �2�

where VJ �Tn� and VJ �Tn�1� are the local nodal velocity
vectors at the Jth node at the beginning and end times of
the single TSS, respectively. Here the particle velocity
depends on both the particle's position nP� t� and time t.
For simplicity, we use the notation

VP�t� � VP�nP�t�� for a steady flow;
VP�nP�t�; t� for an unsteady flow:

�
In a non-uniform velocity ®eld, the relationship between
a particle's displacement and its travel time is nonlinear,
and, thus, the particle velocity is also nonlinear with
respect to the travel time.

2.2. Particle tracking

The particle velocity can be expressed as the time
derivative of the particle's displacement

dnP�t�
dt
� VP�t�: �3�

Eq. (3) can be integrated for the nth TSS

nP�Tn�1� � nP�Tn� �
Z Tn�1

Tn

VP�t� dt; �4�

where nP�Tn� and nP�Tn�1� are the particle's position
vectors at its starting and end points, at times Tn and
Tn�1, respectively.

Let us split the single TSS into Nt non-uniform TTIs
(as described in the next section). Eq. (4) is then re-
written as

nP�Tn�1� � nP�Tn� �
XNt

i�1

Z ti�1

ti

VP�t�dt; �5�

where ti and ti�1 are the starting and end times of the ith
tracking step, ti � Tn �

Piÿ1
k�1 Dtk (i � 1; Nt), and Dtk is

the length of the kth TTI.
Let us de®ne a mean tracking velocity, ~V

P

i , in a
tracking step (ti, ti�1), by

~V
P

i �
1

Dti

Z ti�1

ti

VP�t� dt: �6�
Then, the forward particle tracking process during the
nth TSS takes the form

nP�Tn�1� � nP�Tn� �
XNt

i�1

~V
P

i Dti; �7�

and the particle tracking in the ith tracking step is ex-
pressed by

nP�ti�1� � nP�ti� � ~V
P

i Dti: �8�

2.3. Error estimation and accuracy control

We linearize the nonlinear relationship between the
particle velocity and the travel time, and approximate
the mean tracking velocity ~V

P

i , using a simple average
velocity �V

P

i in the Euler predictor±corrector method

~V
P

i � �V
P

i �
1

2
VP�ti�
ÿ � VP�ti�1�

�
� VP�ti� � 1

2
VP�ti�1�
ÿ ÿ VP�ti�

�
: �9�

This approximation may produce a large error in de-
termining the particle's position at the end point in a
tracking step. The truncated error of this approximation
may be estimated by Taylor's expansion and Richard-
son method [9]

eT � ÿ 1

12

d2V P�s�
dt2

Dt3
i ; �10�

eR � nP� �ti�1� ÿ nP�ti�1�
3

; �11�
where s 2 �ti; ti�1�, and nP� �ti�1� is the solution by two
successive tracking steps, with a travel time increment of
Dti=2. It is found that the second-order derivative of the
particle velocity is proportional to the particle velocity,
and is related to the heterogeneity of the local velocity
®eld. However, the evaluation of the second derivative
of the particle velocity vector is rather complicated for
multi-dimensional unsteady ¯ow, and the evaluation of
eT requires some algebra. The evaluation of eR requires
two additional tracking steps. Therefore, these two
methods require additional computational work, which
may a�ect the algorithm e�ciency. Thus, (10) and (11)
cannot be e�ciently used for the adaptation of the size
of the tracking time step, which is an operation that is
performed a large number of times, particularly in a 3-D
procedure.

In a real non-uniform velocity ®eld, and a smooth
local velocity ®eld, particles may be accurately tracked
by the inter-element re®nement. Only in a local velocity
®eld, with signi®cant variations in velocity magnitude
and/or direction, has the particle tracking process to be
further re®ned along the particle's path. In the proposed
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algorithm, we ®rst analyze the potential tracking errors,
and then provide two simple and practical indices for
controlling such errors.

In a steady ¯ow, the particle's position at the end of a
tracking step can be exactly determined by the average

velocity, �V
P

i , and the particle path can be exact. How-
ever, the travel time between the starting and end points
cannot be estimated accurately.

In a one-dimensional linearly interpolated ¯ow
(Fig. 1(a)), the tracking velocity can be analytically de-
termined [8,10,13,14] by

~V
P

i �
DVP

i ln�1� ri�f gÿ1; ri 6� 0;
�V

P

i � VP�ti�; ri � 0;

(
�12�

where ri � DVP
i =VP�ti� is the rate of variation in the

particle velocity, and DVP
i � VP�ti�1� ÿ VP�ti�. If a lin-

ear approximation ( �V
P

i ) is used, the travel time for a
given displacement along the particle path is always
underestimated, or the particle passes beyond the exact
end point for a given travel time. The larger the rate of
variation in the particle velocity is, the larger is the er-
ror in the approximation of ~V

P

i by �V
P

i . For example,
when ri � 1, �V

P

i produces a 4% relative error in the
tracking velocity, and when ri � 10 leads to a 44% rel-
ative error with respect to the linear approximation.

In multi-dimensional ¯ow, without directional vari-
ation in the particle velocity, (12) can be obtained by a
coordinate transformation. The error resulting from the
linear approximation is related to the rate of variation of
the particle velocity.

In a multi-dimensional ¯ow, with variations in both
magnitude and direction of particle velocity, the travel
time for a given displacement may be underestimated or
overestimated, depending on two kinds of errors: (1) the
di�erence between the particle velocity on the tracked
path and that on the exact path; and (2) the di�erence
between �V

P

i and ~V
P

i along the tracked path. At a given
time, both errors may compensate each other, or they

may combine, thus increasing the error in the evaluation
of the travel time. For example, in the case shown in
Fig. 1(b), they balance each other, producing an over-
estimated travel time.

In unsteady ¯ow, a distortion of the tracked path
may occur if the travel time is not estimated accurately
(Fig. 1(c)). The particle velocity depends on the spatial
and the temporal interpolations, calculated on the basis
of its position and travel time. It may temporally change
its direction at a point, thus producing a di�erence be-
tween the tracked and the exact particle paths.

Therefore, a potential error may result from
the nonlinearity in particle velocity with respect to
travel time, and from the approximation of ~V

P

i by �V
P

i .
This error depends on the rate of variation in magni-
tude, ri, and direction, hi, of the particle velocity, where

ri � max
j
�rij�; �13�

with

rij �
V P

j �ti�1� ÿ V P
j �ti�

��� ���
min V P

j �ti�
�� ��; V P

j �ti�1�
�� ��ÿ � ;

where V P
j �ti� and V P

j �ti�1� are the jth components of the
particle's velocities VP�ti� and VP�ti�1�, (j � x; y in two
dimensions, and j � x; y; z in three dimensions). The
variation in the direction of particle velocity is de®ned as

hi � arccos
VP�ti� � VP�ti�1�
VP�ti�
�� �� VP�ti�1�

�� ��
 !

: �14�

Note that the same error will result from DVP
i

�� ��, whether
the particle velocity increases or decreases.

Since an exact particle tracking can be achieved for a
uniform ¯ow ®eld, the tracking error depends on ri and
hi. In what follows, we assume that the potential
tracking error depends linearly on the rate of variation
in magnitude and direction of the particle velocity. By
controlling ri and hi within prede®ned ranges, i.e., en-
suring that

Fig. 1. Illustration of tracking errors in (a) 1-D steady ¯ow, (b) 2-D steady ¯ow, and (c) 2-D unsteady ¯ow (the solid line indicates the exact path and

the dotted line indicates the tracked path).
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�a� ri < R; and �b� hi < H; �15�
we can use �V

P

i directly and obtain a high tracking
accuracy. Here, R and H are the prede®ned bounds on
ri and hi, respectively. Controlling ri and hi is equiva-
lent to choosing a TTI such that the linear approxi-
mation of the tracking velocity produces accurate
tracking in each tracking step. Note that R and H
di�er for di�erent numerical integration methods (Eu-
ler, Euler predictor±corrector, and Runge±Kutta
methods).

3. Implementation of the adaptive pathline-based particle

tracking

At the beginning of the entire particle tracking pro-
cess in the nth TSS, we initialize all particle's attributes
to their values at the starting point. These particle's at-
tributes include:
· starting time, ti;
· particle position at the start time, nP�ti�;
· particle velocity, VP�ti�;
· the element that includes the particle, Pel;
· the geometric status, Pst, of the particle in the Pel-ele-

ment (e.g., whether the particle is located at a global
node, at an edge, (on a face in three dimensions), in-
side Pel-element, or on a boundary face of the consid-
ered domain);

· the set of nodes, Pnd, of Pel-element pointed by Pst (for
example, in a 2-D quadrilateral element, the possible
status of a particle are: (1) at a node, with one global
node in Pnd; (2) at an edge, with 2 global nodes in Pnd;
and (3) inside the element, with empty Pnd (shown in
Fig. 4)).

· the ATTI, the size of the available travel time for a
tracking step (dti).

The adaptive pathline-based particle tracking algorithm
consists of three parts: (1) tracking action, (2) re®nement
and adaptation, and (3) updating the particle's attri-
butes. This algorithm is illustrated in the ¯ow chart of
Fig. 2.

3.1. Tracking action

After an ATTI in a tracking step is determined, either
initially or in the adaptation step, the tracking action is
used to determine the new values of the particle's attri-
butes at the trial end point. The tracking action is il-
lustrated in the ¯ow chart of Fig. 3.

Step 1: Determine eligible elements and inter-element
boundaries, which may be visited by a particle.

We de®ne an eligible element as an element that may
be visited by a particle. An eligible inter-element boun-
dary in an eligible element is one that the particle may

cross. All elements connected with the particle are eli-
gible. These elements are determined from the particle
status Pst, and its connected global node set, Pnd. In each
eligible element, only the inter-element boundaries, on
which the particle is not located, are eligible; the other
boundaries which are connected to the particle are non-
eligible. It should be noted that a particle may end up at
an eligible or a non-eligible inter-element boundary. The
number of eligible elements and of eligible inter-element
boundaries may di�er for di�erent values of Pst. For

Fig. 2. Flow chart of the adaptive pathline-based particle tracking

algorithm (PPT).

Fig. 3. Flow chart of a tracking action with the average-velocity

tracking method.
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example, when a particle is located on an edge in a
quadrilateral element, which is not on a boundary, there
are two eligible elements and three eligible edges for
each eligible element (shown in Fig. 4). This geometrical
analysis of the particle is based only on the particle's
attributes, which are related to the mesh. The use of
these concepts of eligible elements and inter-element
boundaries facilitates the tracking of a particle in any
kind of mesh structure.

Step 2: Determine the element and inter-element
boundary, P �el and Pfc, through which a particle passes, and
the travel time, DT , required for the particle to reach the
Pfc-boundary.

For a given tracking velocity, the method described
below is used to determine the P �el-element, the Pfc-face,
and DT .

In two dimensions, for the line J1J2 on an eligible edge
in an eligible element (J1 and J2 are global nodes), the
intersection point, Q, with the particle path is deter-
mined by the line equation:

xQ � xJ1
� b�xJ2

ÿ xJ1
�; yQ � yJ1

� b�yJ2
ÿ yJ1

�; �16�
and the path equation

xQ � nP
x �ti� � d ~V

P

ix; yQ � nP
y �ti� � d ~V

P

iy ; �17�
where �xJ1

; yJ1
� and �xJ2

; yJ2
� are the coordinates of J1

and J2, respectively, nP
x �ti� and nP

y �ti� are the
components of the starting position of the particle,
~V

P

ix and ~V
P

iy are the components of the tracking veloci-
ty ~V

P

i , and b and d are two parameters. These two pa-
rameters are given by

b �
�nP

x �ti� ÿ xJ1
� � �nP

y �ti� ÿ yJ1
� � d ~V

P

ix � ~V
P

iy

� �
�xJ2
ÿ xJ1

� � �yJ2
ÿ yJ1

� �18�
and

d � �xJ2
ÿ xJ1

��nP
y �ti� ÿ yJ1

� ÿ �yJ2
ÿ yJ1

��nP
x �ti� ÿ xJ1

�
~V

P

ix�yJ2
ÿ yJ1

� ÿ ~V
P

iy�xJ2
ÿ xJ1

�
:

�19�

Note that when the denominators in (18) and (19) are
zero, we use corresponding equations for one compo-
nent (x, or y). We evaluate these two parameters for
each eligible edge. The parameter b is used to check
whether the particle path intercepts the considered eli-
gible edge, while d is used to check whether the particle
moves to or away from the edge. If d < 0, the particle
will move away from the line J1J2 on the eligible edge
(see Fig. 5). If b < 0 or b > 1, the particle cannot in-
tercept the edge J1J2. For an eligible edge, if

d > 0 and 06 b6 1; �20�
the particle will reach the edge J1J2 at the exit point Q if
the ATTI dti P d. In this case, d is the minimum among
all positive values of d for all eligible edges, and it is
equal to the travel time from the starting point S to Q
(DT � d). The element and edge that satisfy (20) are the
required ones for the particle to cross, the P �el-element
and the Pfc-face.

In three dimensions, we ®rst determine the element,
P �el, that is going to be visited by the particle, on the basis
of the tracking velocity and all non-eligible faces on
which the particle is presently located. For an eligible
element, if the normal component of the tracking ve-
locity to each non-eligible face is

Vn � nx ~V
P

ix � ny ~V
P

iy � nz ~V
P

iz6 0; �21�
the particle will visit this element. Here, nx, ny , and nz

are the components of the outward normal unit vector
on the considered face.

In the P �el-element, the plane of an eligible face is de-
®ned by

nxx� nyy � nzz� f � 0; �22�
and the parameter d is determined by

d � ÿ nxn
P
x �ti� � nyn

P
y �ti� � nzn

P
z �ti� � f

nx
~V

P

ix � ny
~V

P

iy � nz
~V

P

iz

: �23�

When d < 0, the particle will move away from the face
plane. When d > 0, the particle will reach the face

Fig. 4. Geometric demonstration for di�erent status of particle P in two dimensions.
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plane if the ATTI is su�ciently large. For all the eli-
gible faces in the P �el-element, there is a minimum pos-
itive d. It corresponds to the Pfc-face that the particle
will cross. The minimum d is equal to the travel time,
DT, of the particle from S to the exit point Q on the
Pfc-face.

When there is no such a minimum positive parameter
d, the particle is on a boundary face. It will cross the
boundary face and move away from the computational
domain. In this case, the particle tracking ends and its
Lagrangian concentration can be determined either by
boundary conditions or by concentration interpolation.

Step 3: Determine the particle's position and velocity at
the trial end point.

When dti < DT , the particle will use up the ATTI
before it exits the P �el-element. When dti P DT , the par-
ticle will reach the exit point Q before the end of the
ATTI.
· The real travel time in this tracking action is

Dti � min�dti; DT �;
and the time at the end point is determined by

ti�1 � ti � Dti � Tn �
Xi

k�1

Dtk:

· The particle's position at the end point is determined
by

nP
j �ti�1� � nP

j �ti� � ~V
P

ijDti;

where j � x; y in two dimensions, and j � x; y; z in
three dimensions.

· The particle velocity at the end point of the tracking
action and at time ti�1 is determined by (1) or (2).
Step 4: Check the convergence of the iterative process

and correct the tracking velocity.
When the average-velocity is used as the tracking

velocity, an iterative process is needed to determine the
particle's end point in a tracking action (shown in
Fig. 3). The particle velocity at the starting point is used
to predict the trial end point, and the average velocity,
obtained from the particle velocity at the starting and
the trial end points, is used to correct the trial end point,

until the iterative process converges. If a single-velocity
is used, no iterations are needed.

3.2. Re®nement and adaptation

The idea of re®nement is to split the nth TTS into a
number of TTIs so that the linear approximation of
particle velocity produces accurate tracking in each
tracking step.

For the sake of consistency with the piecewise in-
terpolation of particle velocity, the particle tracking is
performed on an element by element basis by splitting
the tracking process at element boundaries. In a visited
element, where the tracking accuracy cannot be met by
this inter-element re®nement, an in-element path re-
®nement is needed. This path re®nement is performed
by splitting the travel time in such an element into a
number of TTIs. The inter-element and the in-element
path re®nements of the particle tracking process are
combined into a single set of TTIs, rather than a two-
level re®nement. To achieve this goal, we set a tracking
time (ATTI) for each TTI. When a particle reaches an
element boundary before it has used up the given
ATTI, the inter-element re®nement is performed by
splitting the tracking process at the element boundary.
Otherwise, the in-element path re®nement is used. For
the former, the travel time in a tracking step is less than
the given ATTI, while they are equal for the latter.
Therefore, by setting a series of ATTIs, the entire
tracking process is re®ned into a number of tracking
steps.

An ATTI is set on the basis of the local velocity ®eld,
through which a considered particle passes. It may be
large when the particle velocity exhibits small variations
(in magnitude and direction), and it may be small when
the particle velocity undergoes signi®cant changes. In a
tracking step, when the accuracy of the particle tracking
is not su�cient, a re®nement of the current ATTI is
performed until the above two criteria of particle ve-
locity are met in (15). Once the tracking action has been
accepted, we predict the ATTI for the next tracking step,
on the basis of both the e�ciency and the accuracy of

Fig. 5. Geometric demonstration for tracking a particle from point S in two dimensions. Note that the evaluation of two parameters (b and d) is made

only for eligible edges.
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the particle tracking. The e�ciency is controlled by the
number of iterations required for determining the par-
ticle's end point in a tracking step. The determination of
ATTIs consists of the following steps.
1. Set initial ATTI, dti (i � 1), as the travel time during

which the particle passes though its ®rst visited ele-
ment, or as a prede®ned size of time step.

2. Perform the particle tracking action for the given
ATTI, using (8).

3. Compute the particle velocity indices using (13) and
(14), and check if they are within the speci®ed ranges
(e.g., using (15)).

4. If No,
� do not accept this tracking action.
� compute the number of sub-steps, nt, in the

tracking step

nt � max�ri=R; hi=H�: �24�
� set a new ATTI as follows

dti � b
Dti

nt
; and b � max

j

V P
j �ti� � 0:5DV P

ij

V P
j �ti� � 0:5DV P

ij =nt

 !
;

�25�
where Dti is the travel time corresponding to DVP

i .
Here, we set the new ATTI such that we obtain 1=nt

times the displacement in the old ith TTI for the new
TTI, instead of 1=nt times the old TTI.
� go to Step 2.

5. If Yes,
� accept the tracking action in the ith tracking
step, and update the particle's attributes for the
next step.
� predict the ATTI, dti�1, for the next step, by

dti�1 �
Dti=2 for Nit > 10;
mDti for Nit < 5; ri < R0; and hi < H0;
Dti; otherwise;

8<:
�26a�

and

dti�1 � min dti�1; DTn

 
ÿ
Xi

k�1

Dtk

!
; �26b�

where R0 and H0 are the limits set for the accuracy and
e�ciency of the particle tracking,

m � min�R0=ri; H0=hi�;
and Nit is the number of iterations in determining the
particle's end point by the average tracking velocity.

6. Track the particle step by step until the TSS is com-
pleted (dti�1 � 0).

3.3. Updating the particle's attributes

After a tracking action is accepted in the adaptation
step (the required accuracy is achieved), the particle's
attributes need to be updated for the next tracking step.

This is based on the P �el-element and the Pfc-face that the
particle has passed through, on the travel time Dti, and
on the previous values of these attributes. In addition to
the starting time and the particle's position and velocity
determined above, the other attributes are updated as
follows.
· The element that the particle is located in, Pel, is set to

be the P �el-element.
· When dti < DT , the new particle status, Pst, may be

set as being inside the element, on a face, or at an
edge, by checking the new particle's position and
the global nodes at all non-eligible faces of the Pel-el-
ement. When dti P DT , the new status of the particle
may be set as being at a global node, at an edge, or on
a face, by checking the particle's new position and the
global nodes on the Pfc-face.

· Accordingly, the connected global node set, Pnd, are
then updated, based on the new particle's status, Pst.

· The new ATTI for the next tracking step, dti�1, is up-
dated in the adaptation process described above,
whether the set ATTI, dti, is completely used up or
not.

4. Numerical experiments

Let us demonstrate the accuracy and e�ciency of the
proposed algorithm by comparing particle tracking re-
sults in three ¯ow situations, computed by two di�erent
methods. The average-velocity is used as the tracking
velocity in each tracking step, since the single-velocity at
the starting point of a tracking action is not applicable
to such complicated ¯ow ®elds.

The element-based particle tracking method (EPT) [4].
The average-velocity is obtained from the velocity at the
starting point and at the exit point, Q (the interception
of the particle path and the exit boundary face). The
Newton±Raphson scheme is used for determining
the particle position at the end point. In unsteady ¯ow,
the stepwise temporal average of the nodal velocity is
used to approximate the temporal interpolation of
tracking velocity in a single TSS [18]. When a particle
cannot be tracked by the average-velocity in a visited
element (this means that the iterative process is not
convergent), the single-velocity is used instead. In each
example, both a coarse and a ®ne mesh are used to
demonstrate the improvement of accuracy with mesh
re®nement. The ®ne mesh is obtained by uniformly
cutting the dimension of the coarse mesh by half in each
coordinate direction. The nodal velocity in the ®ne mesh
is determined by a linear interpolation of that in the
coarse one.

The proposed pathline-based particle tracking algo-
rithm (PPT). Both adaptive and non-adaptive alterna-
tives are employed. In the latter, an identical ATTI is
used in all tracking steps. Di�erent values of the ATTI,
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dt, are used to demonstrate their in¯uence on the accu-
racy and e�ciency of particle tracking. The average-
velocity is obtained from the particle velocity at the
particle's starting and the end points within each
tracking step. In unsteady ¯ow, the particle velocity is
interpolated linearly in both space and time.

Example 1. A steady circular ¯ow [4]. The dimensionless
circular ¯ow ®eld is de®ned by

Vx � py=500 and Vy � ÿpx=500

A region of �ÿ3000; 3000� � �ÿ3000; 3000� is discretized
by a set of rectangular elements with dimensions of 1000
�1000. The particle, initially located at (0, 2000), will be
at (0;ÿ2000) after a tracking period of 500. Either the
travel time from (0, 2000) to (0;ÿ2000), or the particle's
position at the end of this tracking period is used for
demonstrating the tracking accuracy.

Table 1 and Fig. 6 show the tracking results in the
di�erent alternatives. The deviation is measured by the
distance between the tracked and the exact points of a
particle at the end of a travel time. In all alternatives, the
particle will arrive at the exact end point (0;ÿ2000). No
distortion of the tracked path is found. However, the
travel time is overestimated. The EPT with the coarse
mesh gives rise to a 2.4% relative error in the travel time.
Or, the particle ends at point (137;ÿ1963) after the

travel time of 500. By a mesh re®nement for the EPT, or
a path re®nement for the PPT, the errors are signi®-
cantly reduced. For the EPT with the ®ner mesh, the
error in the travel time is reduced to 0.5%.

For the PPT with equal tracking time (dt� 10, 40) in
each tracking step, the tracking accuracy is improved
with the reduction in the tracking time. When dt � 10,
the errors both in the travel time and in the position of
the end point of the particle are negligible (0.04%). For
an identical number of tracking steps, the EPT with the
®ner mesh can produce slightly more accurate results
than the PPT with equal dt (� 40), as the latter splits the
tracking process into shorter displacements in a low
velocity ®eld than in a higher one. However, the PPT
with the adaptation of the tracking time, which is lim-
ited to the range of [10, 40], produces identical results as
the PPT with dt� 10, and a smaller number of tracking
steps (13 less). Thus, the PPT with adaptation of
tracking time can improve the e�ciency of the particle
tracking process.

Fig. 7 shows the numbers of tracking steps and iter-
ations (for determining the particle's end point in each
tracking step) in the TSS for di�erent ATTIs when using
PPT. When dt P 100, the in-element path re®nement
does not work. Only the inter-element re®nement works.
The number of tracking steps (� 6) and the number of

Table 1

Comparison of the simulated travel time and the number of tracking steps in di�erent alternatives

EPT PPT Analytical

Coarse Fine dt � 40 dt � 10 Adaptive

Travel time 511.76 502.40 502.50 500.20 500.30 500

Relative error (%) 2.4 0.5 0.5 0.04 0.06

No. of tracking steps 6 17 17 55 42

Fig. 6. Comparison of particle tracking results obtained by di�erent methods in the circular ¯ow.
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iterations (� 134) remain unchanged with the reduction
in dt, as dt does not a�ect the particle tracking. When
206 dt < 100, the number of tracking steps is linear
with the change in dt from 6 to 31. However, the number
of iterations changes only slightly from 134 to 210.
Thus, the reduction in dt does not signi®cantly a�ect the
e�ciency of particle tracking, as the average number of
iterations for each step decreases with the reduction in
dt. When dt6 2, the number of tracking steps and iter-
ations doubles when dt is reduced by half. In this case,
the average of 3 iterations in each step is required. If dt is
selected in the range of (5, 10), the PPT is both accurate
and e�cient.

Example 2. Steady ¯ow in a two-well system. In this
example, we consider an injection well, located at (0, 0),
and a pumping well, located at (0, 200 m) in an in®nite
isotropic con®ned aquifer. The ¯ow subdomain [0, 200 m]

� [0, 200 m] is considered for particle tracking. A
uniform coarse mesh of rectangular elements of dimen-
sions of 20 m � 20 m is employed (Fig. 8). The nodal
velocity in the coarse mesh is obtained analytically:

Vx�xi; yi� � ÿK
/

oh
ox
� ÿK

/

X2

j�1

Qj

2pT
xi ÿ xwj

d2
ij

 !
;

Vy�xi; yi� � ÿK
/

oh
oy
� ÿK

/

X2

j�1

Qj

2pT
yi ÿ ywj

d2
ij

 !
;

in which

K � 20 m=day;

/ � 0:2;

Q1

2pT
� ÿ1 �for the injection well�;

Q2

2pT
� 1 �for the pumping well�;

dij �
�����������������������������������������������
�xi ÿ xwj�2 � �yi ÿ ywj�2

q
;

xw1 � 0 m; yw1 � 0 m; xw2 � 200 m; yw2 � 0 m:

Here, h is the piezometric head, K the hydraulic con-
ductivity, / the porosity, (xi, yi) the location of the ith
node, dij the distance between the ith node and the jth
well, (xw1; yw1) and (xw2; yw2) are the locations of the in-
jection and pumping wells, respectively, T is the trans-
missivity of the con®ned aquifer, and Vx�xi; yi� and
Vy�xi; yi� are the x and y components of the velocity at
the ith node. The particle velocity at a point within an
element is obtained by the bilinear spatial interpolation
(1).

Three considered particles, denoted as particles I, II,
and III, are initially located at points A (20 m, 0),

Fig. 8. Flow subdomain with coarse and ®ne meshes in the two-well system.

Fig. 7. Relationship between the number of tracking steps and of it-

erations in the TSS as functions of the ATTI size.
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C (20 m, 20 m), and E (0, 20 m), respectively. For
comparison, the exact solutions of the travel time and
the displacement of these particles are obtained by the
PPT with a very small tracking time, dt � 0:01 day.
These exact travel times for the particles to reach their
corresponding end points, B (180 m, 0), D (180 m, 20 m),
and F (200 m, 20 m), are 61.63, 85.38, and 237.30 days,
respectively. It should be noted that such solutions, with

respect to the assumed bilinearly interpolated velocity
®eld within an element, may not be equal to their re-
spective analytical ones in the real velocity ®eld.

Fig. 9(a) shows that in tracking particle I along y� 0
from A to B, no distortion of the tracked path is found
in all alternatives. However, the travel time for the given
displacement AB is slightly underestimated, or the par-
ticle passes beyond the exact end point B for the given

Fig. 9. Comparison of particle tracking results obtained by di�erent methods for steady ¯ow in the two well system.
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travel time (61.63 days). For the EPT with the coarse
mesh, the particle ends at (182.4 m, 0). This error stems
mainly from the tracking steps close to the injection and
pumping wells, where the velocity varies signi®cantly.
By mesh re®nement for the EPT or path re®nement for
the PPT, the error is reduced signi®cantly. The same
conclusions are reached for tracking particle II
(Fig. 9(b)).

The EPT results in a large error in determining the
end point of particle III for the given travel time
(Fig. 9(c)). The particle ends at (195.1 m, 53.3 m) in the
coarse mesh and at (198.8 m, 34.4 m) in the ®ne mesh.
The reason is that the EPT does not track the particle by
the average-velocity in four tracking steps in the coarse
mesh and three steps in the ®ne mesh (the Newton±
Raphson iterative process does not converge). Com-
pared with the solution of the EPT with the ®ne mesh,
the PPT with adaptation of ATTIs provides more ac-
curate solutions at the expense of a slight increase in the
number of tracking steps. It can track the particle in all
steps by the average-velocity.

Fig. 10 shows that the PPT improves the accuracy of
particle tracking by reducing the ATTIs in the tracking
steps close to the two wells, where the velocity varies
signi®cantly in both magnitude and direction. Large
ATTIs are used in regions with smooth variations in
velocities.

Example 3. Unsteady ¯ow. Here, we continue to use the
same ¯ow subdomain and the given travel times as in
Example 2. Let us assume that the unsteady ¯ow is
produced by setting the x-component of the nodal
velocity at the starting and end times of the TSS as 0.5
and 1.5 times its counterpart in steady ¯ow, respectively.
The y-component remains unchanged. It is assumed that
the temporal velocity variation is linear in the TSS.

Fig. 11(a) shows that in the case of tracking particle I,
the same results are obtained in the di�erent alternatives
for the particle's end point as in the corresponding
steady ¯ow (Example 2). The approximation of tem-
porally averaged velocity in the TSS produces large

errors in the middle of the tracking process. However, it
does not a�ect the determination of the particle's end
point. In this case, the particle velocity does not change
its direction during the entire tracking process. The
tracking error resulting from the increase in particle
velocity in the ®rst half period of the TSS, caused by the
temporal averaging, is completely compensated for by
that resulting from the decrease in particle velocity in the
second half. In transient ¯ow, when the velocity ®eld
exhibits small or no variations in direction, the EPT,
with this temporally averaged velocity, can result in the
particle tracking being as accurate as in steady ¯ow.

However, with both coarse and ®ne meshes, the EPT
produces large errors in tracking particles II and III
(Fig. 11(b) and (c)). A signi®cant distortion of the
tracked paths is observed. This stems mainly from the
approximation of the temporal averaging of velocity in
the TSS (since the travel time between the starting point
and the exit point with a tracking step is not known until
the exit point is determined [1,12]). In this unsteady
¯ow, the local velocity varies signi®cantly in its direc-
tion. Once the travel time in a tracking step is not ac-
curately estimated, it has an adverse e�ect on the
following tracking steps. This produces a distortion of
the tracked path. Moreover, the adverse e�ects of this
approximation are not overcome by mesh re®nement.

The PPT with the adaptation of tracking time pro-
vides accurate results in tracking all three particles. The
tracking time in each tracking step is automatically
adapted on the basis of the complexity of the local ve-
locity ®eld through which the particles pass. The travel
time is known (� the set ATTI) for most tracking steps,
except in steps in which the particle encounters an ele-
ment boundary before it completely uses up the set
ATTIs. In most tracking steps, iterations are needed
only for determining the end point in each TTI. In the
PPT, the only approximation introduced is the re-
placement of the mean tracking velocity, ~V

P

i , by the
simple average velocity, �V

P

i . The error caused by this
approximation is controlled by the two particle velocity
indices. Therefore, the proposed algorithm can

Fig. 10. Adaptation of the ATTIs (dti) in tracking particles I (a), II (b), and III (c).
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accurately and e�ciently track particles in a complicated
unsteady ¯ow. In particular, the present algorithm im-
proves the accuracy of particle tracking in a local ve-
locity ®eld with signi®cant variations in a heterogeneous
¯ow ®eld.

5. Conclusions

The adaptive pathline-based particle tracking algo-
rithm is developed to improve the accuracy in the
evaluation of the Lagrangian concentration in the

Fig. 11. Comparison of particle tracking results obtained by di�erent methods for unsteady ¯ow in the two-well system.
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Eulerian±Lagrangian method for the solution of advec-
tion-dispersion problems. The main idea is to split the
travel time (in a transport simulation time step) into a set
of smaller travel time increments, so that the linear ap-
proximation of mean tracking velocity produces accurate
tracking in a quasi uniform ¯ow within each increment. In
this way, a high accuracy is obtained, since exact tracking
can be achieved for a uniform ¯ow ®eld. The accuracy of
particle tracking is improved by re®ning the particle
tracking process along element boundaries on an inter-
element basis and by subdividing the travel time along the
particle's path into a number of travel time increments
(TTIs). In this algorithm, the inter-element re®nement,
consistent with the piecewise interpolation of velocity,
and the in-element path re®nement, are combined.
Tracking errors are controlled by practical criteria related
to the rate of variation in particle velocity (in magnitude
and direction), and they are used to ensure quasi-uniform
particle velocity within a TTI. A bilinear spatial and
temporal interpolation of particle velocity is used to avoid
the error introduced by the stepwise temporal approxi-
mation used in most existing models. The e�ciency of the
particle tracking is improved by adapting the tracking
time in each tracking step. This adaptation is based on
two particle velocity indices and on their given criteria.

The performance of the proposed technique is com-
pared with that of the existing element-based tracking
algorithm with the help of three complicated ¯ow situ-
ations. The results demonstrate that both the proposed
algorithm, with path re®nement, and the existing one,
with mesh re®nement, can provide accurate particle
tracking results in a complicated steady ¯ow. The pro-
posed algorithm improves the e�ciency of particle
tracking by locally subdividing the tracking process in
regions where the velocity varies signi®cantly into more
tracking steps than in regions with smooth variations in
the velocity. However, in unsteady ¯ow, with signi®cant
temporal variations in the velocity ®eld in both magni-
tude and direction, the element-based algorithm pro-
duces large tracking errors with a signi®cant distortion
of the tracked path, while the proposed algorithm pro-
vides accurate and e�cient results. Moreover, the pro-
posed algorithm performs very well in any complex
steady/unsteady ¯ow, independent of the mesh and the
size of transport simulation step.

Appendix A. Acronyms and basic de®nitions

Following is a list of de®nitions and acronyms em-
ployed in the text:
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