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Summary of Progress

Over the past three months we have made slower progress than desired due to other obligations of the team members.  We do, however, have several things to report.  Following the submission of our paper to the Astrophysical Journal, we received a relatively favorable referee’s report.  The referee did point of several shortcomings of the paper, which took Bazell and Miller several weeks to remedy.  None of the changes affected the results of the paper but rather required rethinking of the algorithmic description and the organization of one of the sections of the paper.  We believe this produced a more readable paper that could be understood by non-experts.   Hopefully the referee agrees.
Borne has been compiling a galaxy merger database for us to use in our effort to automatically identify merger candidates.  He found that the 2dF Galaxy
Redshift Survey data has a classification of galaxy-galaxy merger as one of it classes.  This will be useful for training and validation.  He is attempting to cross reference with the SDSS Data Release 2 and with IRAS data since we can assume all Ultra-luminous Infrared Galaxies are interacting or merging (at about the 99% confidence level).  
Bazell has been pursuing clustering with constraints.  He has been upgrading some of the algorithms he developed and hopes to be retesting them soon with ESOLV data, SDSS data, and our new merger database, when it is completed.
Bazell has also been looking at using the class discovery algorithm created by Miller in a purely semi-supervised form, rather than doing class discovery too.  We want to compare semi-supervised learning with supervised learning without the complications of class discovery and see if the new algorithm performs better than standard supervised learning algorithms.  

Miller has been testing a new version of the class discovery algorithm that eliminates some of the free parameters that must be set by the user.  Initial testing shows comparable to slightly worse performance than our current method.  Additional algorithm tweaking needs to be done and some more testing before it is ready for prime time.
Problems and Issues

None to report.
Plans for Next Quarter

Compare the class discovery algorithm with supervised algorithms when using data sets with only known classes, i.e., no classes to “discover”.
Compile merger data set.

Continue work on new version of class discovery algorithm.

Continue work on clustering with constraints.
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