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Abstract— In this paper, analytical bounds on the performance of interleavers used at the encoder side. Each decoder performs
parallel concatenation of two codes, known as turbo codes, and serial Weighted soft decoding ofthe input sequence. Biterror prob-

concatenation of two codes over fading channels are obtained. Based e _
on this analysis, design criteria for the selection of component trellis abilities as low as 1® at Eo/No = —0.6 dB have been

codes for MPSK modulation, and a suitable bit-by-bit iterative decod- ~ Shown by simulation [11] using codes with rates as low as
ing structure are proposed. Examples are given for throughput of 2 1/15. Parallel concatenated convolutional codes yield very

bits/sec/Hz with 8PSK modulation. The parallel concatenation exam- ; ; _
ple uses two rate 4/5 8-state convolutional codes with two interleavers. large COdmg gains (10 11 dB) atthe expense of a data rate

The convolutional codes’ outputs are then mapped to two 8PSK mod-  '€duction, or bandwidth increase.

ulations. The serial concatenateq code example uses an _8-state outer In [4] we merged TCM and PCCC in order to obtain Iarge

code with rate 4/5 and a 4-state inner trellis code with 5 inputs and . . high idth effici

2x8PSK outputs per trellis branch. Based on the above mentioned de- coding gains and 9 bandW|d_t efficiency. In [_14] and [13]

sign criteria for fading channels, a method to obtain the structure of we suggested merging TCM with the recently discovered se-

the trellis $0d§\/\\/\/gl,1\lmaxcijmumgiversiéy istgopfﬁeg-fscjmu'aﬁo” fef“!;ﬁ rial concatenated convolutional codes (SCCC) [12], adapt-

ggfge'(‘:'fghgrnnel Stétiqnfi?r;?a&pne?cgg ayleigh tading channetwi ing the concept of iterative decoding used in parallel con-
catenated codes. We refer to the concatenation of an outer

convolutional code with an inner TCM as serial concatenated

TCM (SCTCM).

Trellis coded modulation (TCM) proposed by Ungerboeck o1 narallel concatenated trellis coded modulation

in 1982 [1] is now a well-established technique in digital (PCTCM), also addressed as “turbo TCM”, a first attempt
communications. Since its first appearance, TCM has 9€Nemploying the so-called “pragmatic” approach to TCM was
erated a continuously growing interest, concerning its the- yascribed in [5]. Later, turbo codes were embedded in mul-
oretical foundations as well as its numerous applications,ti|eve| codes with multistage decoding [7]. Recently [8],
spanning high-rate digital transmission over voice circuits, punctured versions of Ungerboeck codes were used to con-
digital microwave radio relay links, and satellite communica- ¢i.,ct turbo codes for 8-PSK modulation. In [4] a different
tions. Inessence, itis atechnique to obtain significant COdingapproach to construct PCTCM was proposed. Results in [4]
gains (3-6 dB) sacrificing neither data rate nor bandwidth. - g,y that the performance of the proposed codes is within 1
Turbo codes represent a more recent development in theyg trom the Shannon limit at bit error probabilities of 70
coding research field [2], which has raised large interest in,,or AWGN channels.
the coding community. They aparallel concatenated con- . . .
volutional code$PCCC) whose encoder is formed by two (or 'T‘ this Paper we used tu_rbo trelh_s coded modulation and
more)constituensystematic encoders joined through one or genal trellis coded m.odulatlo'n as dlscus.sed'above, over.fad—
ing channels for mobile satellite communications. Forfading

more interleavers. The input information bits feed the first h | leiah fadi ician fading
encoder and, after having been scrambled bytheinterleaver? annels, we assume Rayleigh fading. Rician fading is actu-

they enter the second encoder. A codeword of a par‘,:l"elallyabettermodelfor mobile satellite communications since

concatenated code consists of the input bits to the first enthere is LOS (line-of-sight), but when an omni-directional

coder followed by the parity check bits of both encoders. antennais used and LOS is blocked by trees, poles, or build-

Analytical performance bounds for PCCC with uniform in- ings Rayleigh fading can be used as a worst-case scenario.
terleaver and maximum likelihood receiver were obtained

in [3], and [6] for AWGN channel, and in [16] for Rayleigh II. ANALYTICAL BOUNDS ON THE PERFORMANCE

fading channel with binary modulation. OF CODES OVER FADING CHANNELS
The (suboptimal) iterative decoding structure [15] is mod-
ular, and consists of a set of concatenated decoding modules, Consider arin, k) block codeC with code rateR; = k/n
one for each constituent code, connected through the samgnd minimum distanck,,. An upper bound on the condi-
The research described in this paper was carried out at the Jet PropulPlonal bit-error prpbablhty of the bIO(?k code c_)ver fa_dmg
sion Laboratory, California Institute of Technology, under contract with the channels, assuming coherent detection, maximum likelihood

National Aeronautics and Space Administration. decoding, and perfect Channel State Information (CSI) can

I. INTRODUCTION



be obtained in the form

Input data Cq !
nok o h > .y — >
Poelp) = D D L ALnQ( |2ReEn/No Y pP) (1) ¢ P
h=dnmin w=1 i=1 To modulator
and channel
where Ep/ Ny is the signal-to-noise ratio per bit, am&ﬁ!h _ = Ny
for the block codeC represents the number of codewords of 'mer,'\fa"er - . S o
the block code with output weightassociated with an input ¢ TPz

sequence of weight. Aﬁyh is the input—output weight co- ) )

efficient (IOWC). The Q function can be represented as [17] Fig. 1. Parallel Concatenated Convolutional Codes (PCCC).

Q) = 1 /% 2 do < }ef%z @ A Computation of input—output weight coefficient IOWC)
7 Jo = AR, for PCCC (turbo codes)

To obtain the unconditional bit error rate, we have to Uniform Interleaver. A crucial step in the analysis of con-
For simplicity assume independent Rayleigh fading samplesn€ actual interleaver that performs a permutation offthe
coder and a deinterleaver before the decoder. Thus the fadl€aver [3], defined as a probabilistic device that maps a given
ing samplegy are independent identically distributed (i.i.d.) nPutword of weightv into all distinct(}}) permutations ofit
random variables with Rayleigh density of the form with equal probabilityp = 1/ (). An example foN = 4,

w = 2 is shown in Fig. 2
f(p) = 2,097”2 p =16 0011

0101

Using (2) and results in [10], by averaging the conditional

bit error rate over fading we obtain 1001

o101 > Uniform

Intereaver 1010

177 &N Kw sin?g h
e <= —AC do
Po(®) = n/O 2 kwh [sinZO—l— Rch/NJ He

h=dnin w=1 L N
(3) 0110
We can further upper bound the above result and obtain [10]

Fig. 2. The action of a uniform interleaver of length 4 on sequences of
weight 2

1 n k w 1 h
Po(e) < > Z Z ?Ag,h [m} (4) Using the concept of uniform interleaver, i.e., averaging
h=hm w=1 ° the P,(e) over all possible interleavers, we can obtmﬁfh

Extension of resultstoindependent Rician fading is straightf-Or tL_”bO codes.
forward (see for example [10]). All these results apply to ~ Viththe knowledge of thé\.",, for codeC;, andAy, for
convolutional codes as well, if we construct an equivalent codeCz, using the concept uniform interleaver, IOWAG,
block code from the convolutional code. Obviously results for PCCC can be obtained as follows. The main property of
app|y also to concatenated codes induding para||e| and sethe uniform interleaver is that it transforms an input block of
rial concatenations. As soon as we obtain the input-outputveightw atthe input of the encodéy into allits distinct( )
weight coefficientsAS |, for a particular code we can com- Permutations. As a consequence, each input block of code

pute the performance. C, of weightw, through the action of the uniform interleaver,
enters the encod€; generating V) input-words of cod€,.
III. PARALLEL CONCATENATED CONVOLUTIONAL Thus, the_numbeA&hl,hz of Co_deword_s of the PCCC with
Copes output weightdh,,andh, associated with an input sequence

The structure of a parallel concatenated convolutional codeof weightw is given by
(PCCC) or “turbo code” is shown in Fig. 1. Figure 1 refers ACH AC:
to the case of two convolutional codes, cddgwith rate AC"h b= w,hy X P hy
Rl = p/qi, and codeC, with rate R? = p/q,, where the T (3)
constituent code inputs are joined by an interleaver of length

1R2 .
N, generating a PCCCp, with rateR; = R§C+che§' Note that WhereAgf’hLhz is related toAf}f'h as
N is an integer multiple op. The input block lengthk = N_, ACh Z AC?
and the output codeword length= n; + n, as shown in w,h = w,ha.hy

. ha,hy:
Fig. 1. hy+hp=h




Bit Error Rate

Example 1.Consider a rate 1/2 PCCC formed by two iden- the exponenty, into the expression for bit error rate approx-

tical 4-state convolutional codes: Co@e with rate 2/3 and  imated by keeping only the term of the summatiohinand

codeC, with rate 1/1 (this is obtained by not sending the h, corresponding th; = hi(ay), andh, = ha(ay), yields

systematic bits of the rate 2£3, convolutional code). The O torr4 rert

inputs of encoders are joined by a uniform interleaver of . 1 1

lengthsN = 50, 100 and 256. Both codes are systematic Nlmo Pb(®) = BN [TRCE} )

and recursive, and are shown in Fig. 3. Using the previously No

outlined analysis for PCCC, we have obtained the bit-errorwhereB is a constant independent Nf.

probability bounds shown in Fig. 3. The performance is ) )

shown both for AWGN and Rayleigh fading channels. IV. Parallel Concatenated Trellis Coded Modulation
The basic structure of parallel concatenated trellis coded

modulation is shown in Fig. 4.
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Fig. 4. Block Diagram of the Encoder for Parallel Concatenated Trellis
Coded Modulation.

& Capacty _ Capacity of This structure uses two ratg% constituent convolutional
1074 OfO{\Z\AQGBN RaY'el'%h dFBad'ng codes. The first most significant output bits of each convo-
= Input block size (bits) lutional code are only connected to the shift register of the
a 1 2 a2 a2 s & 7 8 o 10 TCM encoder and are not mapped to the modulation sig-
Ep/No, dB nals. The lasb + 1 least significant output bits however are
mapped to the modulation signals. This method requires at
Fig. 3. Performance of rate 1/2 PCCC over AWGN and Rayleigh Fading least two interleavers. The first interleaver permuteshthe
Channels least significant input bits. This interleaver is connected to
theb most significant bits of the second TCM encoder. The
The reason for SUCh a good performance of turbo codes issecond interleaver permutes thmost significant input bits.

that the coefﬁments— decrease with interleaver size. For This interleaver is then connected to théeast significant
bits of the second TCM encoder.

large interleavers the maximum componen@@» or equiv-
Ce A. Design Criteriafor PCTCM over Rayleigh Fading Chan-

w,h hy

alently A 52, over all input weightsy and output weights nels
h; andh,, is proportional tdN“™, with corresponding output
weightsh(aym), andhy(ay). If both convolutional codes
are recursive (i.e., the output weight due to input weight one
is very large) themryy < —1. (This occurs forw = 2.) Any
other choice of encoders resultgig > 0. Whenuy, is neg-
ative we say that we have “interleaving gain”. The negative
value ofayy implies that the exponents of in the bit error
rate expression are always negative integers. Thus, for alfhould be modified to

To extend the asymptotic results we obtained for binary
modulation to M-ary Modulation (e.g. MPSK), It repre-
sent the sequence of M-ary output (complex) symipxls}
of trellis code (i = 1, 2). Complex symbols have unit aver-
age power. Lex’; represent another sequence of the output
symbols{x/ ;} fori = 1, 2. Thenthe above asymptotic result

h = h; + hy, the coefficients of the exponentshrdecrease 1

with N, and we always have anterleaving gain9]. Po(e) ~ BN! H X
Defined: ;e as the minimum weight of codewords of men | 14+ [Xn — X1 n1|2RC4N0

a recursive cod€;, i = 1, 2 generated by weight-2 input

sequences. We call it the effective free Hamming distance 1

of a recursive convolutional code. To maximize theer- 1 5
leaving gain i.e., minimize N*» corresponding to output neenz | 1+ Xan, =X, RC4N0

weighth; (ay), andha(am) we should maximize thé ¢ e+, where, fori = 1, 2, n; is the set of alh; with the smallest
i =1,2. The sunty rerr + U2 1.eff represents the effective  cardinalityd; 1 efs such thatx n, # X/ n Thend, et rep-
free distance of the turbo code [9] [11]. Thus, substituting resents the minimunM-ary symbol) Hamming distance of



trellis codd (i = 1, 2) corresponding to input Hamming dis-
tance 2 between binary input sequences that producs .
Thed teff, i = 1, 2is also called the minimum diversity of
trellis code . We note that the asymptotic result on the bit er-
ror rate is inversely proportional to the product of the squared
Euclidean distances along the error event paths which result 16®;
in di et i=1,2. Therefore the criterion for optimization of
the component trellis codes is to maximize the minimum
diversity of the code and then maximize the product of the
squared Euclidean distances which result in minimum diver-

Sity. 5% AWGN

iteration=5

Fading

iteration=5

10

Bit Error Rate

iteration=6

B. 2 bits/sec/Hz PCTCM with 8PSK for AWGN and Fading ]
Channels 1073

iteration=6

The code we propose has= 2, and employs 8PSK mod- .
ulation in connection with two 8-state, rate 4/5 constituent  *° o o o 7
codes. The selected code uses reordered mappibng:bif, by Ey/Ng. dB

represents a binary label for natural mapping for 8PSK,

whereb, is the MSB andy, is the LSB, then the reordered Fig. 6. BER Performance of Parallel Concatenated Trellis Coded 8PSK, 2

mapping is given byb,, (by + by), bp. The effective Eu- bits/sec/Hz.
clidean distance of this code & .;; = 5.17 (unit-norm
constellation is assumed), using two interleavers.
The structure of this code is shown in Fig. 5, and its BER r—— - ————— =
for AWGN and Rayleigh fading channels in Fig. 6. —I'> ouTeR > nIERLEAVER D INNER ﬁ
b4 RATE = g/p > P  RATE=pm -
. I B
b2 Fig. 7. Serial Concatenated Convolutional Codes (SCCC).
bl >
g&»@ ! B»&—@—&» A. Computation of input—output weight coefficient (IOWC)
s ASs, for sCCC

[ ][ ]

Using the concept of uniform interleaver, i.e., averaging
P, (e) over all possible interleavers, we can obtmﬁfh for

serial concatenated codesg?h is the number of codewords
of the SCCC with weighh associated with an input word
of weightw. A similar definition applies to input—output
\ ¥ \ ) weight coefficients (IOWC) of the outer code denoted by
”@T’E’+ D AS, and to IOWC of the inner code denoted B, .

With the knowledge of thé\$", for the outer coded’, for

Fig. 5. Parallel Concatenated Trellis Coded Modulation, 8PSK, 2 the inner CO((:I:e, and using the concept _Of uniform interleaver,
bits/sec/Hz. the IOWC A5, for SCCC can be obtained as follows. We

recall that a uniform interleaver transforms a codeword of

weight| at the output of the outer encoder into all its dis-

tinct (V) permutations. As a consequence, each codeword

of the outer code&C, of weightl, through the action of the

uniform interleaver, enters the inner encoder generdting

The structure of a serially concatenated convolutional codecodewords of the inner cod®. Thus, the numbeASS, of

(SCCC)is shown in Fig. 7. Figure 7 refers to the case of two codewords of the SCCC of weightassociated with an input

convolutional codes, the outer co@g with rateR? = q/p, ~ word of weightw is given by

and the inner cod€; with rate R, = p/m, joined by an N nCo c

interleaver of lengthN bits, generating an SCCCs with ACs Z Ast X Ak

rate R. = k/n. Note thatN must be an integer multiple of w.h — (N)

p. The input block size ik = Nqg/p and the output block !

size of SCCCis1 = Nm/p. Example 2.Consider a rate 1/2 SCCC formed by a 4-state

AW T x AW TV®

V. SERIALLY CONCATENATED CONVOLUTIONAL
CODES



Bit Error Rate

convolutional codeC, with rate 1/2 and an inner 2-state corresponding tth = h(ay), Yyields
convolutional codeC; with rate 1/1 (this is obtained by not
sending the systematic bits of the rate T{2convolutional

0 yi
dfdf.eff

2
code). The two codes are joined by a uniform interleaver. lim Py(e) ~ BeuenNd‘f)/z[;E (6)
Input blocks of lengtiN = 50, 100 and 256 were consid- N=oo 1+ R
ered. The outer code is a nonrecursive code, the inner COd@vhereBe,,en is a constant independent if
is systematic and recursive, and the generators are shown in Ford? odd, the value oh(ay) is given by
Fig. 8. Using the previously outlined analysis for SCCC,
we have obtained the bit-error probability bounds shown in d? — 3)dif_eff ®
Fig. 8. The performance was obtained both for AWGN and hlem) = —————— +hy 7

Rayleigh fading channels. Comparing to Fig. 3, the perfor-

mance of SCCC is better than PCCC both over AWGN andwherehﬁ) is the minimum weight of sequences of the inner
fading channels. code generated by a weight-3 input sequence.

Thus, substituting the exponeany; into the expression for
bit error rate approximated by keeping only the term of the
summation irh corresponding tth = h(ay) yields

10°

(d2—3)di

7 ret  h®

o 1 ‘ "
lim Py(e) ~ BoggN ™ +0/2| ——
N— o0 ° 1+ RCEI_E

(8)
whereByyq is a constant independent Nf.
VI. Serial Concatenated Trellis Coded Modulation

The basic structure of serially concatenated trellis coded
modulation is shown in Fig. 9.

T
-7 € c
10 4 .
k=100 "~ k=256 Data 3L
| QU] TU || Inner »| Mapping |- G <
;8 Code > Code > Mapping 3
16°; 2b 2b+1 2b+2 a2
o]  k=Input block size (bits) k=256 ¥
10 - - - : . . . . .
0 1 2 3 4 5 6 7 8 9 10 Fig. 9. Block Diagram of the Encoder for Serial Concatenated Trellis Coded
Modulation.

Ep/No. dB

Fig. 8. Performance of rate 1/2 SCCC over AWGN and Rayleigh Fading We propose a novel method to deS|gn serial concatenated

Channels TCM for Rayleigh fading channels, which achieves
. b bits/sec/Hz, using a rateb2(2b + 1) non-recursive bi-
For large interleavers the maximum componentf\ﬁsﬁ nary convolutional encoder .with maximum free Hamming
over all input weightsw, and output weights is propor- dlstanc'e as outer code. We |r'1terleave. the output of the outer
tional to N“™ with corresponding output weightga). If code with arandom permutation. The interleaved data enters

the inner convolutional code is recursive (i.e., with feedback) & '2t&(2b+1)/(2b+-2) recursive convolutionalinner encoder.
do+1 The 20+ 2 output bits are mapped to two symbols belonging

2 i to a 2** level modulation (four dimensional modulation).
tance of the outer convolutional code. In this way, we are usingtRinformation bits for every two
The value ofvy shows that the exponentsiifare always  modulation symbol intervals, resulting rbit/sec/Hz trans-
negative integers. Thus, for ail, the coefficients of the  mission (when ideal Nyquist pulse shaping is used) or, in
exponents irh decrease witiN, and we always have an  other wordsp bits per modulation symbol. For the AWGN
“interleaving gain”. channel the inner code and the mapping are jointly optimized
Define di o as the minimum weight of codewords of pased on maximizing the effective Euclidean distance of the
the inner code generated by weight-2 input sequences. Wenner TCM. The optimum 2-state inner trellis code is shown
obtain a different weighb(aw) for even and odd values of i Fig. 10. The effective Euclidean distance of this code is
df. For everd, the weighth(am) associated to the highest 1 .76 (for unit norm constellation) and its minimum M-ary

thenay = —

whered? is the free (minimum) dis-

exponent ofN is given by Hamming distance is 1.
d‘f’dif,eff A. Design Criteria for SCTCM over Rayleigh Fading Chan-
ham) = 2 nels

Substituting the exponeat, into the expression for bit error To extend the asymptotic results obtained for binary mod-
rate, approximated by only the term of the summatioh in ulation to to M-ary modulation (e.g., MPSK), criteria simi-



by —> —> X2 theb most significant bits of the input label to the first
,é constellation with 271 points by retaining only th®

bz —> . X1 most significant bits of the Gray code mapping for the
constellation. Use the same assignment foriteast
7 X

by > significant bits of the input labels; the middle bit in the
input label represents the overall parity check bit.

>
bq L Yo 3. A sufficient condition to have very large output Eu-
)é clidean and M-ary symbol Hamming distances for in-
bo L Y1 put sequences with Hamming distance 1, is that all input
labels to each state be distinct.
VYo 4. Assign pairs of input labels and 4-dimensional signal
‘H@‘)@O points to the edges of a trellis diagram based on the

design criteria in subsection VI-A.

To illustrate the design methodology we developed the fol-

Fig. 10. Optimum 2-state inner trellis encoder for SCTCM witiBPSK |owing examples_
Modulation.

C. Examples of the Design Methodology

lar to those discussed for parallel concatenated trellis codedExample 1: Set partitioning d38PSK and input labels’
modulation (PCTCM) are now applied to serial concatenatedassignment.

trellis codgd modulation (SCTCM). The interleaving gain is

still N~19 /21 however now the minimum diversity is Let the eight phases of 8PSK be denoted by
d?dg.eff for evend®, and <d?—32>d'f,eff +h® for oddd?, where {0,1,2,3,4,5,6, 7). Consider the 2PSK signal sef\; =

d .¢; represents the minimum (M-ary symbol) Hamming [©, g)’ fl’ 3, 2 6){1 @, 1)’h(4’ 4,57, (6,2), 7, 5)]H q
distance of the inner trellis code corresponding to input Ham- Each e eme_nt n t N seth a: two compc()jmlants. T Ie secon
ming distance 2 between binary input sequences to thetrellis‘:pmponent is 3 times the first one modulo 8. Also con-

code that produce ;. Therefore the criterion for optimiz- 3|3der the 2 BPSK s6ig(r51al SeéBO = [(t?’ OI)’ (1,5), (th)’
ing the inner trellis code in SCTCM is to maximize the min- (3.7, (4.4, (51),(6.6), (7,3)]. Each element in the set

imum diversity of the code and then maximize the product has two components. The second component is 5 times the

of the squared Euclidean distances which resultin minimumgrSt one mlodulo 8'_ For tﬂese _se;s, thg I:amr_nl_ng d'St?nﬁe
diversity. For oddi?, first we maximized; ., then among etween elements in each set s 2, and the minimum of the

. . i L . roduct of re Euclidean distances is the largest ible.
the codes with maximurd ., we maximizeh(?, the min- product of square Euclidean distances s the largest possible

) | . . . The following sets are constructed froAy and By as:
imum (M-ary symbol) Hamming distance of the inner trellis

: : : : Az = Ao+ (0,2, Ay = Ao+ (0,4), As = Ao+ (0,6),
code corresponding to input Hamming distance 3 betweenA — By +(0.1) As = B+ (0.3), Ac = By + (0.5)
binary input sequences to the trellis code that prodijge 1=0 ) T8 = PO P S = 0 NG

As is seen from the previous results, ladfeproduces large Az = Bo+(0, 7), where addition is component-wise modulo
. . : prey i ' ® g 8. Map the first and last 2 bits of input labels to the 8PSK sig-
interleaving gain and diversity.

nals as{00, 00,01, 01, 11,11,10,10} = {0,1,2,3,4,5,
6, 7}.
The fifth bit for the input label is the parity check bit. Use
The proposed design method is based on the followingan even parity check bit for signal setg, A4, A1, As and
steps: an odd parity check bit for signal sefg, As, Az, A;. This
completes the input label assignments to signal sets.

1. Thewellknown set partitioning techniques for Rayleigh  Now the Hamming distance between input labels for each
fading channels using multidimensional signal sets aresetA; i=0,1,2,..,7, is at least 2 and the corresponding M-
used (see for example [10] and the references therein)ary Hamming distance between signal elements in each set

2. Theinputlabels’ assignmentis based on the codewordss 2. Consider a 4-state trellis code with full transition. As-
of the parity check codé@b + 1, 2b, 2) and its set par- ~ sign Ao, Az, A4, As, to the first state, and\;, Az, As, A;
titioning, to maximize the quantities described in the to the second state, and permutations of these sets to the
design criteria subsection. The assignment of code-third and fourth states. This completes the input label and
words of the parity check code to the 4-dimensional 2x8PSK signal set assignments to the edges of the 4-state
signal points is not arbitrary. We would like some- trellis. Therefore the minimum Hamming distance of the
how to relate the Hamming distance between input la- 4-state trellis code is 2. At this point to obtain a circuit that
bels to the Euclidean distance between correspondinggenerates this trellis we need to use an output label. We used
4-dimensional signal points, under the constraint that reordered mapping as it was discussed before to obtain the
the minimum Hamming distance between input labels circuit for the encoder.
for parallel transitions be equal to 2. To do so: Assign  The implementation of the 4-state inner trellis code is

B. Design Method for Inner TCM



shown in Fig. 11. The ROM maps 32 addresses in the rangew—l’—x

of 0 to 31 to a single output. The 32 binary outputs can be

summarized in hex as 3A53ACCS5.

b4 ; > ®
> [ >é3 8

bs Ty <

*,@ K
by b

| -0 T
bl > o

) ,
b « > o P
0 [BA1 s

ROM

Fig. 11. 4-state inner trellis encoder for SCTCM witt8PSK modulation
for Rayleigh fading.

VII. Simulation of Serial Concatenated Trellis Coded
Modulation with Iterative Decoding

Bit Error Rate

\J \
\J \\V-.._iteration=4
2 \\ 2-state
10 \lterallun:A . A\ L
2-state iteration=6 \\
2-state
3 .
107 Fading E
AWGN
1074- \ L
iteration=6 \\
2-state ) ) \
5 iteration=4 |
107 4-state | 3
10°% \\ L
107 \\_
168 . . ‘ .
3.0 4.0 5.0 6.0 7.0
Ep/No. dB
Fig. 12. Performance of Serial Concatenated Trellis Coded Modulation,

(8]

Inthis section the simulation results for serial concatenated
TCM, with 2x8PSK over the Rayleigh fading channel are [9]

presented. For SCTCM withBPSK, the outer code isarate

4/5, 8-state nonrecursive convolutional encoder wifth= 3,
andtheinner codeis the 4-state TCM designed 082 SK

in subsection VI-C. The bit error probability vs. bit signal-to-
noise ratioEy/ N, for various numbers of iterations is shown
in Fig. 12. The performance of the inner 2-state code is[11]

[20]

also shown in Fig. 12. This example demonstrates the power

and bandwidth efficiency of SCTCM, over a Rayleigh fading

channel at low BERSs.
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