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AHRQ Agency for Healthcare Research and Quality 

DARPA Defense Advanced Research Projects Agency 

DOE/NNSA Department of  Energy - National Nuclear Security Agency

DOE/SC Department of  Energy - Mathematical, Information, and 

Computational Science Division 

EPA Environmental Protection Agency 

NARA National Archives and Records Administration

NASA National Aeronautics and Space Administration 

NIH National Institutes of  Health 

NIST National Institute of  Standards and Technology 

NOAA National Oceanic and Atmospheric Administration 

NSA National Security Agency 

NSF National Science Foundation 

OSD and DoD Service research organizations, Office of  the Deputy, 

Under Secretary of  Defense (Science and Technology) 



Science is global and thrives in a world 

that is not limited to 4-dimensions

Image: Andrew J. Hanson

www.cs.indiana.edu/~hanson/
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Source:  Hans Moravec, “Robots After All,” 

Carnegie Mellon University, Aug. 2003

Increasing Computational Capacity and Capability



ENIAC, dedicated in 1946, was one of the first 

fully-functional digital computers, using 17,000 

vacuum tubes for up to 5,000 addition 

operations per second. Today’s petascale 

machines are designed to sustain more than 

one quadrillion (1,000,000,000,000,000) 

operations per second.  A calculation these 

machines could complete in a week would take 

a machine operating at ENIAC speeds several 

billion years.



TeraShake Simulation
Simulation of  7.7 

earthquake on lower San 

Andreas Fault 

 Physics-based dynamic 

source model – simulation of  

mesh of  1.8 billion cubes 

with spatial resolution of  200 

m

 Builds on 10 years of  data 

and models from the 

Southern California 

Earthquake Center

 Simulated first 3 minutes of  a 

magnitude 7.7 earthquake, 

22,728 time steps of  0.011 

second each

 Simulation generates 45+ TB 

data

Source: Fran Berman, Director, SDSC



Behind the Scenes – Enabling 

Infrastructure for

 Data Storage

 47 TB archival tape storage on 

Sun StorEdge SAM-QFS

 47 TB  backup on High 

Performance Storage system 

 SRB Collection with 1,000,000 

files

 Computers and Systems

 80,000 hours on 240 

processors of  DataStar

 256 GB memory p690 used 

for testing, p655s used for production 

run, TG used 

for porting

 30 TB Global Parallel file GPFS

 Run-time 100 MB/s data transfer from 

GPFS to SAM-QFS

 27,000 hours post-processing for high 

resolution rendering

 People 

 20+ people involved in information 

technology support

 20+ people involved in geoscience 

modeling and simulation

Source: Fran Berman, Director, SDSC
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Redefining “Computer”

•“All the calculations that would ever be needed in this country could be 
done on three digital computers."

-- Douglas Hartree, Cambridge, 1954 

•"There is no reason for an individual to have a computer in their home." 

-- Ken Olsen, DEC, 1977

•“For the full year [2007], IDC said 269 million PCs were shipped worldwide” 

-- International Herald Tribune, January, 2008.

•"In a sense, there are only five computers on earth." 

-- Yahoo Research Chief Prabhakar Raghavan, December, 2007.

•“…some researchers at IBM believe that five computers may be four too many.” 

-- Nick Carr, The Guardian, February 21, 2008.
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“Sometime in the 2010s, if all goes well, the Large 

Synoptic Survey Telescope (LSST) will start to 

bring a vision of the heavens to Earth. Suspended 

between its vast mirrors will be a three billion-

pixel sensor array, which on a clear winter night 

will produce 30 terabytes of data. In less than a 

week this remarkable telescope will map the 

whole night sky …. And then the next week it will 

do the same again … building up a database of 

billions of objects and millions of billions of bytes.”

Nature 440:383



Source: public.web.cern.ch/Public/en/LHC/LHC-en.html 

Large

Hadron

Collidor

Physicists will use the 

LHC to recreate the 

conditions just after the 

Big Bang, by colliding 

two beams [of hadrons] 

head-on at very high 

energy. 



When LHC begins operations, it will produce 

roughly 15 Petabytes of data annually, which 

thousands of scientists around the world will 

access and analyse … The mission of the LHC 

Computing Project (LCG) is to build and 

maintain a data storage and analysis 

infrastructure for the entire high energy physics 

community that will use the LHC.

Source: public.web.cern.ch/Public/en/LHC/LHC-en.html 



“In 2006, the amount of 

digital information created, 

captured, and replicated was 

1,288 x 1018 bits (or 161 

exabytes) … This is about 3 

million times the information 

in all the books ever written”



Source: John Gantz, IDC Corporation

The Expanding Digital Universe
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The End of Theory: The Data Deluge Makes the 

Scientific Method Obsolete

Google's founding philosophy is that we don't 

know why this page is better than that one: If 

the statistics … say it is, that's good enough. No 

semantic or causal analysis is required. That's 

why Google can translate languages without 

actually "knowing" them (given equal corpus 

data, Google can translate Klingon into Farsi as 

easily as it can translate French into German). 

- Chris Anderson   Wired Magazine  06.23.08
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The Department of Defense’s ARPANET 

project, launched in 1966 to explore 

methods for “resource sharing among 

computers”, initially connected 4 nodes. 

Today’s Internet links more than 1.4 billion 

users over more than 200,000 networks 

worldwide; with 14 new users added every 

second. 





“New types of scientific 

organizations [that] 

serve individuals, 

teams and 

organizations in ways 

that revolutionize …

… what they can do, how they do it, and who participates.”  
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A Discovery Environment
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The Future: Next Generation Networking 

and Information Technology

 Emergent Cognition

 Beyond Virtual

 Pathways to Trust and Confidence



Emergent Cognition

Harness new levels of intelligence, intuition and perception that 

emerge as greater than the sum of the parts in the union of cyber, 

human, and social capabilities

Example: Enable the combined use of logic, 

analysis, and modeling; expert intuition and 

perception; and market judgment and crowd wisdom 

in understanding the properties and behavior of a 

global economy.



Beyond Virtual

Extend the envelope of capabilities by making the virtual and the 

physical one.

Example: Cognitive computing – Provide the ad 

hoc capability to access the full sensing, 

information, and computational capabilities of the 

every day objects around you to respond to an 

emergency or to an ordinary need.



Pathways to Trust and Confidence

Ensure the value to society of cyber systems is not limited by a lack 

of trust and confidence.

Example: Provide capabilities for identity 

management, information security, privacy 

protection, and tiered access to enable an 

electronic health records system that can be 

confidently used for individual patient care, public 

health, and biomedical research.



eLibrary -

•Computational capabilities

• Digital and physical repositories

•Digital environments for access and interaction 

by people, machines, and organizations

Single point of access connecting 

resources worldwide:

•Software tools and resources



Contact information:

greer@nitrd.gov


