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## Introduction

This report examines the potential of adaptive testing, two-stage testing in particular, for improving the data quality of the National Assessment of Educational Progress (NAEP). Following a discussion of the rationale for adaptive testing in assessment and a review of previous studies of two-stage testing, this report describes a 1993 Ohio field trial of two-stage assessment carried out, under the direction of the authors, by the National Opinion Research Center (NORC). The trial was part of a larger methodological study of science assessment at school-leaving age supported by the National Science Foundation (NSF) and the Office of Educational Research and Improvement (OERI). This report summarizes the instrument design, procedures, and results of the field trial and discusses implications for the conduct of assessment generally, and for NAEP specifically. A technical appendix outlines the measurement justification for two design prototypes and describes procedures used in analyzing the data.

## The Place of Adaptive Testing in Educational Assessment

A fundamental result of classical test theory is that, apart from the effects of guessing, dichotomously-scored test items supply the most information for measurement purposes when the probability of the examinee responding correctly is exactly one-half. Adaptive testing procedures use prior information about the examinee to choose test items that satisfy this requirement as closely as possible, while also having a strong relationship to the proficiency being measured. Such procedures require fewer items and less administration time-one-half to one-third or even less-than a conventional test with the same reliability. Different examinees will, of course, be presented by different items, but modern item response theoretic (IRT) methods of analyzing the data make it possible to estimate scores for the examinees comparably on the same proficiency scale.

The most efficient adaptive procedures, those requiring the fewest numbers of items per examinee for a given level of reliability, make use of computerized selection and presentation of items. Computerized adaptive testing (CAT) calculates a provisional value for the proficiency of the examinee after the response to each item, then chooses the next item from a set of highly discriminating items in the system's item pool that have near 50 percent probability of correct response at that value (see Wainer, 1990; Bock and Mislevy, 1982; Owen, 1969). When a large enough item pool is available, CAT applied in an unselected population of examinees can yield efficiencies three or more times greater than a nonadaptive test constructed from the same pool-that is, CAT can attain test reliabilities equal to that of a conventional test with three or more times as many items. The technology of CAT is now well developed: it is routinely available to college students taking the College Board Graduate Record Examination, it is presently being implemented by the Department of Defense for accessions testing with the Armed Services Vocational Aptitude Battery, and is gaining use in business and industry for personnel selection.

As computers become widely available in schools, the prospect of administering NAEP by CAT becomes very attractive. In addition to reduced testing time, many benefits to data quality would result. For example:

1. More flexible scheduling of testing: individual students can begin and end the CAT session at any time.
2. More varied item displays: dynamic diagrams, photographs, voice and sound via earphones, etc.
3. Less reliance on multiple-choice items: the student's keyword response can be a number, word, or several words that the computer's scoring protocol will classify as correct or incorrect.
4. Suppression of omitted items: a valid response is required for the next item presentation and random responding is reduced because the difficulties of the presented items are adjusted to the student's capacity.
5. Better measurement precision, especially in the tails of the proficiency distribution in the population of students.
6. Better motivation during the testing session: adaptive testing avoids presenting discouragingly difficult items to the examinee or items so easy as to make the test seem "dumbed down."
7. Elimination of present NAEP procedures of conditioning on student background characteristics in order to strengthen estimation of plausible scores: the conditioning on provisional estimates of student proficiency within the adaptive session is much stronger for this purpose than conditioning on background characteristics.

Computerized adaptive testing, however, has some disadvantages. It precludes the use of extended responses to problem solving exercises, essay questions, etc., which cannot be scored on-line by the computer. These types of exercises would have to be administered nonadaptively, perhaps in paper-and-pencil mode if diagrams, constructions, or calculations are involved that cannot be handled on the screen. An equally serious problem for CAT in assessment is the long development time required to create an effective and robustly operating computerized test. An item pool containing a large number of well-tested items is required, and the work of creating such pools will be heavy when the range of proficiency to be covered is large and more than one subject matter area is to be tested. To avoid the cost of preparing computer presentations of items that are later rejected, much of the item field testing must be carried out in paper-and-pencil mode. Further studies must then be conducted to adjust for presentation-modality effects. Until computers in the school become more standardized, especially in their keyboards and size and resolution of displays, similar studies may be necessary to allow for equipment differences. For these reasons, group administration of two-stage adaptive tests in paper-and-pencil mode could play an important role in the transition to a fully developed computerized system. It might also have a continuing place in occasional assessments of specialized subjects where the development costs of CAT could not be justified.

In two-stage paper-and-pencil testing, a highly discriminating first-stage test is administered to the examinee in order to classify him or her in one of several broad levels of proficiency in the subject matter. Subsequently, a second-stage test with items
optimized for measurement at the corresponding assigned level is administered to that examinee. Information in item responses at both stages is then combined to obtain a final best estimate of his or her proficiency. This method of testing can, on average, estimate IRT scale scores with measurement precision equal to that of a conventional test containing somewhere between two and three times as many items as the combined first- and second-stage tests. Although not as efficient as fully adaptive computerized testing, it is readily adaptable to present NAEP test administration procedures. It would have some but not all of the advantages of CAT. Features 1 though 4 of the above list would be lost, but 5,6 , and 7 would still be available in two-stage testing.

Two-stage also offers more flexibility in presenting constructed-response exercises in the second-stage. To respond to an essay prompt in CAT, the examinee would have to have adequate typing skills, or, to construct figures and diagrams, skills in using the pointing device. For the most part, constructed-response exercises in CAT would be suitable only for the older age groups tested by NAEP, whereas paper-andpencil exercises present no special problems for any of the groups. In either response mode the artifact, whether a computer file or a written page, has to be read and rated at a later time, as in current NAEP operations. Once the ratings are available, IRT scoring procedures can utilize optimally the greater amount of information that graded scoring conveys compared to correct-incorrect scoring.

In theory, since the graded rating scale categories extend over a range of proficiency levels, graded scoring should reduce the need for adaptive testing. In practice, however, presenting a task too difficult for the student often results in no response at all or an off-topic response. For this reason, open-ended exercises, such as annotated multiple-step exercises or essay questions, require pretesting for productivity in the target population of test takers just as multiple-choice items require pretesting for difficulty. Based on the pretest results, two-stage testing can then present examinees with exercises that are likely to be response-productive.

An issue to be resolved in a NAEP application of two-stage testing is how the test administration would be carried out. The feasibility studies discussed in this report employed first- and second-stage test administrations separated by an interval of a number of weeks to allow time for scoring the first stage and assigning examinees to second-stage forms. Because it would require the testing teams to visit each school twice, that approach would increase appreciably NAEP field costs. If improved data quality and saving of processing time did not justify the increase, some way to conduct both stages of testing on the same day would have to be found.

A possible solution is to have the teams administer the first-stage test during a morning hour, then score the tests and assign the second-stage forms in time for a second hour of testing in the afternoon. Assuming that the first-stage test contains only multiple-choice items, which is typically the case, and considering that the number of students tested for NAEP in each school is relatively small, the highly portable equipment that is now available for scanning documents and computing test scores should make this approach feasible. Only a notebook computer, with an attached scanner and portable inkjet printer would be required. Special first-stage forms could be prepared with detachable pages from which the scanner could read an optical character ID number and detect the presence of marks in the answer spaces. The computer driving the scanner would then immediately compute IRT scale scores for each examinee, determine the appropriate second-stage form, and print a list of ID numbers and assignments. The entire procedure should not require more than one hour's work on the part of the testing team.

## The Case for Credible Student-Level Scores in NAEP

Adaptive testing of achievement is geared to producing scores for individual students. It is motivated and justified by its power to evaluate the examinee's performance using fewer numbers of items than conventional tests, but with comparable reliability.
Adopting CAT or two-stage testing would give NAEP the capability of producing credible student-level scores without great increase in testing time or cost. It would, however, significantly change the direction of the assessment as originally conceived by the ECAPE (Exploratory Committee on Assessing the Progress of Education). NAEP was planned as a sample survey of average achievement levels among children to be reported only at the level of large national regions and demographic groups. Facing opposition from education associations and the Congressional leadership to any form of a national test, the committee members specifically excluded any use of the data that would identify students, schools, communities, or states. Paradoxically, this turned out to be advantageous from a measurement point of view because it permitted the test data to be collected by matrix sampling-that is, by sampling students within schools and administering to different students different small samples of test items drawn from much larger sets representing the subject matter domains. When the results from the brief tests are aggregated for large groups of respondents, the large numbers of items represented in the assessment instrument gives the statistical summaries at the group level a high degree of stability and generalizability (see Lord and Novick, 1968, p. 252 ff .).

An indication of the gain in stability at the group level resulting from item sampling is shown in Table 1, adapted from Table 1.1 in Bock and Zimowski (1989). Based on school-level scores from the California Assessment Program, the table shows correlations between sixth-grade average reading scores in two successive years from all public schools having 200 or more sixth-grade students. The assessment instrument consisted of 30 randomly parallel forms containing a total of 420 reading items. The correlations in the table were computed from number-correct scores for matrix samples of 50, 100, and 200 students and 85,128 , and 400 items. Apparent in the table are substantial increases in year-to-year stability of the school scores with increasing numbers of items in the instrument, as well as similar increases with the numbers of students sampled per school. These coefficients are, of course, only lower bounds on the true generalizability of the school scores: they are attenuated by the real variability in the standings of the schools from one year to another. The gains with increased sample sizes are, however, accurately reflected. They corroborate results of matrix sampling theory showing that large samples of items in the assessment instrument are just as important for data quality as large numbers of respondents surveyed.

Table 1- Effect of sampling students and items on year-to-year correlations of sixth-grade mean reading scores in California schools

|  | Number of Items in Matrix Sample |  |  |
| :---: | :---: | :---: | :---: |
|  | $\mathbf{8 5}$ | $\mathbf{1 2 8}$ | $\mathbf{4 0 0}$ |
|  |  |  |  |
| 50 | .59 | .73 | .79 |
| 100 | .67 | .78 | .88 |
| 200 | .76 | .81 | .93 |

Because year-to-year changes in national and state mean scores are small, rigorous stability at high levels of aggregation is essential for statistics used in analyzing assessment trends. Error variation arising from both the sampling of items and the sampling of students must be even smaller for stable trends to appear in the results. This means that the adaptive assessment instrument must attain at least the level of generalizability of the present NAEP matrix sampling design. In CAT, this requirement is met automatically by the large number of items necessary for sequential selection of items at many different levels of difficulty. In two-stage testing, it requires the construction of a number of stratified randomly parallel forms of the two-stage test, which are then assigned randomly to the students selected for testing in each school. These forms must contain at least as many distinct items as the current NAEP instrument. The two-stage designs discussed in the present report provide for such multiple forms.

At the present time, NAEP continues to rely on matrix sampling without reportable student-level scores despite enabling legislation that now permits state-level reporting and prevailing sentiment in education favorable to reporting at the student level. The lack of scores for individual students has persistently raised concerns about the validity of NAEP results. Most prominent is the question of whether students have any motivation to perform well on the NAEP tests when neither they nor their parents will receive any report of their test scores. The students know only that they are selected at random to take the tests, that the tests are not directly related to their studies, and that they will hear nothing further of the results. The potential effects of testing under these conditions are troublesome, not only because they may be depressing performance levels nationally, but also because they may affect various demographic groups differentially. Major reporting categories of NAEP such as sex, SES, and age, may be confounded with effects of motivation. At certain ages, for example, boys may be less motivated than girls, or low SES groups may be less motivated than high SES groups. Similarly, older and more test-wise students may be less motivated than younger students, in which case interpretation of gains across school grades would be compromised.

Little is known objectively about the presence or extent of motivational effects in the NAEP data. Kiplinger and Linn (1996) embedded NAEP items in booklets of the Georgia State Assessment program and compared their percent correct statistics with those of the same items in the Georgia State NAEP trial. Differences were small and gave no clear evidence of effects that could be attributed to differences in
motivation. This lack of positive results does not bear directly on the question of motivational effects of student-level score reporting, however; at the time of the study the Georgia Assessment reported only at the school level and above.

In a study of effects of extrinsic motivation, O'Neill, Sugrue, and Baker (1996) paid eighth- and twelfth-grade students one dollar for each correct response on 41 and 44 item tests, respectively. Numbers of correct responses were compared with those of three control groups who were offered only non-monetary incentives. Statistically significant differences in favor of the monetary incentive was observed for the eighth graders, but the mean score was only 2.6 percent higher than that of the control groups. No significant difference was found for twelfth graders. A question unanswered by the study is the effect of the type of test items. If the items require knowledge of facts or procedures that the students do not know, mere eagerness to succeed will not help. In contrast, if the task was, for example, to write an extended response to an essay topic, it seems safe to assume that promised payment by the word would have a positive effect on production. The implications of this study for the NAEP motivation question are unclear.

The absence of any returned information almost certainly makes recruitment of schools for the state and national samples more difficult as well. School officials must agree to cooperate knowing that their students will gain little, if anything, from the lost classroom time and that parents will have little or no interest in the activity. They can justify the time and attention devoted to NAEP testing only on tenuous grounds of future progress in education for the state as a whole. In contrast, computerized reports to students and parents showing scores in relation to state or national norms, with some explanation of what the tests measure, would make the assessment more rewarding for those participating at the local level and create a more favorable attitude on the part of the principals, superintendents, and school board members who must accept participation in the NAEP testing.

The present enabling legislation for NAEP requires that personal identifiable information remain confidential. If reports to students mailed first class to their home address are considered confidential, as they are in many business and professional matters, then the legislation does not preclude such reports. If they are not so considered, then a change in the present legislation would be necessary. In either case, a change would be required in NAEP's present policy of identifying student records only by code numbers on examinee rosters that are kept by the participating schools. NAEP would need records of examinee addresses in order to send reports to parents. Since similar identification of cases and use of addresses is routine in the National Educational Longitudinal Studies, no new precedent is involved.

## Background of Two-stage Testing

All present work on adaptive testing, including two-stage, is based on IRT. The so-called "item invariant" property of IRT makes possible the estimation of comparable scores from arbitrary subsets of items measuring the same proficiency, a property not shared by conventional percent-correct scores. IRT scoring makes use of statistical models that account for differences in the difficulty and discriminating powers of the test items or exercises, and the effects of guessing on multiple-choice items.

These models are available for ratings of performance exercises as well as for rightwrong scores of multiple-choice or short-answer questions.

For use in IRT scoring, the items must be previously "calibrated" by estimating parameters of the models from responses of a sample of examinees in the population of potential test-takers. In ongoing assessment programs, these calibrations can be carried out with item response data obtained during operational testing. That is, the calibrating information on exercises for future use can be obtained by including them in the test booklets of the current assessment as so-called "variant" items-items to which examinees will respond, but which will not be used in computing scores in that assessment (see Zimowski, Muraki, Mislevy and Bock, 1995). This calibrating information is especially important in adaptive testing, where the difficulty and discriminating power of the items must be accurately known during instrument development.

Studies of two-stage testing were undertaken, however, before IRT methods became widely available. In the most extensive of such studies, Linn, Rock and Cleary (1969) examined simulated adaptive testing procedures, including two-stage, using data from national administrations of the SCAT and STEP tests. Using responses of 4,885 eleventh-grade students to 190 items covering verbal aptitude, reading achievement, and writing skills, they constructed adaptive and conventional tests from subsets of the items. The authors had a rare opportunity to evaluate the actual predictive powers of the procedures with scores available for approximately two-thirds of these students on the PSAT and College Board Achievement tests administered a year-and-a-half later.

Of the several methods used by the authors to create the first-stage test, the one most similar to the IRT methods discussed in the present paper involved 1) using the number-correct score on the 190-item test to divide the sample into four ordered groups of approximately the same size, 2) in the top and bottom group, computing percent-correct values ( $p$-values) for each item, and 3) choosing the twenty items with the largest difference in $p$-values between the groups to make up the first-stage test. Cutting points on this first-stage test then assigned the sample cases to ordered second-stage groups of approximately equal size.

To create the second-stage tests, the authors computed biserial correlations between each of the 190 items and the number-correct scores on the 190 items for cases in each of the second-stage groups. For the test at each of the four levels, they chose, without replacement and excluding items already used in the first-stage test, 20 items with the highest biserial correlation with scores on the 190-item test.

Not having available the item-invariant scoring procedures of IRT, they calculated the second-stage score by fitting least-squares regression equations for predicting the 190 -item number-correct scores from the 20 -item second-stage number-correct scores. These equation were fitted 1) separately in each of the four second-stage groups, and, to possibly improve the stability of prediction, 2 ) with a pooled estimate of the common slope coefficient for the groups.

The predictive validities of the second-stage test scores computed in this way were evaluated by correlating them with the scores on the independently administered PSAT Verbal and Math tests, and College Board History and English tests. Similar validities were computed for conventional tests consisting of the $10,20,30,40$, and 50 items with the highest point biserial correlations to the total score on the 190-item tests. Among the other adaptive procedures that the authors compared (which are now obsolete), the two-stage procedure showed some of the largest increases in correlations with the external criterion tests relative to a conventional test of the same length
(40 items in the combined first and second stages). As an overall index of the gain efficiency with the two-stage test, they computed the ratio of the number of items on the two-stage test to the average number of items on the conventional test that would be required to obtain the same level of validity. These indices were 3.36 based on separate regression equations for each of the four second-stage groups, and 2.33 based on the regression equation with a common slope.

The results of the Linn, Rock and Cleary study were very favorable to two-stage testing and no doubt inspired Lord's (1971) theoretical study of the topic based on IRT principles. Lord points out that the IRT approach provides direct estimation of the scale scores of the examinees from combined stage-one and stage-two item responses; it also evaluates the relative efficiency of a two-stage test at every point on the score continuum rather than estimating just the average reliability or validity. This property is essential in adaptive testing because the largest gains in measurement precision occur at scale values away from the population mean.

For present purposes, the interesting results in Lord's analysis are that the gain in efficiency between a three- and four-level two-stage test is relatively small, and that including probabilities of chance success in the IRT models degrades the efficiency of two-stage testing considerably, especially when the first-stage test is relatively short. Regrettably, results in Lord's (1971) paper on the effects of chance successes are limited to six-level second-stage tests; they are difficult to compare either with the Linn, Rock and Cleary four-level study or with our investigations of three-level tests. They also assumed many more items (a total of 60 in the two stages) than would be practical in large-scale testing.

To apply Lord's efficiency analysis to testing conditions typical of NAEP, we assumed a two-stage design more similar to that of Linn, Rock and Cleary-namely, 15 or 16 items per subject-matter at each stage. This would easily allow testing of two subjects in a 50 -minute period if multiple-choice or short answer items are assumed. In the appendix to the present report, we examine the theoretical efficiencies of two types of designs with these number of items and simulate their application in a manner similar to that of Linn, Rock and Cleary. We also consider the question of how IRT item calibrations for two-stage tests can be carried out in operational assessment data, rather than in data from previous field trials as is usually required in adaptive testing. Because of the large numbers of items needed to insure stability at high levels of data aggregation, as discussed above, calibration in the operational data is essential for NAEP or any similar large-scale assessment program.

The Lord and the Linn, Rock and Cleary studies were carried out in the context of scholastic aptitude testing and do not address many issues of adaptive testing in an assessment environment. More recently, two assessment-oriented studies of two-stage testing have been reported by Bock and Zimowski (1989). They describe an eight-form, two-stage assessment instrument in eighth-grade mathematics evaluated in Illinois and California public schools. The first study was carried out in 32 Illinois schools; after revision of the instrument, the study was repeated in 32 California schools. The trials for both studies were conducted in the field by NORC using procedures simulating an operational assessment.

Teachers participating in these studies administered the first- and second-stage tests on two consecutive class days. During first-stage testing, the students wrote their names and marked their last names and initials into the grid of a machine-scorable answer sheet; they also marked in their gender, date of birth, and a school and teacher
code that the teacher wrote on the blackboard. After responding to the first-stage test in the allowed testing time, the students placed the answer sheet in their test booklets and returned them to the teachers.

Before the administration of the second-stage tests, the teachers scored the 15 -item first-stage tests and assigned each student to a second-stage booklet according to the range of number-correct scores on the first-stage test set for each level of the second-stage test; these number-correct ranges were printed on the scoring stencil. After the teachers scored a given student's answer sheet, they selected a consecutive second-stage test booklet at the appropriate difficulty level, and marked the booklet's serial number (which incorporated the form code) into a grid on that student's answer sheet. To guard against the possibility of an omitted form code, we asked that the answer sheets be returned to NORC in the corresponding booklet after the secondstage testing.

Although the teachers reported very few difficulties with the two-stage procedure, many found that the second-stage test was too long to be administered in one class period. A number also complained that scoring the first-stage test and coding information onto the students' answer sheets was too time consuming. In two of the schools, the principal asked NORC personnel to score the pretest and assign the booklets in order to make the testing less demanding of teachers' time.

The IRT item estimation and efficiency analysis in these studies demonstrated the theoretically expected efficiency gains of two-stage testing, and clearly encouraged further studies with other subject matter and grade levels. However, test administration with separate answer sheets is no longer considered suitable for educational assessment, especially at younger ages, and teacher-scoring of the first-stage tests in these studies proved too cumbersome for large-scale practical application. This led us to consider a system of two-stage testing in which all phases of scoring and forms assignment were performed centrally.

## The Secondary School Science Assessment Study (SSAS)

As part of a demonstration project in performance assessment of secondary school science learning, we had an opportunity to carry out a much improved approach to two-stage assessment in the state of Ohio. The improvements included expendable test booklets, computer controlled laser printing of personalized second-stage test booklets, and central processing of responses to both first- and second-stage tests. Support for the project, which also included extended-response essay questions and hands-on laboratory exercises, came from the National Science Foundation and the UCLA Center for Research, Evaluation, and Student Testing (CRESST) funded by OERI. A report of the full project is in preparation (see Bock, Doran and Zimowski, 1998). The two-stage study, which was limited to multiple-choice items, encompassed the main subject-matter areas of contemporary secondary school science-Earth sciences, biology, chemistry, and physics.

As an exercise in adaptive testing, the study was especially demanding because of the wide differences in science course work typical of students at school-leaving age. To overcome this difficulty was the main motivation for two-stage study: the objective was to depict outcomes of secondary school science instruction at all levels of science preparation in the complete cohort of students.

## The sample

Schools participating in the project were recruited through the offices of the Superintendent of Education of the state of Ohio. To select the school sample, we made use of information from Quality Education Data, Inc., to classify all academic high schools in the state by 1) size of senior class (at or below 165 , above 165), 2) urbanicity (urban, suburban, rural), and 3) poverty level (Orshansky percentile at or below 9, above 9). Three schools were selected randomly for each of the 12 cells of this cross-classification. An additional four schools were selected randomly from a list of Ohio vocational high schools. These schools were solicited for participation in the study by mail, including a letter from the state Superintendent requesting the cooperation of districts and schools. After follow-up phone calls by NORC field staff, 33 of the school principals agreed to participate. Additional schools were randomly selected from the same categories as replacements for the three refusals.

One additional school not included in the main study was recruited as a trial site for the field procedures.

## The two-stage assessment instrument

The instrument developed for the two-stage study consisted of a student background questionnaire, a 24 -item first-stage test containing six items in each science area, and six forms of a three-level second-stage test each with 64-items per level. The test was designed to measure the student proficiencies in science near the end of their secondary school program. The proficiencies general to the four science areas were categorized as follows:

1. Knowledge of scientific terminology and findings.
2. Knowledge of scientific methods and procedures.
3. Understanding of scientific concepts and principles.
4. Proficiency in problem solving.

Sampling of content within each area was stratified in the following subcategories:

1. Earth sciences: land, air, water, space.
2. Biology: cellular biology, organismic biology, reproduction and genetics, biological diversity.
3. Chemistry: the atomic model, states of matter, chemical reactions, quantitative chemistry.
4. Physics: mechanics, electricity and magnetism, heat and kinetic theory, sound and optics.

## The item pool

Beginning in the fall of 1989, materials for the SSAS were solicited from state, provincial, and national assessment programs that made retired items available for distribution. The generous response of these organizations resulted in a database of over 11,000 multiple-choice items, in some cases with content and cognitive process classifications and item statistics. As they arrived, these items were marked with document and item serial numbers so that they could be conveniently assigned to the
content and proficiency categories of the present study. If subsequently chosen for the assessment instrument, they were entered into a computer data base system by scanning from the original document.

The classification of items by content subcategories and proficiency categories was carried out by persons familiar with the subject matter. If an item did not include a $p$-value from a secondary-school student population, the classifier made a judgment of difficulty by comparing it with similar items of known percent correct. Despite the large size of the resulting item pool, items at suitable levels of difficulty to make up all 720 items required for the six test forms were not found in the collected set. Approximately 60 additional items had to be written especially for the study.

## The first-stage test

In constructing the first-stage test, we proceeded on the assumption that a distinct subtest would be required for each science area. With students having backgrounds of different numbers and kinds of science courses, it was unlikely that one could identify a general science proficiency that would be measurable by single test. As specified in the two-stage assessment test prototype described in the appendix, we would therefore have preferred a 64 -item first-stage test, with 16 -item subtests in the four sciences. Unfortunately, we were offered only two-class periods for paper-and-pencil instruments, one for the first-stage test and the other for the second-stage test. Specifically, we were limited to 45 minutes of test administration time in each period. Although an option might have been to reduce the number of items per subtest to 10 , we elected to use a still shorter first-stage test with 6-items per subtest and supplement it with a student background questionnaire asking for students' science and math course-taking history and other activities in science.

Items for the first-stage test were taken from the California Assessment Program twelfth-grade science assessment forms. These items covered all four science areas, and they came with item $p$-values and biserial correlations with total test score based on a large representative sample of California twelfth-grade students. Within each science area, six items having reasonably high biserial correlations and a spread of $p$-values were chosen in each science area for the pretest. In the test booklet, the 24 -items were arranged in a random spiral (i.e., in successive sets of four items, each covering the subject areas in random order, and increasing in difficulty from set to set).

## The second-stage test forms

The 64-item second-stage instrument assumed 90 minutes of testing time in actual operational use. Even with fully adaptive testing, it would be difficult to measure individual student proficiency accurately in four science areas in less time. With only one class period available to us in the Ohio study, however, and not wishing to test in only two areas or test different students in different areas, we chose to reduce the number of items per form to 32 by removing two items at random from each of the content-by-proficiency subcategories. Since the scores would be reported graphically as a profile of IRT scale scores with standard error bands, we felt that the reduction in score reliability could be tolerated in a field trial. When evaluating the test information functions, we could extrapolate the results from the version with eight items per subtest to a version with 16 items (see the discussion of test information curves below).

## The two-stage testing procedure

Administration of the background questionnaire and pretest occurred in January and February of 1991; second-stage testing followed in late April and early May. All procedures for the field study were tried out in the trial school before their use in the main study. All aspects of conducting the study in the field were the responsibility of NORC Operations staff and field representatives.

Principals of the participating schools nominated a teacher, usually a science teacher, as coordinator of testing for the study. NORC Operations obtained from the coordinator a count of the number of senior students eligible for the study (special education students were excluded). The pretest was administered in a class required of all seniors. The teacher of that class served as test administrator. A packet containing instructions for the coordinator and test administrator was sent, along with sufficient numbers of test booklets, to each school via United Parcel Service (UPS). A NORC representative then visited the school to discuss procedures for test administration and immediate return of completed booklets to NORC via prepaid UPS. Booklets from any make-up testing of previously absent students were returned in post-paid business reply envelopes.

Processing of the returned first-stage booklets was carried out by SSAS staff supervised by Dr. Zimowski. Key-entry of student names, ID numbers, questionnaire and item responses was contracted to a commercial service. The resulting data were entered into the database of a large-capacity desktop computing system. For purposes of assigning students to second-stage forms, number-correct scores for the six items in each science area were merged with the questionnaire data.

A computer program was written to assign students to second-stage levels in each area using the following information: number-correct score on the corresponding first-stage test, number of courses in the area, total number-correct score on the firststage test. With variation to account for different numbers of courses available in the four science areas, the assignment rules were essentially as follows:

1. If area score is 0,1 , or 2 , assign to level 1 ; but if the score is 2 and more than 1 course and total score is 8 or more, assign to level 2 .
2. If area score is 3 or 4 , assign to level 2 ; but if the score is 4 and more than 1 course and total score is 12 or more, assign to level 3 .
3. If area score is 5 or 6 , assign to level 3 ; but if the score is 5 and no course, assign to level 2.

A personalized second-stage test form for each student who completed the first-stage test was produced by a mainframe-computer-controlled laser printer; it also inserted a colored cover sheet and printed the student's name, then stapled each booklet. Each science area was represented by a contiguous set of eight items, but the order in which the areas appeared rotated from one booklet to another. The items in each area depended on the second-stage level to which the individual student was assigned; the form selection within level was random.

Files controlling the booklet generation were created by a desktop computer program called TEST-BUILDER developed by Dr. Zimowski. The program could input items from many sources, store them in a richly cross-indexed database, and draw them from the database for typesetting and formatting camera-ready copy. Once the item text and graphics have been scanned, edited, and entered into the database, a device-independent file or camera-ready copy for any combination of items could be
prepared in a matter of minutes with a minimum of human intervention. No manual editing, cutting, or pasting of figures was required. The program's expert system automatically placed the pictures in the typeset output and optimally arranged the items and pictures on the pages of the instrument. The booklets were expendable and did not require a separate answer sheet.

In the present study, the page files prepared in this way were transferred to a second device-dependent computer program for laser printing. This program stored the pages of the instrument as digitized images, selected and arranged them in the desired order, overlaid them with typeset information including the student name, and directed the result to the high-speed printer, in this instance a Xerox 9790. Production of each booklet required 20 seconds at a cost of about 45 cents in processing charges. A total of 6,675 booklets were generated in this way.

Because the second-stage testing was limited to one class period in this study, the test booklets consisted of the 32-item short forms. To facilitate orderly distribution to students, booklets were generated and packed for distribution in alphabetical order by student's last name within the classes in which the pretest was administered. The school coordinator was requested to have the booklets administered in the same classes as the pretest. Each school was visited prior to the second-stage testing to discuss administration procedures.

On the last page of each booklet, students were asked to give an address if they wished to have their test results sent to them during the summer; most students did so. Results were reported to the students in the form of a profile of IRT scale scores with mean 250 and standard deviation 50 in the sample. Standard errors and corresponding sample percentile ranks were included.

## Data completeness

Thirty-nine of the 40 schools completed the testing and returned the test booklets and make-up booklets. One of the academic high schools did not administer the second-stage tests because of objections of the teaching staff to any outside testing. Another school was non-compliant to the extent of returning only 19 percent of the second-stage booklets. Apart from the lack of cooperation of these schools, the two-stage testing was uneventful and executed responsibly on schedule. Conducted as described above, there was no indication that this form of testing presented any special difficulties for administration by local school personnel.

As a hedge against any unforeseen operational complications, the study allowed approximately six to eight weeks between the two testing stages. Some loss of cases has to be expected with an interval of this length between test and retest, and this was true in the present study. Of the 6,675 students who completed the questionnaire and pretest, 5,375 completed the second-stage tests-a loss of 1,300 cases. Of these, 519 are accounted for by the two non-cooperating schools, leaving 781 , or 11.7 percent of the original sample, scattered among the remaining 38 schools. Most of these cases presumably represent students who were not in school on the day of the second-stage test, or who dropped out of school or transferred in their senior year. The number of students responding in any one science area was further reduced because, to accommodate open-ended problem solving exercises, one third of the test booklets included multiple-choice items in only two of the four areas. This brought the number of cases entering the data analysis in each science area to approximately 4,400.

Other well-known types of data loss in testing, such as failure to complete the test or multiple marking of response alternatives, were minimal. We assume that the personalization of the forms with the student's name and the fact that scores would be reported to the student improved the quality of responding.

## IRT scaling of the second-stage test forms

For purposes of IRT scaling of items in the easy, intermediate, and difficult booklets of each test form, the booklets included a number of linking items between levels. The original plan was to have four common items between levels in the long form and two in the short form. Thus, each subject-matter area in the three (easy, intermediate, and difficult) test booklets of the long form would contain 48-8 $=40$ distinct items and of the short form, $24-4=20$ distinct items. An attempt was made to order the items by difficulty and to choose link items near the boundaries between levels.

In the booklets actually constructed, linking did not adhere exactly to this plan because half the items were excluded from the short forms and, among the remaining options, the item choices were constrained by the need to preserve a balance of content and proficiency categories within subject-matter areas in each test booklet. In some test forms, only one item appeared in the link between levels. This was not a cause for concern, given the type of second-stage IRT analysis described in the appendix. When applied simultaneously to all six randomly parallel forms, the analysis aggregates the links across forms to estimate a common latent distribution; thus, even with only a single link item in each form, there would be six items to contribute to linking between levels. Moreover, in this type of analysis the six first-stage items in a given subject area are calibrated jointly with those of the second-stage in the IRT scale construction. They contribute in this instance three additional links between the easy and intermediate levels, and three other links between the intermediate and difficult levels.

As in other IRT applications, a necessary preliminary is the choice of item response model, in this case the one-, two- or three-parameter logistic model for dichotomously scored responses. Because only the pretest items were selected with prior information about their discriminating powers, there is no basis for choosing the one-parameter model. The customary model for multiple-choice items in this type of application is the three-parameter logistic, which insofar as possible corrects for the average effect of chance successes in marking the correct alternative. Considering Lord's (1971) demonstration of loss of information in two-stage testing due to chance successes, however, we attempted to reduce their effect by instructing students taking the first- and second-stage tests as follows:

Make the best choice you can, but do not make blind guesses.

If you are sure that you do not know the answer to a question, go on to the next question without marking the answer.

Omitted items were then scored incorrect. There are arguments pro and con for this type of test instruction. The arguments in favor are the loss of information and the technical difficulty of estimating guessing effects accurately, especially for easy items where relatively little guessing occurs. The arguments against are that 1 ) students who ignore the instruction gain some advantage in score level when the two-parameter
model is assumed, 2) there may be information in wrong responses that can be recovered with the multiple nominal categories model (see Bock, 1997), and 3) these instructions would be inconsistent with computerized adaptive testing in which the examinee is required to respond to the current item before the next item will be presented. We find the latter argument persuasive, but we included the above instructions for the sake of investigating their effects on item parameter estimation and information yield in scoring. When item parameters are estimated by the maximum marginal likelihood method (Bock and Aitkin, 1981), a likelihood ratio statistic is available for testing the improvement in fit due to the lower-asymptote parameter that accounts for chance successes. The difference of two times the maximum likelihood from separate fittings of the model to the same data is distributed in large samples as a chi-square variable with degrees of freedom equal to the number of items. Applied to the first-stage data, these differences show mixed results as follows:

| Subtest | Chi-square |  |  |
| :--- | :---: | :---: | :---: |
|  | Difference | df | Prob |
| Earth Sciences | 28.4 | 6 | $<0.001$ |
| Biology | No change | 6 | 1.000 |
| Chemistry | 97.4 | 6 | $<0.001$ |
| Physics | No change | 6 | 1.000 |

Although we might have assumed different models for different subtests, for ease of presentation, and because rather small effects would be detected in the very large sample ( $\mathrm{N}=6675$ ), we elected to assume the 2 -parameter model throughout.

## Results

Because the test forms at a given level of difficulty were assigned randomly, every examinee had the same probability of receiving any of the six stratified random forms. The test forms could therefore be scaled comparably by equivalent groups equating, which does not require linking items between forms. This is the preferred method of forms equating in large-scale assessment because it allows the maximum number of distinct items in the instrument as a whole, and thus the greatest generalizability of the results in aggregate-level reporting. Our analysis involves estimation of the slope and threshold parameters of all items in the study based on equivalent groups equating between the forms. Non-equivalent groups equating is of course required between second-stage levels.

The analysis of the first-stage items is essentially a conventional one-group analysis, except that it makes use of the second-stage assignments of the students to estimate the latent proficiency distribution at each level, and the latent distribution for the sample as a whole. These distributions are then used in the analysis of the combined first- and second-stage data as described for prototype 1 in the appendix. The analysis was very extensive, requiring simultaneous estimation of item parameters in the firststage test and the three second-stage levels in each subject area of the six random parallel forms. Even in the abbreviated one-period test, this came to 538 distinct items in the multiple test by-group-by-form IRT analysis performed with the BILOG-MG program (in 45 minutes of execution time on an IBM 166 megahertz laptop computer).

Details of this analysis are too voluminous to present here, but will appear in the SSAS report (Bock, Doran, and Zimowski, 1998). The resulting parameter estimates were not uniformly favorable for efficient two-stage testing. When we were constructing the second-stage tests, the lack of item statistics relevant to Ohio twelfth graders forced us to assign items to the difficulty levels by subjective judgment. In numerous instances, the analysis results showed the judgments to be inaccurate, mostly in underestimating item difficulty. (In a study of expert judgment as an alternative to empirical estimation of item difficulties in test construction, R. L. Thorndike, 1982, reported similar results.) These misplaced items necessarily reduced the effectiveness of the second-stage test.

In addition, the above described procedure for assigning students to second-stage levels placed relatively few in the difficult level:

| Area | Level |  |  |
| :--- | :---: | :---: | :---: |
|  | Easy | Intermediate | Difficult |
| Earth Sciences | 1686 | 2294 | 459 |
| Biology | 1171 | 2625 | 642 |
| Chemistry | 2473 | 1581 | 398 |
| Physics | 2823 | 1277 | 355 |

Although a realistic appraisal of student preparation, these splits between levels were unfavorable to accurate estimation of item parameters in the difficult level, where sample sizes per item were very small.

Moreover, the small number of items in the first-stage test in each science area, even when augmented by student course background as described above, did not accurately assign examinees to second-stage levels. This is apparent in Figure 1 showing the estimated latent distributions among the groups of students assigned to the three levels of the Biology second-stage test. The distributions overlap considerably more than the corresponding distributions of spelling proficiency shown in Figure A-3 of the appendix, where the assignment was based on 16 first-stage items. The course background information was of little help: most students had taken the required first course in biology but nothing further. The distributions for chemistry shown in Figure 2, offer an interesting contrast, however. Since chemistry is an elective in Ohio high schools, and probably chosen only by students interested in a college-track science course, there is a strong separation between intermediate and easy levels, which reflects the presence or absence of one course. The first-level test items are also more discriminating than in biology because they require specialized knowledge that is available to most students only through a high school chemistry course. That is somewhat less true of biology, which figures more prominently in middle school science instruction.

These results suggest, however, that the number of pretest items in each science area should have been greater-eight or ten instead of six. More items would justify the use of IRT scale scores, rather than number-correct scores, for assignment of students to the second-stage booklets. This would have improved prediction for Earth Sciences and Biology where course background was an ineffective screen. Also, considering the importance of the first-stage items to the efficiency of the two-stage testing, we would like to have constructed the first-stage tests from among items pretested in the target population. Unfortunately, the necessary item statistics were not available in the Ohio study.

Figure 1. Biology: Estimated Latent Distributions


Figure 2. Chemistry: Estimated Latent Distributions



Information and efficiency. To assess the gains in efficiency attributable to the two-stage testing procedure, we computed relative information curves similar to those introduced by Birnbaum (1958). The formula for computing the values represented in these curves appears in the appendix of the present paper. The curves describe the precision (i.e., the reciprocal of the squared standard error of measurement) of maximum likelihood estimates of examinee proficiency as a function of proficiency level. Because a test-information curve is the sum of the constituent item-information curves, the precision and standard error of measurement for a test of any length can be predicted by multiplying the information of an actual test by the ratio of its length to that of a similar test of some other length. We make use of these predictions in extending the information values for the 6 -item first-stage tests and the 8 -item second-stage tests in the Ohio study to match the 16 -item tests at both levels assumed for the two-stage prototypes in the appendix.

Since information and efficiency curves apply to test forms (i.e., test booklets) rather than tests, there will be separate curves for each science subject and each second-stage level of each test form. This amounts to 72 information curves ( 4 tests, each with 6 forms at 3 second-stage levels). For purposes of illustration we exhibit here only the curves for the first form of the biology and chemistry tests. These curves, which appear in Figure 3 through Figure 6, show the essential features of the other curves.

As discussed in the appendix, we would like to see information values between 5 and 10 in the regions of the proficiency scale spanned by the successive levels of the second-stage tests. On a scale in which the overall latent distribution has a standard deviation 1.0, as it does in Figure 2 and Figure 3, these values correspond to a test reliability of 0.8 and 0.9 , respectively. Using this criterion, the biology test performs fairly well at the easy level, but less so at the intermediate level, and even less so at the difficult level. The problem is that the average discriminating power of the 134 biology items is only 0.566 , considerably below averages in the neighborhood of 1.0 that are typical of achievement tests at the middle- and secondary-school grade levels. The chemistry test fares much better in this regard. The information curves in Figure 4 are above five for a wide range of the proficiency scale-from almost plus 1.5 to almost minus 1.5 .

The respective efficiency curves for the biology and chemistry tests in Figure 5 and Figure 6 show a similar picture. Although we would like to see values greater than 2.0 everywhere, the biology test exceeds this criterion only at the extremes of the distribution where relatively few students would benefit from the increase in precision offered by the two-stage test. This is again a consequence of misplaced items in the second-stage tests, the misclassification of students by the first-stage measures, and the generally low discriminating power of the biology items. The results for the chemistry test are not any better, despite the stronger separation of the second-stage groups in this subject.

Figure 3. Biology: Two-stage Test Information


Assuming 16-item first- and second-stage tests.

Figure 4. Chemistry: Two-stage Test Information


Assuming 16-item first- and second-stage tests.

Figure 5. Biology: Two-stage Test Efficiency


Assuming 16-item first- and second-stage tests.

Figure 6. Chemistry: Two-stage Test Efficiency


Assuming 16-item first- and second-stage tests.

## Remarks on the Ohio study

The rather poor performance of the science tests that we constructed in the Ohio study can be attributed to the lack of item statistics obtained empirically in field trials in the population of students in question. This situation would not arise in an ongoing assessment program where variant items can be seeded into operational test forms to ensure a supply of pre-tested items. It does not detract, however, from the study as a demonstration that the field-procedures worked smoothly, the computerized production and assignment of personalized second-stage test forms was straightforward, and the analytical procedures for item parameter estimation and computation of science proficiency scores performed as expected. The study demonstrated that these techniques are in a sufficiently mature state to be applied in an operating assessment if suitable item banks are available.

The study also showed that two-stage testing can be carried out effectively by local school personnel when the test materials are well-organized and all data handling steps are performed centrally. In terms of the costs of two-stage versus one-stage testing, the marginal increase is limited to the production and handling of two test booklets per student, rather than one, but the total number of pages in these booklets will in general be smaller than in a one-stage test of equal precision.

## Conclusions

The following conclusions answer the main questions in this study.
Is it possible, using modern data processing and document handling technology, to conduct a two-stage assessment in which first-stage booklets are returned to a central site where they are scored and then used to assign students to tailored, personalized second-stage booklets for a second testing session one or two weeks later?

The field trial of a two-stage assessment of science attainment at school-leaving age, involving all twelfth-grade students in 40 Ohio schools, successfully used computer generated, laser printed copies of personalized tests to carry out two-stage testing in the four science areas. All test materials were shipped by overnight delivery from and to NORC in Chicago, where item analysis and test scoring were carried out. Although, as a first-time effort, the field trial required considerably more time between first- and second-stage testing, all operations were automated in a manner that would permit one-week turnaround of the first-stage documents in a working assessment.

Despite the confounding of item characteristics and respondent characteristics that is inherent in adaptive testing data, can valid IRT item calibration be carried out in a joint analysis of the nonadaptive first-stage data and the adaptive secondstage data?
Simulation studies described in the appendix, based on actual test data, demonstrate that item calibrations of this type, which are essential in large-scale assessment programs, are possible. Further studies using larger samples of data should be undertaken to establish this result more firmly and to investigate the properties of this IRT parameter estimation in this context.

Can a two-stage assessment design attain the same generalizability of aggregate level scores as the NAEP matrix sampling design?
The study demonstrated that multiple randomly parallel test forms, stratified by the levels of the second-stage tests, can be calibrated on the same IRT scale by equivalent groups equating. This means that a level of aggregate generalizability equal to that of the present NAEP design will be attained if the total number of unique items per reporting area are the same in the two designs. Linking items are required between second-stage levels within forms but not between forms.

For purposes of reporting percentages of students at or above specified achievement levels, can the latent distribution of examinee proficiency be estimated accurately from two-stage data?
Comparison of latent distributions estimated in the simulated two-stage data, compared with one-stage estimates from the same data, confirmed the validity of the two-stage procedure. These latent distributions, estimated by multiple-groups maximum marginal likelihood estimation jointly with the item parameters, can model the latent distributions in NAEP demographic subgroups in ways equally or more accurate than the present plausible value method. These models include representing distribution densities by the Johnson and Kotz (1970) family of curves, as normal mixture distributions, or by kernel or spline smoothing over assigned points of support. To obtain the reporting percentages, the estimated densities may then be integrated up to the achievement level boundaries. This implies that plausible value imputation, which serves the same purpose in NAEP, could be replaced by computationally less intensive direct integration methods.

Can student-level scores sufficiently reliable for reporting for low-stakes uses by students, their teachers, and parents be obtained from relatively short two-stage tests?
Theoretical calculations reported in the appendix and confirmed in information analyses of the simulated two-stage data indicate that the combined data records of 16-item first- and second-stage tests will have reliabilities between 0.8 and 0.9 over a wide range of the score distribution. Reliabilities in this range are generally considered adequate for low-stakes purposes.

Compared to a one-stage test with the same measurement characteristics, does the two-stage test result in sufficient saving of testing time to justify the increased costs of test administration?
Although the item bases used in our simulation and in the Ohio study were not of a quality comparable to the NAEP item bases, we were able to demonstrate efficiencies of the two-stage testing in the neighborhood of 2.0 , especially away from the mean of the population distribution. Closer to the mean, the information yield of the two-stage tests based on 16 -item first- and second-stages is sufficiently high that high efficiency is not important. Because of the importance for policy purposes of information at both the high and low achievement levels, and considering the adverse effects of lengthy testing sessions on school recruitment and student cooperation, the reduction of testing time by one-half implied by these results could be justified as cost-effective. Even greater efficiencies should be possible with the item bases and item statistics available to NAEP.

## Implications for NAEP and State NAEP

Implementation of adaptive testing procedures, and two-stage testing in particular, has the potential to increase the usability and validity of NAEP results by making available good quality student-level scores in main subject-matter areas. These scores would replace present plausible value scores as the basis for estimating percentages of students in the national and state populations who are at or above specified achievement levels. Because of their smaller measurement errors, the scores should provide more accurate estimates of the achievement level percentages, or equally accurate estimates with smaller sample sizes.

We do not suggest that adaptive testing in NAEP should be so extensive as to allow student level reporting of part scores within subject matters, such as the present six subscores in mathematics. Subscores would continue to be estimated at the aggregate level by plausible value methodology. However, the main subject-matter student-level score would be more effective than the student background characteristics for conditioning plausible value estimation, thus making the values more accurate and easier to compute.

Adaptive testing would help solve the two persisting problems for which NAEP has been most criticized—namely, lack of student motivation (see Bracy, 1997, for example) and failure to deliver assessment results in a timely manner. Adaptive testing would permit adequately reliable scores to be reported to individual students and their parents. With this personal stake in their performance on the NAEP tests, students should be less inclined to omit items, mark randomly, or give only token responses to writing or problem solving exercises. Overall gains in the NAEP score levels should result. In addition, by previously informing parents that scores will be reported to them, NAEP could increase community support for participation in the assessment and thus improve school-recruitment rates.

The improvement in data quality from adaptive testing would also speed data processing. The present procedure of conditioning on student background characteristics as a way of improving data quality would be replaced by the conditioning on first-stage test performance that is implicit and two-stage testing. Since the latter conditioning occurs during data acquisition rather than after all data have been collected and case weighted, a time consuming step in the data processing would be eliminated. Earlier reporting of the assessment results should then be possible.

An important side benefit of reporting is the student-level opportunity it presents for prospective studies of the validity of the assessment measures. Social survey agencies that specialize in longitudinal studies could work from the address database to locate samples of cases and interview them for their subsequent educational and occupational histories. The predictive value of the student-level scores in various subject matters could then be evaluated by standard statistical procedures. This information would be valuable as a contextual basis for objectively defining achievement-level standards. The practical implementations of the levels for access to and success in subsequent education or employment would give the achievement standards the consequential validity they now lack.

For state NAEP, the implications of adaptive testing very much depend on what role one assumes state NAEP should play in the educational policy decisions of state legislatures and departments of education. We suggest that the importance of state NAEP in this connection is not just the ordering of states by achievement levels, but
rather the possibility of evaluating the effects of major state-wide changes in curriculum, teacher qualifications, instructional materials, funding formulas, or local school governance and accountability, and the like. If the success of policy changes is to be judged by achievement outcomes, the state officials need the support of test results. This is particularly true in the case of policy changes that involve controversial issues such as bilingual education, whole language reading instruction versus phonics, or emphasis on calculator and computer use at the expense of basic computational skills. For credibility and dependability, these test results should come from a prestigious independent national source employing the most technically-sound sampling procedures and measurement methods. The results must also be regular, timely, and inclusive of main subject-matter areas at various grade levels.

State NAEP comes closer to filling these needs than any other national testing program. The needs cannot be met in testing conducted by programs using voluntary, nonrepresentative samples, or by special interest groups promoting particular views of education, or by private organizations whose testing methods and materials are not open to public inspection. Two-stage testing, or any other innovation in assessment, will therefore have implications for educational policy in the states to the extent that it improves the power of state NAEP to serve this impartial evaluative function.

In addition, there is another interesting application of state NAEP results that would result from the bench marks provided by good quality student-level scores. Many states have programs of achievement testing or assessment in which all public school students participate at selected grade levels. In these states, the students who have been selected for testing by state NAEP will also take the tests of the state's own program. If the student-level scores from state NAEP were made available to state departments of education in computer files also containing the student ID codes, that information could be merged with the student item response records on the state tests. The data would then be in a form suitable for a method of IRT test extension based on so-called "variant-item" technique (see Zimowski, Muraki, Mislevy and Bock, 1996). This procedure is the same as that used to estimate the parameters of new items introduced into operational test forms solely for field testing purposes. The variant items do not enter into the scoring of examinees, nor contribute to defining the construct that the actual items of the test specify. Instead, their parameters are estimated with respect to the construct and scale defined by the operational test items.

If this technique were applied to the combined item response records of the NAEP and state tests in the state NAEP subsample, the item discriminating powers of the state items estimated by extension from the NAEP national parameters would allow the information in the state items to be used to predict optimally the NAEP scores of all students taking the state tests. In this way, the state scores would be expressed on the national NAEP scale and achievement levels. In addition, the type of information analysis we have used here to evaluate the reliability and operating characteristics of two-stage tests could be applied to investigate the data quality of the resulting predicted scores.

Effectively, state NAEP would be providing behavioral bench marks, analogous to the physical bench marks of the U.S. Geological Survey, through which local test results could be linked to the NAEP-defined national norm. Similar proposals for linking state test results to NAEP have been around for some time, and committees and meetings have convened to discuss their feasibility and potential. With improved student-level data in state NAEP and modern IRT implementations of variant-item technique, the possibility of providing statistically rigorous national norms for state testing programs could become a reality.
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## Appendix : Design and Analysis of a Two-Stage TestInstruments Suitable for NAEP and State NAEP

Educational assessment in NAEP differs from typical achievement testing programs in the extent and frequency of item updating in successive evaluations of the same subject matter. For this reason, the items in each proficiency scale are estimated in the current national data sample. This presents a problem for adaptive testing because, in data from typical adaptive testing sessions, item characteristics are confounded with the proficiency levels of the respondents. Indeed, in computerized adaptive testing, it is impossible to estimate parameters of items from data in most of the adaptive sequence because the observed proportions of correct response are too nearly uniform. For this reason, and also because of the expense of developing computerized tests, the item parameters are often estimated in paper-and-pencil versions on the assumption that their operating characteristics in the computer environment can be predicted from those values.

Precalibration of an item pool for adaptive testing does not seem practical for NAEP. The number of items involved, the large sample of examinees required, and the difficulty of duplicating the conditions of operational testing in the field trials militate against item parameter estimation in other than the current data. The studies we report here suggest, however, that multiple-group IRT estimation of item parameters in two-stage data is possible in the large sample sizes typical of state and national assessment. Depending on how strongly the first-stage test separates the latent distributions of proficiencies in the second-stage samples, the calibration procedure may have only a segment of the item response curve from which to estimate the parameters of items that appear in only one of the second-stage levels. However, with the strength added by priors on the guessing and slope parameters, the logistic response model should be conditioned well-enough in large samples to permit satisfactory estimation in twostage data. We offer some evidence in support of this claim in an analysis of a simulated two-stage test based on data that allows comparison of two-stage and one-stage results. In this way, we evaluate two prototype two-stage analyses, the first of which we applied in the main text to data from the SSAS.

## Prototype-1. A first-stage anchor-test design

For the first-stage test, the prototype described here assumes a block of 16 items devoted to a given subject matter. To allow rapid scoring, this test must be limited to multiplechoice items. A 45-minute administration time would therefore easily accommodate two subject-matter areas. Similarly, we assume 16 -items in the second-stage block, some of which could be open-ended items requiring hand scoring. In light of Lord's (1971) finding of relatively small marginal gain between three and four levels, we assume three levels.

Assigning examinees to the second-stage levels will therefore require two cutting points on the proficiency scale. In order that the first-stage test discriminate maximally and equally well at these points, the 50-percent thresholds for correct response of eight of the items should be set at or near one of the cut-points, and the threshholds of the remaining items should be set at or near the other. As a rough guide to the discriminating power of a test peaked at two such points, let us assume that the slope parameters of the items (expressed in the metric of the normal ogive response model) are all equal to 1.0 . Slopes in this range are relatively easy to obtain with
well-constructed multiple-choice items. We further assume that the number of alternatives in these items is 5 , so that the probability of correct response by random marking is 0.2 . On these assumptions we can compute the information function pertaining to the maximum likelihood estimate of proficiencies as follows:

Assuming the three-parameter logistic response model for item $j$, the probability of correct response is:

$$
\begin{equation*}
P_{j}(\theta)=c_{j}+\left(1-c_{j}\right) \psi\left(z_{j}\right), \tag{1}
\end{equation*}
$$

where

$$
\psi\left(z_{j}\right)=\frac{1}{1+\exp \left(-z_{j}\right)}
$$

is the logistic function, and

$$
z_{j}=D a_{j}\left(\theta-b_{j}\right)
$$

is the corresponding logistic deviate or "logit." In the logit, $D=1.7$ is the constant that converts the logistic metric to normal, $c_{j}$ is the chance success parameters, $a_{j}$ is the item discriminating power, $\theta$ is the examinee's proficiency value, and $b_{j}$ is the location of the item on the proficiency continuum. As assumed above, we set $c_{j}=0.2$ and $a_{j}=1$ for purposes of discussion.

For the assumed three-parameter logistic model, the information for maximum likelihood estimation of $\theta$ conveyed by the response to item $j$ is

$$
\begin{equation*}
I_{j}(\theta)=D^{2} a_{j}^{2} \frac{1-P_{j}(\theta)}{P_{j}(\theta)}\left(\frac{P_{j}(\theta)-c_{j}}{1-c_{j}}\right)^{2} \tag{2}
\end{equation*}
$$

(see Lord, 1980, p. 73.)
The information about $\theta$ contained in the item response pattern of an $n$-item test is the sum of the item information:

$$
\begin{equation*}
I(\theta)=\sum_{j=1}^{n} I_{\mathrm{j}}(\theta) . \tag{3}
\end{equation*}
$$

The corresponding measurement standard error function for the test is the reciprocal square root of the information function:

$$
\begin{equation*}
\mathrm{SE}(\theta)=I^{1 / 12}(\theta) \tag{4}
\end{equation*}
$$

It is easy to show that the $q$ value corresponding to the maximum of information for item $j$ is

$$
\begin{equation*}
\theta^{*}=\mathrm{b}_{j}+\frac{1}{D a_{j}} \ln \frac{1+\left(1+8 \mathrm{c}_{\mathrm{j}}\right)^{1 / 2}}{2} \tag{5}
\end{equation*}
$$

which equals $b_{j}+1.57$ on the above assumptions; that is, the point of maximum information is displaced upward somewhat by the chance success probability of multiple-choice items (see Lord, 1980, p. 152). After we have determined the location of the cutting points, we will choose items for the first-stage tests so that their points of maximum information cluster about those points.

A basis for choosing the points exists in the reasonable assumption that the population distribution of proficiency is normal. For convenience, we set the mean and standard deviation provisionally at 0 and 1 , respectively. (In the NAEP assessments these values are set to 250 and 50 in the first assessment year.) On this provisional scale, we propose to locate the cutting points symmetrically at $\pm v$. Lacking any rationale for optimal locations, all other workers have set the points at equal percentiles of the distribution (i.e., at the 33.33 and 66.67 percentile points). This choice implies $v=0.426$. In a large scale assessment context, however, we believe these points are too close to the mean. For the following reasons, we have set the points at the 25.00 and 75.00 percentiles, or $v=0.675$. First, if item responses to the first- and second-stage tests are combined in estimating the examinee's proficiency, the information function of the middle-level test form is augmented by both components of the first-stage test; a larger proportion of the examinees therefore benefit from greater precision of that test. Second, a broader middle-level form permits us to move the point of maximum discrimination of the lower- and upper-level forms further toward the tails of the population distribution, which are of special interest in the policy uses of assessment. Third, it is important that very few students who belong in the lower level would be erroneously classified in the top level, and vice-versa-the wider middle-level proficiency interval assures very low probability of misclassification.

Given the assumed spacing, we can easily calculate the misclassification probabilities if we assume the errors of estimating $q$ to be normally distributed about its true value and we know the standard error of measurement of the first-stage test at $+v$ and $-v$. For a rough estimate of the standard error, we first simplify (4) by neglecting the guessing effect, then compute the information for eight-item tests peaked at either cutting point;

$$
\begin{aligned}
& I=1.7^{2} \times 8 \times 0.5 \times 0.5=5.78 ; \\
& S E=(5.78)^{-1 / 2}=0.416 .
\end{aligned}
$$

Thus, there are $2 \times 0.675 / 0.416=3.25$ standard errors between the cutting points. The probability that an examinee with true proficiency in the neighborhood of the lower point would score above the upper point is therefore 0.0006 , or odds of about one in a thousand. If equal percentiles are assumed as in Lord's (1970) study, the odds are 20 in a thousand. The smaller risk is preferable in sample sizes as large as NAEP's.

The next problem is where to place the maximum information points of the second stage tests. Obviously, if we assume peaked tests, the location of the maximum information of the middle-level test form should be located at zero on the proficiency scale. For good measurement in the tails of the population distribution, the maximum information of the lower- and upper-level forms should be well removed from zero. This requirement must be balanced, however, against the difficulty of precise estimation of item parameters when the success and failure rates for the items ( $p$-values) are extreme. Having these forms peak beyond $\pm 1.5$ on the scale is unlikely to be productive in practical work. We have therefore adopted the values $-1.5,0.0$, and +1.5 as the peaks of the second-stage forms.

Information curves for the first- and second-stage tests peaked in this way, and including the effect of the 0.2 rate of correct response attributable to random marking, are shown in Figure A-1. The curves for proficiencies estimated from responses to items in both stages are shown in Figure A-2. Notice the asymmetry of the curves and the influence of the first-stage test on their shape. Notice also that information yield falls off very sharply beyond about 2.0 and -2.25 , but is still much improved over that of a test peaked at the mean. Better accuracy in the tails of the distribution is the main advantage of adaptive testing. In practice, the forms may not be this strongly peaked, and the curves will be broader and have lower maxima.

Figure A-1. Prototype 1: First- and second-stage information curves


Figure A-2. Prototype 1: Combined first- and second-stage information
(250

## IRT analysis and scoring of prototype-1

To recover some of the information outside the range of the proficiency distributions in the second-stage levels, we propose a method of implementing multiple-group maximum marginal likelihood estimation that combines the first- and second-stage data. The steps are as follows:

1. First, estimate the respective latent distributions of proficiency among persons assigned to each of the second-stage levels. The distributions may be represented by weights at evenly spaced points on the proficiency continuum. Initially, the weights sum to unity within each distribution, but they are later combined proportionally to the corresponding sample sizes to form an estimate of the latent distribution of the whole population. To obtain these estimates, we need information from items that have been assigned nonadaptively to all respondents: the first-stage items serve this purpose. Because these items were previously calibrated in order to assign the respondents to second-stage levels, their parameters are available to the second-stage analysis. They can be used to estimate the posterior expected number of respondents in each level at specified points on the proficiency continuum assuming a standard normal prior distribution for the combined levels under the restriction that the mean and standard deviation of the combined distribution is 0 and 1 . Alternatively, if persons have been assigned to the second-stage levels using other information in addition to the first-stage item responses, the latent distributions and first-stage item parameters may be estimated on the same assumptions after such assignment.
2. Using these estimated latent distributions as prior distributions, the parameters of items in the second-stage tests may be estimated, along with improved posterior estimates of the latent distributions, in a multiple-group maximum marginal likelihood IRT analysis. If the second-level test booklets do not include common linking items between levels, or if the linking is sparse, the first-stage items may be included in the analysis to provide anchor-test links.
3. Finally, given the estimated parameters for all first- and second-stage items, the proficiency scale scores for the respondents may be estimated by maximum likelihood or by Bayes using the corresponding latent distributions from the previous step as second-stage priors.

## Example 1. A prototype-1 two-stage spelling test

As a small computing example, we simulated two-stage testing in data for the "OneHundred Word Spelling Test" previously analyzed by Bock, Thissen, and Zimowski (1997). On the basis of item parameters they report, we selected 12 first-stage items and 12 items for each of three levels of the second-stage test. Because of the limited number of items in the pool, we could not meet exactly the requirements of the prototype design, but the resulting test illustrates well enough the main features of the analysis. The item numbers in this and a later example correspond to the words presented in Bock, Thissen, and Zimowski's Table 1. All computations in the analysis were carried out with the BILOG-MG program of Zimowski, Muraki, Mislevy and Bock (1996). The program command files for the analysis are included at the end of this appendix.

For assigning the cases in the data to second-stage levels under conditions that would apply in an operational assessment, we re-estimated the parameters for the 12 first-stage items, computed Bayes estimates of proficiency scale scores, and rescaled the scores to mean 0 and standard deviation 1 in the sample. Cases with scores at or below 0.67 were assigned to group 1 , those at or above +0.67 were assigned to group 3 , and the remainder to group 2. Of the 1000 cases in the original study, 274, 451, and 275 were assigned to groups 1,2 , and 3 , respectively. With these assignment codes inserted in the case records, the latent distributions were estimated using the command file for the first-stage analysis shown below.

For the second-stage analysis, we used the latent distributions estimated in the first-stage analysis as the prior distributions for maximum marginal likelihood analysis of the combined first- and second-stage data. The points and weights representing the distributions are shown in the corresponding BILOG-MG command file. Inasmuch as there are no second-stage link items in this example, we use the first-stage items as an anchor test. The six easiest of these items provide the links between levels 1 and 2 ; the six most difficult provide the links between levels 2 and 3 . The item parameter estimates resulting from this analysis are shown in Table A-1.

Because the spelling data contain responses of all cases to all items, we can examine the comparative accuracy of the estimates based on the 24 items per case in the two-stage data with those based on 48 items per case in a conventional one-stage test. The latter estimates are also shown in Table A-1. Despite the small number of items and relatively small sample size in this computing example, the agreement between the estimates is reasonably good for the majority of items. There are notable exceptions, however, among the second-stage items: of these, items $6,7,77$, and 84 show discrepancies in both slope and threshold; all of these are from level 3 and have extremely high thresholds in the one-stage analysis, well beyond the +1.5 maximum we are assuming for second-stage items. Items 12 and 17 from level 3 are discrepant only in slope, as are items 26 and 38 from level 2, and items 50 and 64 from level 1. In all cases the two-stage slope is larger than the one-stage slope; this effect is balanced however, by the tendency of the first-stage items, $1,4,8,10,23,25,28,29,39,47,59$, and 87 to show smaller slopes in the two-stage analysis. As a result, the average slope in the two-stage results is only slightly larger than the one-stage average. The average thresholds also show only a small difference. In principle, the parameters of a two-parameter logistic response function can be calculated from probabilities at any two distinct, finite values on the measurement continuum; similarly, those of the three-parameter model can be calculated from three such points. This suggests that in fallible data estimation must improve, even in the two-stage case, as sample size increases. Some preliminary simulations we have attempted suggest that with sample sizes in the order of 5 or 10 thousand, and better placing of the items, the discrepancies we see in the prototype 1 results largely disappear.

Table A-1. Prototype 1: Comparison of two-stage and one-stage item parameter estimates in spelling data ( $\mathrm{N}=1000$ )

| Item | Two-Stage |  | One-Stage |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Slope S.E.* | Threshold S.E.* | Slope S.E.** | Threshold S.E.* |
| 1 | $\begin{aligned} & 0.686 \\ & 0.072^{*} \end{aligned}$ | $\begin{gathered} -0.179 \\ 0.071^{*} \end{gathered}$ | $\begin{aligned} & 0.820 \\ & 0.068 * \end{aligned}$ | $\begin{gathered} -0.347 \\ 0.056^{*} \end{gathered}$ |
| 4 | $\begin{aligned} & 0.704 \\ & 0.071 * \end{aligned}$ | $\begin{gathered} -0.514 \\ 0.068^{*} \end{gathered}$ | $\begin{aligned} & 0.733 \\ & 0.062 * \end{aligned}$ | $\begin{gathered} -0.597 \\ 0.067^{*} \end{gathered}$ |
| 5 | $\begin{aligned} & 0.779 \\ & 0.134 * \end{aligned}$ | $\begin{gathered} -1.488 \\ 0.113^{*} \end{gathered}$ | $\begin{aligned} & 0.696 \\ & 0.063 * \end{aligned}$ | $\begin{array}{r} -1.461 \\ 0.113^{*} \end{array}$ |
| 6 | $\begin{aligned} & 0.769 \\ & 0.132 * \end{aligned}$ | $\begin{aligned} & 1.566 \\ & 0.118^{*} \end{aligned}$ | $\begin{aligned} & 0.291 \\ & 0.039 * \end{aligned}$ | $\begin{aligned} & 2.289 \\ & 0.326^{*} \end{aligned}$ |
| 7 | $\begin{aligned} & 0.702 \\ & 0.147^{*} \end{aligned}$ | $\begin{aligned} & 2.722 \\ & 0.310^{*} \end{aligned}$ | $\begin{aligned} & 0.332 * \\ & 0.054 * \end{aligned}$ | $\begin{aligned} & 4.015 \\ & 0.619^{*} \end{aligned}$ |
| 8 | $\begin{aligned} & 0.516 \\ & 0.062 * \end{aligned}$ | $\begin{aligned} & 0.470 \\ & 0.089 * \end{aligned}$ | $\begin{aligned} & 0.517 \\ & 0.049^{*} \end{aligned}$ | $\begin{aligned} & 0.575 \\ & 0.091 * \end{aligned}$ |
| 9 | $\begin{aligned} & 0.794 \\ & 0.126^{*} \end{aligned}$ | $\begin{gathered} -0.230 \\ 0.079^{*} \end{gathered}$ | $\begin{aligned} & 0.560 \\ & 0.050^{*} \end{aligned}$ | $\begin{gathered} -0.220 \\ 0.075^{*} \end{gathered}$ |
| 10 | $\begin{aligned} & 1.031 * \\ & 0.085 * \end{aligned}$ | $\begin{aligned} & 0.427 * \\ & 0.050 * \end{aligned}$ | $\begin{aligned} & 0.957 \\ & 0.070^{*} \end{aligned}$ | $\begin{aligned} & 0.477 \\ & 0.054^{*} \end{aligned}$ |
| 12 | $\begin{aligned} & 0.473 \\ & 0.103 * \end{aligned}$ | $\begin{aligned} & 1.090 \\ & 0.154^{*} \end{aligned}$ | $\begin{aligned} & 0.784 \\ & 0.073 * \end{aligned}$ | $\begin{aligned} & 1.387 \\ & 0.102 * \end{aligned}$ |
| 14 | $\begin{aligned} & 0.799 \\ & 0.141 * \end{aligned}$ | $\begin{gathered} -2.020 \\ 0.167 * \end{gathered}$ | $\begin{aligned} & 0.694 \\ & 0.080^{*} \end{aligned}$ | $\begin{gathered} -2.045 \\ 0.180^{*} \end{gathered}$ |
| 15 | $\begin{aligned} & 0.440 \\ & 0.098^{*} \end{aligned}$ | $\begin{aligned} & 0.095 \\ & 0.130^{*} \end{aligned}$ | $\begin{aligned} & 0.407 \\ & 0.044^{*} \end{aligned}$ | $\begin{aligned} & 0.066 \\ & 0.097 * \end{aligned}$ |
| 17 | $\begin{aligned} & 0.733 \\ & 0.128^{*} \end{aligned}$ | $\begin{aligned} & 1.473 \\ & 0.116 * \end{aligned}$ | $\begin{aligned} & 0.480 \\ & 0.049^{*} \end{aligned}$ | $\begin{aligned} & 1.540 \\ & 0.159 * \end{aligned}$ |
| 20 | $\begin{aligned} & 0.483 \\ & 0.105 * \end{aligned}$ | $\begin{aligned} & 0.733 \\ & 0.193 * \end{aligned}$ | $\begin{aligned} & 0.306 \\ & 0.039 * \end{aligned}$ | $\begin{aligned} & 0.845 \\ & 0.165 * \end{aligned}$ |
| 23 | $\begin{aligned} & 0.497 * \\ & 0.061^{*} \end{aligned}$ | $\begin{aligned} & 0.908 \\ & 0.108 * \end{aligned}$ | $\begin{aligned} & 0.522 \\ & 0.053 * \end{aligned}$ | $\begin{aligned} & 0.933 \\ & 0.108 * \end{aligned}$ |
| 24 | $\begin{aligned} & 0.546 \\ & 0.113 * \end{aligned}$ | $\begin{gathered} -1.931 * \\ 0.207^{*} \end{gathered}$ | $\begin{aligned} & 0.404 \\ & 0.049^{*} \end{aligned}$ | $\begin{gathered} -2.145 \\ 0.253^{*} \end{gathered}$ |
| 25 | $\begin{aligned} & 0.644 \\ & 0.067^{*} \end{aligned}$ | $\begin{aligned} & 0.762 \\ & 0.080^{*} \end{aligned}$ | $\begin{aligned} & 0.703 \\ & 0.060 * \end{aligned}$ | $\begin{aligned} & 0.832 \\ & 0.078 * \end{aligned}$ |
| 26 | $\begin{aligned} & 0.531 \\ & 0.111^{*} \end{aligned}$ | $\begin{gathered} -1.688 \\ 0.177^{*} \end{gathered}$ | $\begin{aligned} & 0.260 \\ & 0.039 * \end{aligned}$ | $\begin{gathered} -1.876 \\ 0.306^{*} \end{gathered}$ |
| 27 | $\begin{aligned} & 0.733 \\ & 0.121^{*} \end{aligned}$ | $\begin{gathered} -0.105 \\ 0.080^{*} \end{gathered}$ | $\begin{aligned} & 0.678 \\ & 0.056 * \end{aligned}$ | $\begin{aligned} & -0.116 \\ & 0.063 * \end{aligned}$ |

Table A-1. Prototype 1: Comparison of two-stage and one-stage item parameter estimates in spelling data (cont)


Table A-1. Prototype 1: Comparison of two-stage and one-stage item parameter estimates in spelling data (cont)

| Item | Two-Stage |  | One-Stage |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Slope S.E.* | Threshold S.E.* | Slope S.E.* | Threshold S.E.* |
|  |  |  |  |  |
| 68 | $\begin{aligned} & 0.723 \\ & 0.132 * \end{aligned}$ | $\begin{aligned} & -1.977 \\ & 0.173^{*} \end{aligned}$ | $\begin{aligned} & 0.515 \\ & 0.063 * \end{aligned}$ | $\begin{aligned} & -2.079 \\ & 0.220^{*} \end{aligned}$ |
| 69 | $\begin{aligned} & 0.648 \\ & 0.121 * \end{aligned}$ | $\begin{aligned} & 1.510 \\ & 0.132^{*} \end{aligned}$ | $\begin{aligned} & 0.550 \\ & 0.054 * \end{aligned}$ | $\begin{aligned} & 1.540 \\ & 0.141 * \end{aligned}$ |
| 72 | $\begin{aligned} & 0.674 \\ & 0.119^{*} \end{aligned}$ | $\begin{gathered} -0.348 \\ 0.101 * \end{gathered}$ | $\begin{aligned} & 0.592 \\ & 0.051^{*} \end{aligned}$ | $\begin{gathered} -0.295 \\ 0.072^{*} \end{gathered}$ |
| 73 | $\begin{aligned} & 0.555 \\ & 0.112 * \end{aligned}$ | $\begin{aligned} & 1.565 \\ & 0.155^{*} \end{aligned}$ | $\begin{aligned} & 0.252 \\ & 0.039 * \end{aligned}$ | $\begin{aligned} & 1.947 \\ & 0.322 * \end{aligned}$ |
| 77 | $\begin{aligned} & 0.904 \\ & 0.147^{*} \end{aligned}$ | $\begin{aligned} & 1.844 \\ & 0.128^{*} \end{aligned}$ | $\begin{aligned} & 0.265 \\ & 0.041^{*} \end{aligned}$ | $\begin{aligned} & 3.073 \\ & 0.476^{*} \end{aligned}$ |
| 78 | $\begin{aligned} & 0.636 \\ & 0.122 * \end{aligned}$ | $\begin{gathered} -1.830 \\ 0.171^{*} \end{gathered}$ | $\begin{aligned} & 0.623 \\ & 0.069^{*} \end{aligned}$ | $\begin{gathered} -1.835 \\ 0.161^{*} \end{gathered}$ |
| 84 | $\begin{aligned} & 1.191 * \\ & 0.221 * \end{aligned}$ | $\begin{aligned} & 2.566 \\ & 0.203 * \end{aligned}$ | $\begin{aligned} & 0.581 \\ & 0.089^{*} \end{aligned}$ | $\begin{aligned} & 3.493 \\ & 0.436^{*} \end{aligned}$ |
| 85 | $\begin{aligned} & 0.684 \\ & 0.127^{*} \end{aligned}$ | $\begin{gathered} -1.036 \\ 0.110^{*} \end{gathered}$ | $\begin{aligned} & 0.419 \\ & 0.046 * \end{aligned}$ | $\begin{gathered} -1.114 \\ 0.145^{*} \end{gathered}$ |
| 86 | $\begin{aligned} & 0.407 \\ & 0.097 \end{aligned}$ | $\begin{aligned} & 2.149 \\ & 0.291^{*} \end{aligned}$ | $\begin{aligned} & 0.218 \\ & 0.037 * \end{aligned}$ | $\begin{aligned} & 2.633 \\ & 0.465^{*} \end{aligned}$ |
| 87 | $\begin{aligned} & 0.473 \\ & 0.061 * \end{aligned}$ | $\begin{gathered} -0.763 \\ 0.105^{*} \end{gathered}$ | $\begin{aligned} & 0.518 \\ & 0.052^{*} \end{aligned}$ | $\begin{array}{r} -0.800 \\ 0.101 * \end{array}$ |
| 90 | $\begin{aligned} & 0.846 \\ & 0.143 * \end{aligned}$ | $\begin{gathered} -1.846 \\ 0.139^{*} \end{gathered}$ | $\begin{aligned} & 0.792 \\ & 0.084^{*} \end{aligned}$ | $\begin{gathered} -1.827 \\ 0.139^{*} \end{gathered}$ |
| 95 | $\begin{aligned} & 0.754 \\ & 0.131 * \end{aligned}$ | $\begin{gathered} -1.338 \\ 0.107^{*} \end{gathered}$ | $\begin{aligned} & 0.600 \\ & 0.059^{*} \end{aligned}$ | $\begin{gathered} -1.280 \\ 0.118^{*} \end{gathered}$ |
| 97 | $\begin{aligned} & 0.422 \\ & 0.109 * \end{aligned}$ | $\begin{aligned} & 3.431 * \\ & 0.593 * \end{aligned}$ | $\begin{aligned} & 0.211 \\ & 0.043 * \end{aligned}$ | $\begin{aligned} & 5.217 \\ & 1.053 * \end{aligned}$ |
| Average | 0.678 | 0.074 | 0.565 | 0.224 |

The latent distributions estimated with items from both stages are depicted in Figure A-3. The distributions for the three assignment groups are shown normalized to unity. The estimated population distribution, which is the sum of the distributions for the individual groups weighted proportional to sample size, is constrained to mean 0 and standard deviation 1 during estimation of the component distribution. It is essentially normal and almost identical to the population distribution estimated in the one-stage analysis.

One may infer the measurement properties of the simulated two-stage spelling test from the information and efficiency calculations shown in Figure A-4 and Figure A-5, respectively. When interpreting information curves, the following rules of thumb are helpful. An information value of 5 corresponds to a measurement error variance of $1 / 5=0.2$. In a population in which the score variance is set to unity, the reliability of a score with this error variance is $1.0-0.2=0.8$. Similarly, the reliability corresponding to an information value of 10 is 0.9 . In the context of low-stakes score reporting, we are aiming for reliabilities anywhere between these figures. As is apparent in Figure A-4, this range of reliability is achieved in the two-stage results for spelling over much of the latent distribution.

Finally, the efficiency curves in Figure A-5 for the three levels show us the saving of test length and administration time, including both first- and second-stage testing, due specifically to the two-stage procedure in comparison with a one-stage test of the same length and item content. In this case we hope to see efficiencies greater than 2.0 , at least away from the population mean where conventional tests with peaked centers typically have reduced precision. The prototype 1 design and analysis meets this criterion.

To increase generalizability of group-level mean scores in assessment applications of the prototype 1 design, the second-stage tests will of course have to exist in multiple stratified randomly-parallel forms. As with matrix sampling designs, these forms will be administered in random rotation to the examinees in each second-stage level. The sample data will then be suitable for equivalent-groups equating of the second-stage forms.

Figure A-3. Prototype 1: Estimated latent distributions from two-stage and one-stage spelling data



Figure A-4. Prototype 1: Two-stage spelling test information


Assuming 16-item first- and second-stage tests, plus information from 8,16 , and 8 first-stage items contributing to the Easy, Intermediate, and Difficult tests, respectively.

Figure A-5. Prototype 1: Efficiencies of the two-stage spelling tests


Assuming 16-item first- and second-stage tests, plus information from 8,16 , and 8 first-stage items contributing to the Easy, Intermediate, and Difficult tests, respectively; efficiencies relative to a one-stage test of the same length.

## Prototype 2: An incomplete-block two-stage design

The prototype 2 design is a generalization of prototype 1 in which the first-stage test as well as the second stage test exists in multiple randomly-parallel forms. It assumes random assignment of the first-stage forms to examinees generally, and random assignment of second-stage forms within assigned second-stage levels. Although the type 2 design is not as efficient as the type 1 design, it has certain advantages which we will point out.

To re-deploy one of the second-stage forms as a type 2 instrument, we assume that there are three levels of difficulty and that the number of items at each level is divisible by 3 . The $3 n$ items may then be partitioned into blocks of size $n$, and the $3 n$-item second-stage tests represented as follows:

| Levels | Blocks |
| :--- | :---: |
| 1. Easy | a b c |
| 2. Intermediate | def |
| 3. Difficult | g h i |

Now form three first-stage test booklets from the second-stage item blocks as follows:

## Test

A adg
B beh

C cfi
Next construct three distinct 2-block second-stage test booklets within each level as follows:

Levels

1. Easy
2. Intermediate
3. Difficult

## Blocks

bc ac ab
ef df de
hi gi gh

Any given examinee is assigned one of the following nine combinations of blocks in the first- and second-stage booklets. The blocks in the second are the "aliases" of those in the first, so that no examinee is presented the same item twice.

| First-stage | Second-stage | 1st-stage | 2nd-stage |
| :---: | :---: | :---: | :---: |
| Test | Level | Blocks | Blocks |
| A | 1 | adg | bc |
| B | 1 | beh | ac |
| C | 1 | cfi | ab |
| A | 2 | adg | ef |
| B | 2 | beh | df |
| C | 2 | cfi | de |
| A | 3 | adg | hi |
| B | 3 | beh | gi |
| C | 3 | cfi | gh |

In an actual assessment we would propose six items per block for each subject matter-thus, 18 items per first-stage booklet and 12 items per second-stage booklet. In the spelling data, however, there were only enough suitable items for 4 -item blocks. We assigned the following items to the nine blocks:

| a. | $5,26,68,90$ |
| :--- | :--- |
| b. | $14,38,78,92$ |
| c. | $24,53,85,95$ |
| d. | $9,27,48,54$ |
| e. | $1,15,33,49$ |
| f. | $4,10,34,50$ |
| g. | $6,17,25,69$ |
| h. | $8,28,35,73$ |
| i. | $12,23,47,60$ |

With more items in the first-stage than the second, this design cannot be as efficient as prototype 1 , although it has the merit of allowing more time for extended-response items in the second stage. However, a more important advantage is that every item appears in one of the first-stage booklets. This means that all of the items can be calibrated in data from the nonadaptively administered first-stage testing. None of the problems associated with item calibration in adaptive testing will arise. If there is sufficient time between the two testings, the items for the second-stage forms can be selected and the booklets produced using the item parameters from the calibration in the first-stage data. This strategy would have been advantageous in the SSAS, where items were assigned to the second-stage forms with generally poor knowledge of their difficulties in the Ohio student population; unfortunately, we did not conceive of this approach at the time.

In an ongoing assessment program, the type 2 design would useful as a first step in in the direction of more efficient two-stage or computerized adaptive testing. Although data quality in the initial assessment would not be quite as high as in following assessments, the assessment program could get under way with less extensive pretesting than is required for conventional adaptive test construction. Once the
program was underway, all subsequent updating on the assessment instrument could be carried out in the operational data by inserting "variant" items in the first-stage forms as described in the body of the paper. In this way any further need for separate item field trials would be eliminated.

The setup of the BILOG-MG analysis for item parameter estimation in the prototype 2 first-stage data appears at the end of the appendix following the command files for the prototype 1 . Notice that there are no common items between the three test forms. It is a common misapprehension that linking items are required in IRT equating of test forms, whereas linking is actually necessary only in non-equivalent groups equating. The prototype 2 simulation, we assigned the forms in rotation to the 1000 respondents, generating three groups sampled from the same population. The analysis differs from a one-group analysis only in that a given examinee responds to a random sample of 12 items, compared to the full set of 36 items in the one-group analysis; consequently the number of respondents per item is one-third that of the one-group analysis. The concordance of the two analyses is apparent in Table A-2: none of the differences between corresponding parameter estimates is excessive compared to their standard errors, and the mean slope and threshold are essentially the same. Similarly, the average latent distribution from the two-stage analysis, shown in Figure A-6, is essentially the same as that from the one-group analysis and to that of prototype 1 (Figure A-3).

Table A-2. Prototype 2: Comparison of two-stage and one-stage item parameter estimates in spelling data $(\mathrm{N}=1000)$


Table A-2. Prototype 2: Comparison of two-stage and one-stage item parameter estimates in spelling data (cont)


Table A-2. Prototype 2: Comparison of two-stage and one-stage item parameter estimates in spelling data (cont)

| Item | Two-Stage |  | One-Stage |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Slope S.E.* | Threshold S.E.* | Slope S.E.* | Threshold S.E.* |
| 69 | $\begin{aligned} & 0.609 \\ & 0.122^{*} \end{aligned}$ | $\begin{aligned} & 1.413 \\ & 0.268^{*} \end{aligned}$ | $\begin{aligned} & 0.550 \\ & 0.055^{*} \end{aligned}$ | $\begin{aligned} & 1.528 \\ & 0.146 * \end{aligned}$ |
| 73 | $\begin{aligned} & 0.329 \\ & 0.099^{*} \end{aligned}$ | $\begin{aligned} & 1.243 \\ & 0.399 * \end{aligned}$ | $\begin{aligned} & 0.252 \\ & 0.040^{*} \end{aligned}$ | $\begin{aligned} & 1.948 \\ & 0.311 * \end{aligned}$ |
| 78 | $\begin{aligned} & 0.695 \\ & 0.183 * \end{aligned}$ | $\begin{gathered} -1.614 \\ 0.309 * \end{gathered}$ | $\begin{aligned} & 0.672 \\ & 0.073 * \end{aligned}$ | $\begin{gathered} -1.720 \\ 0.148^{*} \end{gathered}$ |
| 85 | $\begin{aligned} & 0.373 \\ & 0.100^{*} \end{aligned}$ | $\begin{gathered} -1.656 \\ 0.432 * \end{gathered}$ | $\begin{aligned} & 0.426 \\ & 0.048^{*} \end{aligned}$ | $\begin{gathered} -1.093 \\ 0.145^{*} \end{gathered}$ |
| 90 | $\begin{aligned} & 0.621 \\ & 0.167 * \end{aligned}$ | $\begin{gathered} -2.016 \\ 0.416^{*} \end{gathered}$ | $\begin{aligned} & 0.808 \\ & 0.093 * \end{aligned}$ | $\begin{gathered} -1.772 \\ 0.149^{*} \end{gathered}$ |
| 92 | $\begin{aligned} & 0.405 \\ & 0.113^{*} \end{aligned}$ | $\begin{array}{r} -1.097 \\ 0.301 * \end{array}$ | $\begin{aligned} & 0.527 \\ & 0.056^{*} \end{aligned}$ | $\begin{gathered} -0.871 \\ 0.104^{*} \end{gathered}$ |
| 95 | $\begin{aligned} & 0.600 \\ & 0.123^{*} \end{aligned}$ | $\begin{gathered} -1.268 \\ 0.234^{*} \end{gathered}$ | $\begin{aligned} & 0.638 \\ & 0.066 * \end{aligned}$ | $\begin{gathered} -1.214 \\ 0.133^{*} \end{gathered}$ |
| Average | 0.609 | -0.156 | 0.614 | -0.077 |

Along with parameter estimation in the first-stage results, we computed case-by-case EAP scale-score estimates standardized to mean 0 and standard deviation 1 in the sample. Each case was then assigned to one of the three second-stage groups relative to the cutting points -0.67 and +0.67 . The estimation of proficiency scores using combined information from the two stages was then carried out with the second prototype 2 BILOG-MG setup shown below. For convenience we used maximum likelihood score estimation, which does not require the input of weights from the first-stage latent distributions as does the EAP score estimation used in the prototype 1 scoring.

Average information curves for the 9 second-stage forms are shown in Figure A-7, extended from 20 to 32 items for purposes of comparison with the prototype 1 results. The information levels are high in the center of the latent distribution, but, as expected, fall off toward the tails more quickly than those of prototype 1 . The problem is partly that the the first-stage item locations peak in the center rather than at the cutting points and there are too few easy and difficult items in the second-stage test. These conditions are unavoidable in the type 2 design. Similarly, the corresponding efficiency curves shown in Figure A-8 are less favorable in the tails. When evaluating the utility of the design, however, one must balance these results against the design's special merit in situations where accurate information on item difficulties is not available prior to the first-stage testing.

Figure A-6. Prototype 2: Estimated latent distributions from two-stage and one-stage spelling data



Figure A-7. Prototype 2: Two-stage spelling test information


Assuming a 15-item first-stage test and a 10-item second-stage test.

Figure A-8. Prototype 2: Efficiencies of the two-stage spelling tests


Assuming a 15-item first-stage test and a 10-item second-stage test.

BILOG-MG command files for the Prototype 1 computing example

```
ANALYSIS 1.: A SIMULATED TWO-STAGE SPELLING TEST
    Estimation of first-stage item parameters and latent distributions
>COMMENT
    Based on the 100-word spelling test data. N = 1000
    (See Bock, Thissen and Zimowski, 1997).
>GLOBAL DFNAME='SPELLGRP.DAT',NPARM=2, SAVE;
>SAVE SCORE='SPEL1ST.SCO',PARM='SPELL1ST.PAR' ;
>LENGTH NITEMS=12;
>INPUT NTOT=100, SAMPLE=1000, NGROUP=3, KFNAME='SPELLGRP.DAT',
    NIDCH=11,TYPE=1;
>ITEMS INUM=(1(1)100), INAME=(SPELL001 (1)SPELL100);
>TEST TNAME=SPELLING INUM=(1,4,8,10,23,25,28,29,39,47,59,87);
>GROUP1 GNAME=GROUP1, LENGTH=12,INUM=(1,4,8,10,23,25,28,29,39,47,59,87);
>GROUP2 GNAME=GROUP2, LENGTH=12,INUM=(1,4,8,10,23,25,28,29,39,47,59,87);
>GROUP3 GNAME=GROUP 3,LENGTH=12,INUM=(1,4,8,10,23,25,28,29,39,47,59,87);
        (11A1, I1, 25A1, 1X, 25A1,/T13,25A1, 1X, 25A1)
>CALIB FIX,NOFLOAT,CYCLE=35,SPRIOR,NEWTON=2,
        CRIT=0.001, REF=0;
>SCORE IDIST=3,METHOD=2,NOPRINT,INFO=1,POP;
ANALYSIS 2: A SIMULATED TWO-STAGE SPELLING TEST
    Estimated link and second-stage item parameters, and latent
    distributions
>COMMENT
    Based on the 100-word spelling test data. N = 1000
    (See Bock, Thissen and Zimowski, 1997).
>GLOBAL DFNAME='SPELLGRP.DAT',NPARM=2, SAVE;
>SAVE SCORE='SPEL2N2.SCO', PARM=' SPEL2N2.PAR' ;
>LENGTH NITEMS=48;
>INPUT NTOT=100,SAMPLE=1000,NGROUP=3,KFNAME=' SPELLGRP.DAT',NIDCH=11,
                TYPE=1;
>ITEMS INUM=(1(1)100), INAME=(SPELL001 (1)SPELL100);
>TEST TNAME=SPELLING,INUM=(1,4,5,6,7,8,9,10,12,14,15,17,20,23,24,25,
26,27,28,29,33,34,35,38,39,46,47,48,49,50,53,54,59,60,64,68,69,72,73,
77,78,84,85,86,87,90,95,97);
>GROUP1 GNAME=GROUP1, LENGTH=18,
INUM=(1,4,5,14,24,26,29,38,39,46,53,59,68,78,85,87,90,95);
>GROUP2 GNAME=GROUP2,LENGTH=24,INUM=(1,4,8,9,10,15,20,23,25,27,28,29,
33,34,39,47,48,49,50,54,59,64,72,87);
>GROUP3 GNAME=GROUP 3, LENGTH=18,
INUM=(6,7,8,10,12,17,23,25,28,35,47,60,69,73,77,84,86,97);
    (11A1,I1,25A1,1X,25A1,/T13,25A1,1X,25A1)
>CALIB IDIST=1,FIX,NOFLOAT,CYCLE=35,SPRIOR,NEWTON=2,CRIT=0.001
    REF=0,PLOT=1.0,ACC=0.0;
>QUAD1 POINT = (-0.4064E+01 -0.3636E+01 -0.3209E+01 -0.2781E+01 -0.2353E+01
    -0.1925E+01-0.1497E+01-0.1069E+01-0.6415E+00-0.2137E+00
    0.2142E+00 0.6420E+00 0.1070E+01 0.1498E+01 0.1926E+01
    0.2353E+01 0.2781E+01 0.3209E+01 0.3637E+01 0.4065E+01),
```

BILOG-MG command files for the Prototype 1 computing example (cont)

| WEIGHT $=(0.2038 \mathrm{E}-03$ | $0.1004 \mathrm{E}-02$ | $0.4098 \mathrm{E}-02$ | $0.1392 \mathrm{E}-010$. | $0.3927 \mathrm{E}-01$ |
| :---: | :---: | :---: | :---: | :---: |
| $0.9180 \mathrm{E}-01$ | $0.1751 \mathrm{E}+00$ | $0.2552 \mathrm{E}+00$ | $0.2454 \mathrm{E}+000$. | . $1322 \mathrm{E}+00$ |
| $0.3630 \mathrm{E}-01$ | $0.5034 \mathrm{E}-02$ | $0.3726 \mathrm{E}-03$ | $0.1608 \mathrm{E}-040$. | $0.3201 \mathrm{E}-07$ |
| $0.0000 \mathrm{E}+00$ | $0.0000 \mathrm{E}+00$ | $0.0000 \mathrm{E}+00$ | $0.0000 \mathrm{E}+000$. | $0.0000 \mathrm{E}+00)$; |
| >QUAD2 POINT $=(-0.4064 \mathrm{E}+01-0.3636 \mathrm{E}+01-0.3209 \mathrm{E}+01-0.2781 \mathrm{E}+01-0.2353 \mathrm{E}+01$ |  |  |  |  |
| $-0.1925 \mathrm{E}+01-0.1497 \mathrm{E}+01-0.1069 \mathrm{E}+01-0.6415 \mathrm{E}+00-0.2137 \mathrm{E}+00$ |  |  |  |  |
| $0.2142 \mathrm{E}+00$ | $0.6420 \mathrm{E}+0$ | $0 \quad 0.1070 \mathrm{E}+01$ | $1 \quad 0.1498 \mathrm{E}+01$ | $10.1926 \mathrm{E}+01$ |
| $0.2353 \mathrm{E}+01$ | $0.2781 \mathrm{E}+0$ | $10.3209 \mathrm{E}+01$ | $1 \quad 0.3637 \mathrm{E}+01$ | $10.4065 \mathrm{E}+01)$, |
| WEIGHT $=0.0000 \mathrm{E}+00$ | $0.0000 \mathrm{E}+00$ | $0.2593 \mathrm{E}-06$ | $0.8372 \mathrm{E}-050$. | $0.1342 \mathrm{E}-03$ |
| $0.1510 \mathrm{E}-02$ | $0.1186 \mathrm{E}-01$ | $0.5947 \mathrm{E}-01$ | $0.1716 \mathrm{E}+00$ | 2743E+00 |
| $0.2553 \mathrm{E}+00$ | $0.1495 \mathrm{E}+00$ | $0.5766 \mathrm{E}-01$ | $0.1527 \mathrm{E}-010$. | $0.2959 \mathrm{E}-02$ |
| $0.4537 \mathrm{E}-03$ | $0.4634 \mathrm{E}-04$ | $0.3569 \mathrm{E}-05$ | $0.0000 \mathrm{E}+000$. | $0.0000 \mathrm{E}+00)$; |
| >QUAD3 POINT $=(-0.4064 \mathrm{E}+01-0.3636 \mathrm{E}+01-0.3209 \mathrm{E}+01-0.2781 \mathrm{E}+01-0.2353 \mathrm{E}+01$ |  |  |  |  |
| $-0.1925 \mathrm{E}+01-0.1497 \mathrm{E}+01-0.1069 \mathrm{E}+01-0.6415 \mathrm{E}+00-0.2137 \mathrm{E}+00$ |  |  |  |  |
| $0.2142 \mathrm{E}+00$ | $0.6420 \mathrm{E}+00$ | $0 \quad 0.1070 \mathrm{E}+01$ | $1 \quad 0.1498 \mathrm{E}+01$ | $10.1926 \mathrm{E}+01$ |
| $0.2353 \mathrm{E}+01$ | $0.2781 \mathrm{E}+01$ | $1 \quad 0.3209 \mathrm{E}+01$ | $1 \quad 0.3637 \mathrm{E}+01$ | $10.4065 \mathrm{E}+01)$, |
| WEIGHT $=10.0000 \mathrm{E}+$ | $0.0000 \mathrm{E}+00$ | $0.0000 \mathrm{E}+00$ | $0.0000 \mathrm{E}+00$ | $0 \quad 0.0000 \mathrm{E}+00$ |
| $0.3837 \mathrm{E}-$ | $0.1858 \mathrm{E}-04$ | $40.4446 \mathrm{E}-03$ | $3 \quad 0.5815 \mathrm{E}-02$ | $2 \quad 0.3884 \mathrm{E}-01$ |
| $0.1307 \mathrm{E}+00$ | $0.2343 \mathrm{E}+00$ | $0.2498 \mathrm{E}+00$ | $0 \quad 0.1801 \mathrm{E}+00$ | 0 0.9737E-01 |
| $0.4201 \mathrm{E}-$ | $0.1487 \mathrm{E}-01$ | $10.4353 \mathrm{E}-02$ | 2.1039E-02 | 2 0.2166E-03); |
| >SCORE IDIST=3,METHOD | 2, NOPRINT, | INFO=1, POP; |  |  |

## BILOG-MG command file for Prototype 2 analysis

```
ANALYSIS 2: A SIMULATED TWO-STAGE TESTING APPLICATION
    Method 2: Incomplete block two-stage test
>COMMENT
    Based on the 100-word spelling test data. N = 1000
>GLOBAL DFNAME='SPELGRPF.DAT',NPARM=2, SAVE;
>SAVE SCORE='SPEL2N2F.SCO',PARM='SPEL2N2F.PAR';
>LENGTH NITEMS=36;
>INPUT NTOT=100,SAMPLE=1000,NFORMS=9,NGROUP=3,KFNAME='SPELGRPF.DAT',
    NIDCH=11,TYPE=1;
>ITEMS INUM=(1(1)100), INAME=(SPELLO01(1)SPELL100);
>TEST TNAME=SPELLING,INUM=(1,4,5,6, 8, 9, 10, 12, 14, 15, 17, 23, 24, 25,
26, 27, 28, 33, 34, 35, 38, 47, 48,49,50,53,54,60,68,69,73,78,85,90,92,95);
>FORMA1 LENGTH=20, INUM= (5, 6, 9, 14,17, 24, 25, 26, 27, 38, 48,54,68,69,53,78,
85,90,92,95);
>FORMB1 LENGTH=20, INUM=(1,5, 8, 14,15, 24, 26, 28, 33, 35, 38, 49,53,68,73,78,
85,90,92,95);
>FORMC1 LENGTH=20,
INUM=(4,5,10,12,14,23,24,26,34,38,47,50,53,60,68,78, 85,90,92,95);
>FORMA2 LENGTH=20,
INUM=(1,4,5,6,9,10,15,17,25,26,27,33,34,48,49,50,54, 68,69,90);
>FORMB2 LENGTH=20, INUM=(1,4,8,9,10,14,15,27,28,33,34,35,38,48,49,50,
54,73,78,92);
>FORMC2 LENGTH=20, INUM=(1,4,9,10,12,15,23,24,27,33,34,47,48,49,50,
53,54,60,85,95);
>FORMA3 LENGTH=20, INUM=(5,6,8,9,12,17,23,25,26,27,28,35,47,48,54,
60,68,69,73,90);
>FORMB3 LENGTH=20, INUM=(1,6,8,12,14,15,17,23,25,28,33,35,38,47,49,
60,69,73,78,92);
>FORMC3 LENGTH=20, INUM=(4,6,8,10,12,17,23,24,25,28,34,35,47,50,
53,60,69,73,85,95);
>GROUP1 GNAME=GROUP1, LENGTH=36, INUM=(1, 4,5,6,8,9,10, 12, 14, 15,
17,23,24,25,26,27,28,33,34,35,38,47,48,49,50,53,54,60,68,69,73,
78,85,90,92,95);
>GROUP2 GNAME=GROUP2,
IENGIH=36, INUM= (1,4,5,6,8,9,10,12,14,15,17,23,24,25,26,27,28,33,34,35,38,47,48,49,50,53,54,60,68,69,73,78,85,90,92,95);
>GROUP3 GNAME=GROUP3, LENGTH=36, INUM=(1, 4,5,6, 8, 9, 10, 12, 14, 15, 17,
23,24,25,26,27,28,33,34,35,38,47,48,49,50,53,54,60,68,69,73,78,85,90,
92,95);
    (11A1,1X,I1,1X,I1,1X,20A1)
>CALIB EMPIRICAL,NOFLOAT,CYCLE=35,SPRIOR,NEWTON=2,
    CRIT=0.001 REF=0, PLOT=1.0, ACC=0.0;
>SCORE IDIST=3,METHOD=2,NOPRINT,INFO=1,POP;
```
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| No. | Title | NCES contact |
| :---: | :---: | :---: |
| 2001-06 | Papers from the Early Childhood Longitudinal Studies Program: Presented at the 2001 AERA and SRCD Meetings | Jerry West |
| 2002-05 | Early Childhood Longitudinal Study-Kindergarten Class of 1998-99 (ECLS-K), Psychometric Report for Kindergarten Through First Grade | Elvira Hausken |
| Education Finance Statistics Center (EDFIN) |  |  |
| 94-05 | Cost-of-Education Differentials Across the States | William J. Fowler, Jr. |
| 96-19 | Assessment and Analysis of School-Level Expenditures | William J. Fowler, Jr. |
| 97-43 | Measuring Inflation in Public School Costs | William J. Fowler, Jr. |
| 98-04 | Geographic Variations in Public Schools' Costs | William J. Fowler, Jr. |
| 1999-16 | Measuring Resources in Education: From Accounting to the Resource Cost Model Approach | William J. Fowler, Jr. |
| Education Longitudinal Study: 2002 (ELS:2002) |  |  |
| 2003-03 | Education Longitudinal Study: 2002 (ELS: 2002) Field Test Report | Jeffrey Owings |
| High School and Beyond (HS\&B) |  |  |
| 95-12 | Rural Education Data User's Guide | Samuel Peng |
| 1999-05 | Procedures Guide for Transcript Studies | Dawn Nelson |
| 1999-06 | 1998 Revision of the Secondary School Taxonomy | Dawn Nelson |
| 2002-04 | Improving Consistency of Response Categories Across NCES Surveys | Marilyn Seastrom |
| HS Transcript Studies |  |  |
| 1999-05 | Procedures Guide for Transcript Studies | Dawn Nelson |
| 1999-06 | 1998 Revision of the Secondary School Taxonomy | Dawn Nelson |
| 2003-01 | Mathematics, Foreign Language, and Science Coursetaking and the NELS:88 Transcript Data | Jeffrey Owings |
| 2003-02 | English Coursetaking and the NELS:88 Transcript Data | Jeffrey Owings |
| International Adult Literacy Survey (IALS) |  |  |
| 97-33 | Adult Literacy: An International Perspective | Marilyn Binkley |
| Integrated Postsecondary Education Data System (IPEDS) |  |  |
| 97-27 | Pilot Test of IPEDS Finance Survey | Peter Stowe |
| 98-15 | Development of a Prototype System for Accessing Linked NCES Data | Steven Kaufman |
| 2000-14 | IPEDS Finance Data Comparisons Under the 1997 Financial Accounting Standards for Private, Not-for-Profit Institutes: A Concept Paper | Peter Stowe |
| National Assessment of Adult Literacy (NAAL) |  |  |
| 98-17 | Developing the National Assessment of Adult Literacy: Recommendations from Stakeholders | Sheida White |
| 1999-09a | 1992 National Adult Literacy Survey: An Overview | Alex Sedlacek |
| 1999-09b | 1992 National Adult Literacy Survey: Sample Design | Alex Sedlacek |
| 1999-09c | 1992 National Adult Literacy Survey: Weighting and Population Estimates | Alex Sedlacek |
| 1999-09d | 1992 National Adult Literacy Survey: Development of the Survey Instruments | Alex Sedlacek |
| 1999-09e | 1992 National Adult Literacy Survey: Scaling and Proficiency Estimates | Alex Sedlacek |
| 1999-09f | 1992 National Adult Literacy Survey: Interpreting the Adult Literacy Scales and Literacy Levels | Alex Sedlacek |
| 1999-09g | 1992 National Adult Literacy Survey: Literacy Levels and the Response Probability Convention | Alex Sedlacek |
| 2000-05 | Secondary Statistical Modeling With the National Assessment of Adult Literacy: Implications for the Design of the Background Questionnaire | Sheida White |
| 2000-06 | Using Telephone and Mail Surveys as a Supplement or Alternative to Door-to-Door Surveys in the Assessment of Adult Literacy | Sheida White |
| 2000-07 | "How Much Literacy is Enough?" Issues in Defining and Reporting Performance Standards for the National Assessment of Adult Literacy | Sheida White |
| 2000-08 | Evaluation of the 1992 NALS Background Survey Questionnaire: An Analysis of Uses with Recommendations for Revisions | Sheida White |
| 2000-09 | Demographic Changes and Literacy Development in a Decade | Sheida White |
| 2001-08 | Assessing the Lexile Framework: Results of a Panel Meeting | Sheida White |


| No. | Title | NCES contact |
| :---: | :---: | :---: |
| 2002-04 | Improving Consistency of Response Categories Across NCES Surveys | Marilyn Seastrom |
| National Assessment of Educational Progress (NAEP) |  |  |
| 95-12 | Rural Education Data User's Guide | Samuel Peng |
| 97-29 | Can State Assessment Data be Used to Reduce State NAEP Sample Sizes? | Steven Gorman |
| 97-30 | ACT's NAEP Redesign Project: Assessment Design is the Key to Useful and Stable Assessment Results | Steven Gorman |
| 97-31 | NAEP Reconfigured: An Integrated Redesign of the National Assessment of Educational Progress | Steven Gorman |
| 97-32 | Innovative Solutions to Intractable Large Scale Assessment (Problem 2: Background Questionnaires) | Steven Gorman |
| 97-37 | Optimal Rating Procedures and Methodology for NAEP Open-ended Items | Steven Gorman |
| 97-44 | Development of a SASS 1993-94 School-Level Student Achievement Subfile: Using State Assessments and State NAEP, Feasibility Study | Michael Ross |
| 98-15 | Development of a Prototype System for Accessing Linked NCES Data | Steven Kaufman |
| 1999-05 | Procedures Guide for Transcript Studies | Dawn Nelson |
| 1999-06 | 1998 Revision of the Secondary School Taxonomy | Dawn Nelson |
| 2001-07 | A Comparison of the National Assessment of Educational Progress (NAEP), the Third International Mathematics and Science Study Repeat (TIMSS-R), and the Programme for International Student Assessment (PISA) | Arnold Goldstein |
| 2001-08 | Assessing the Lexile Framework: Results of a Panel Meeting | Sheida White |
| 2001-11 | Impact of Selected Background Variables on Students' NAEP Math Performance | Arnold Goldstein |
| 2001-13 | The Effects of Accommodations on the Assessment of LEP Students in NAEP | Arnold Goldstein |
| 2001-19 | The Measurement of Home Background Indicators: Cognitive Laboratory Investigations of the Responses of Fourth and Eighth Graders to Questionnaire Items and Parental Assessment of the Invasiveness of These Items | Arnold Goldstein |


| No. | Title | NCES contact |
| :---: | :---: | :---: | :---: |
| 2002-04 | Improving Consistency of Response Categories Across NCES Surveys |  |
| 2002-06 | The Measurement of Instructional Background Indicators: Cognitive Laboratory | Marilyn Seastrom |
|  | Investigations of the Responses of Fourth and Eighth Grade Students and Teachers to | Arnold Goldstein |
| Questionnaire Items |  |  |


| No. | Title | NCES contact |
| :---: | :---: | :---: |
| 96-20 | 1991 National Household Education Survey (NHES:91) Questionnaires: Screener, Early Childhood Education, and Adult Education | Kathryn Chandler |
| 96-21 | 1993 National Household Education Survey (NHES:93) Questionnaires: Screener, School Readiness, and School Safety and Discipline | Kathryn Chandler |
| 96-22 | 1995 National Household Education Survey (NHES:95) Questionnaires: Screener, Early Childhood Program Participation, and Adult Education | Kathryn Chandler |
| 96-29 | Undercoverage Bias in Estimates of Characteristics of Adults and 0- to 2-Year-Olds in the 1995 National Household Education Survey (NHES:95) | Kathryn Chandler |
| 96-30 | Comparison of Estimates from the 1995 National Household Education Survey (NHES:95) | Kathryn Chandler |
| 97-02 | Telephone Coverage Bias and Recorded Interviews in the 1993 National Household Education Survey (NHES:93) | Kathryn Chandler |
| 97-03 | 1991 and 1995 National Household Education Survey Questionnaires: NHES:91 Screener, NHES:91 Adult Education, NHES:95 Basic Screener, and NHES:95 Adult Education | Kathryn Chandler |
| 97-04 | Design, Data Collection, Monitoring, Interview Administration Time, and Data Editing in the 1993 National Household Education Survey (NHES:93) | Kathryn Chandler |
| 97-05 | Unit and Item Response, Weighting, and Imputation Procedures in the 1993 National Household Education Survey (NHES:93) | Kathryn Chandler |
| 97-06 | Unit and Item Response, Weighting, and Imputation Procedures in the 1995 National Household Education Survey (NHES:95) | Kathryn Chandler |
| 97-08 | Design, Data Collection, Interview Timing, and Data Editing in the 1995 National Household Education Survey | Kathryn Chandler |
| 97-19 | National Household Education Survey of 1995: Adult Education Course Coding Manual | Peter Stowe |
| 97-20 | National Household Education Survey of 1995: Adult Education Course Code Merge Files User's Guide | Peter Stowe |
| 97-25 | 1996 National Household Education Survey (NHES:96) Questionnaires: <br> Screener/Household and Library, Parent and Family Involvement in Education and Civic Involvement, Youth Civic Involvement, and Adult Civic Involvement | Kathryn Chandler |
| 97-28 | Comparison of Estimates in the 1996 National Household Education Survey | Kathryn Chandler |
| 97-34 | Comparison of Estimates from the 1993 National Household Education Survey | Kathryn Chandler |
| 97-35 | Design, Data Collection, Interview Administration Time, and Data Editing in the 1996 National Household Education Survey | Kathryn Chandler |
| 97-38 | Reinterview Results for the Parent and Youth Components of the 1996 National Household Education Survey | Kathryn Chandler |
| 97-39 | Undercoverage Bias in Estimates of Characteristics of Households and Adults in the 1996 National Household Education Survey | Kathryn Chandler |
| 97-40 | Unit and Item Response Rates, Weighting, and Imputation Procedures in the 1996 National Household Education Survey | Kathryn Chandler |
| 98-03 | Adult Education in the 1990s: A Report on the 1991 National Household Education Survey | Peter Stowe |
| 98-10 | Adult Education Participation Decisions and Barriers: Review of Conceptual Frameworks and Empirical Studies | Peter Stowe |
| 2002-04 | Improving Consistency of Response Categories Across NCES Surveys | Marilyn Seastrom |
| National Longitudinal Study of the High School Class of 1972 (NLS-72) |  |  |
| 95-12 | Rural Education Data User's Guide | Samuel Peng |
| 2002-04 | Improving Consistency of Response Categories Across NCES Surveys | Marilyn Seastrom |
| National Postsecondary Student Aid Study (NPSAS) |  |  |
| 96-17 | National Postsecondary Student Aid Study: 1996 Field Test Methodology Report | Andrew G. Malizio |
| 2000-17 | National Postsecondary Student Aid Study:2000 Field Test Methodology Report | Andrew G. Malizio |
| 2002-03 | National Postsecondary Student Aid Study, 1999-2000 (NPSAS:2000), CATI Nonresponse Bias Analysis Report. | Andrew Malizio |
| 2002-04 | Improving Consistency of Response Categories Across NCES Surveys | Marilyn Seastrom |
| National Study of Postsecondary Faculty (NSOPF) |  |  |
| 97-26 | Strategies for Improving Accuracy of Postsecondary Faculty Lists | Linda Zimbler |
| 98-15 | Development of a Prototype System for Accessing Linked NCES Data | Steven Kaufman |
| 2000-01 | 1999 National Study of Postsecondary Faculty (NSOPF:99) Field Test Report | Linda Zimbler |


| No. | Title | NCES contact |
| :---: | :---: | :---: |
| 2002-04 | Improving Consistency of Response Categories Across NCES Surveys | Marilyn Seastrom |
| 2002-08 | A Profile of Part-time Faculty: Fall 1998 | Linda Zimbler |
| Postsecondary Education Descriptive Analysis Reports (PEDAR) |  |  |
| 2000-11 | Financial Aid Profile of Graduate Students in Science and Engineering | Aurora D'Amico |
| Private School Universe Survey (PSS) |  |  |
| 95-16 | Intersurvey Consistency in NCES Private School Surveys | Steven Kaufman |
| 95-17 | Estimates of Expenditures for Private K-12 Schools | Stephen Broughman |
| 96-16 | Strategies for Collecting Finance Data from Private Schools | Stephen Broughman |
| 96-26 | Improving the Coverage of Private Elementary-Secondary Schools | Steven Kaufman |
| 96-27 | Intersurvey Consistency in NCES Private School Surveys for 1993-94 | Steven Kaufman |
| 97-07 | The Determinants of Per-Pupil Expenditures in Private Elementary and Secondary Schools: An Exploratory Analysis | Stephen Broughman |
| 97-22 | Collection of Private School Finance Data: Development of a Questionnaire | Stephen Broughman |
| 98-15 | Development of a Prototype System for Accessing Linked NCES Data | Steven Kaufman |
| 2000-04 | Selected Papers on Education Surveys: Papers Presented at the 1998 and 1999 ASA and 1999 AAPOR Meetings | Dan Kasprzyk |
| 2000-15 | Feasibility Report: School-Level Finance Pretest, Private School Questionnaire | Stephen Broughman |
| Progress in International Reading Literacy Study (PIRLS) |  |  |
| 2003-05 | PIRLS-IEA Reading Literacy Framework: Comparative Analysis of the 1991 IEA Reading Study and the Progress in International Reading Literacy Study | Laurence Ogle |
| 2003-10 | A Content Comparison of the NAEP and PIRLS Fourth-Grade Reading Assessments | Marilyn Binkley |
| Recent College Graduates (RCG) |  |  |
| 98-15 | Development of a Prototype System for Accessing Linked NCES Data | Steven Kaufman |
| 2002-04 | Improving Consistency of Response Categories Across NCES Surveys | Marilyn Seastrom |
| Schools and Staffing Survey (SASS) |  |  |
| 94-01 | Schools and Staffing Survey (SASS) Papers Presented at Meetings of the American Statistical Association | Dan Kasprzyk |
| 94-02 | Generalized Variance Estimate for Schools and Staffing Survey (SASS) | Dan Kasprzyk |
| 94-03 | 1991 Schools and Staffing Survey (SASS) Reinterview Response Variance Report | Dan Kasprzyk |
| 94-04 | The Accuracy of Teachers' Self-reports on their Postsecondary Education: Teacher Transcript Study, Schools and Staffing Survey | Dan Kasprzyk |
| 94-06 | Six Papers on Teachers from the 1990-91 Schools and Staffing Survey and Other Related Surveys | Dan Kasprzyk |
| 95-01 | Schools and Staffing Survey: 1994 Papers Presented at the 1994 Meeting of the American Statistical Association | Dan Kasprzyk |
| 95-02 | QED Estimates of the 1990-91 Schools and Staffing Survey: Deriving and Comparing QED School Estimates with CCD Estimates | Dan Kasprzyk |
| 95-03 | Schools and Staffing Survey: 1990-91 SASS Cross-Questionnaire Analysis | Dan Kasprzyk |
| 95-08 | CCD Adjustment to the 1990-91 SASS: A Comparison of Estimates | Dan Kasprzyk |
| 95-09 | The Results of the 1993 Teacher List Validation Study (TLVS) | Dan Kasprzyk |
| 95-10 | The Results of the 1991-92 Teacher Follow-up Survey (TFS) Reinterview and Extensive Reconciliation | Dan Kasprzyk |
| 95-11 | Measuring Instruction, Curriculum Content, and Instructional Resources: The Status of Recent Work | Sharon Bobbitt \& John Ralph |
| 95-12 | Rural Education Data User's Guide | Samuel Peng |
| 95-14 | Empirical Evaluation of Social, Psychological, \& Educational Construct Variables Used in NCES Surveys | Samuel Peng |
| 95-15 | Classroom Instructional Processes: A Review of Existing Measurement Approaches and Their Applicability for the Teacher Follow-up Survey | Sharon Bobbitt |
| 95-16 | Intersurvey Consistency in NCES Private School Surveys | Steven Kaufman |
| 95-18 | An Agenda for Research on Teachers and Schools: Revisiting NCES' Schools and Staffing Survey | Dan Kasprzyk |
| 96-01 | Methodological Issues in the Study of Teachers' Careers: Critical Features of a Truly Longitudinal Study | Dan Kasprzyk |
| 96-02 | Schools and Staffing Survey (SASS): 1995 Selected papers presented at the 1995 Meeting of the American Statistical Association | Dan Kasprzyk |
| 96-05 | Cognitive Research on the Teacher Listing Form for the Schools and Staffing Survey | Dan Kasprzyk |


| No. | Title | NCES contact |
| :---: | :---: | :---: |
| 96-06 | The Schools and Staffing Survey (SASS) for 1998-99: Design Recommendations to Inform Broad Education Policy | Dan Kasprzyk |
| 96-07 | Should SASS Measure Instructional Processes and Teacher Effectiveness? | Dan Kasprzyk |
| 96-09 | Making Data Relevant for Policy Discussions: Redesigning the School Administrator Questionnaire for the 1998-99 SASS | Dan Kasprzyk |
| 96-10 | 1998-99 Schools and Staffing Survey: Issues Related to Survey Depth | Dan Kasprzyk |
| 96-11 | Towards an Organizational Database on America's Schools: A Proposal for the Future of SASS, with comments on School Reform, Governance, and Finance | Dan Kasprzyk |
| 96-12 | Predictors of Retention, Transfer, and Attrition of Special and General Education Teachers: Data from the 1989 Teacher Followup Survey | Dan Kasprzyk |
| 96-15 | Nested Structures: District-Level Data in the Schools and Staffing Survey | Dan Kasprzyk |
| 96-23 | Linking Student Data to SASS: Why, When, How | Dan Kasprzyk |
| 96-24 | National Assessments of Teacher Quality | Dan Kasprzyk |
| 96-25 | Measures of Inservice Professional Development: Suggested Items for the 1998-1999 Schools and Staffing Survey | Dan Kasprzyk |
| 96-28 | Student Learning, Teaching Quality, and Professional Development: Theoretical Linkages, Current Measurement, and Recommendations for Future Data Collection | Mary Rollefson |
| 97-01 | Selected Papers on Education Surveys: Papers Presented at the 1996 Meeting of the American Statistical Association | Dan Kasprzyk |
| 97-07 | The Determinants of Per-Pupil Expenditures in Private Elementary and Secondary Schools: An Exploratory Analysis | Stephen Broughman |
| 97-09 | Status of Data on Crime and Violence in Schools: Final Report | Lee Hoffman |
| 97-10 | Report of Cognitive Research on the Public and Private School Teacher Questionnaires for the Schools and Staffing Survey 1993-94 School Year | Dan Kasprzyk |
| 97-11 | International Comparisons of Inservice Professional Development | Dan Kasprzyk |
| 97-12 | Measuring School Reform: Recommendations for Future SASS Data Collection | Mary Rollefson |
| 97-14 | Optimal Choice of Periodicities for the Schools and Staffing Survey: Modeling and Analysis | Steven Kaufman |
| 97-18 | Improving the Mail Return Rates of SASS Surveys: A Review of the Literature | Steven Kaufman |
| 97-22 | Collection of Private School Finance Data: Development of a Questionnaire | Stephen Broughman |
| 97-23 | Further Cognitive Research on the Schools and Staffing Survey (SASS) Teacher Listing Form | Dan Kasprzyk |
| 97-41 | Selected Papers on the Schools and Staffing Survey: Papers Presented at the 1997 Meeting of the American Statistical Association | Steve Kaufman |
| 97-42 | Improving the Measurement of Staffing Resources at the School Level: The Development of Recommendations for NCES for the Schools and Staffing Survey (SASS) | Mary Rollefson |
| 97-44 | Development of a SASS 1993-94 School-Level Student Achievement Subfile: Using State Assessments and State NAEP, Feasibility Study | Michael Ross |
| 98-01 | Collection of Public School Expenditure Data: Development of a Questionnaire | Stephen Broughman |
| 98-02 | Response Variance in the 1993-94 Schools and Staffing Survey: A Reinterview Report | Steven Kaufman |
| 98-04 | Geographic Variations in Public Schools' Costs | William J. Fowler, Jr. |
| 98-05 | SASS Documentation: 1993-94 SASS Student Sampling Problems; Solutions for Determining the Numerators for the SASS Private School (3B) Second-Stage Factors | Steven Kaufman |
| 98-08 | The Redesign of the Schools and Staffing Survey for 1999-2000: A Position Paper | Dan Kasprzyk |
| 98-12 | A Bootstrap Variance Estimator for Systematic PPS Sampling | Steven Kaufman |
| 98-13 | Response Variance in the 1994-95 Teacher Follow-up Survey | Steven Kaufman |
| 98-14 | Variance Estimation of Imputed Survey Data | Steven Kaufman |
| 98-15 | Development of a Prototype System for Accessing Linked NCES Data | Steven Kaufman |
| 98-16 | A Feasibility Study of Longitudinal Design for Schools and Staffing Survey | Stephen Broughman |
| 1999-02 | Tracking Secondary Use of the Schools and Staffing Survey Data: Preliminary Results | Dan Kasprzyk |
| 1999-04 | Measuring Teacher Qualifications | Dan Kasprzyk |
| 1999-07 | Collection of Resource and Expenditure Data on the Schools and Staffing Survey | Stephen Broughman |
| 1999-08 | Measuring Classroom Instructional Processes: Using Survey and Case Study Fieldtest Results to Improve Item Construction | Dan Kasprzyk |
| 1999-10 | What Users Say About Schools and Staffing Survey Publications | Dan Kasprzyk |
| 1999-12 | 1993-94 Schools and Staffing Survey: Data File User's Manual, Volume III: Public-Use Codebook | Kerry Gruber |
| 1999-13 | 1993-94 Schools and Staffing Survey: Data File User's Manual, Volume IV: Bureau of Indian Affairs (BIA) Restricted-Use Codebook | Kerry Gruber |
| 1999-14 | 1994-95 Teacher Followup Survey: Data File User's Manual, Restricted-Use Codebook | Kerry Gruber |
| 1999-17 | Secondary Use of the Schools and Staffing Survey Data | Susan Wiley |
| 2000-04 | Selected Papers on Education Surveys: Papers Presented at the 1998 and 1999 ASA and 1999 AAPOR Meetings | Dan Kasprzyk |


| No. | Title | NCES contact |
| :---: | :--- | :--- |
| $2000-10$ | A Research Agenda for the 1999-2000 Schools and Staffing Survey | Dan Kasprzyk |
| $2000-13$ | Non-professional Staff in the Schools and Staffing Survey (SASS) and Common Core of | Kerry Gruber |
|  | Data (CCD) |  |

# Listing of NCES Working Papers by Subject 

| No. | Title | NCES contact |
| :---: | :---: | :---: |
| Achievement (student) - mathematics |  |  |
| 2001-05 | Using TIMSS to Analyze Correlates of Performance Variation in Mathematics | Patrick Gonzales |
| Adult education |  |  |
| 96-14 | The 1995 National Household Education Survey: Reinterview Results for the Adult Education Component | Steven Kaufman |
| 96-20 | 1991 National Household Education Survey (NHES:91) Questionnaires: Screener, Early Childhood Education, and Adult Education | Kathryn Chandler |
| 96-22 | 1995 National Household Education Survey (NHES:95) Questionnaires: Screener, Early Childhood Program Participation, and Adult Education | Kathryn Chandler |
| 98-03 | Adult Education in the 1990s: A Report on the 1991 National Household Education Survey | Peter Stowe |
| 98-10 | Adult Education Participation Decisions and Barriers: Review of Conceptual Frameworks and Empirical Studies | Peter Stowe |
| 1999-11 | Data Sources on Lifelong Learning Available from the National Center for Education Statistics | Lisa Hudson |
| 2000-16a | Lifelong Learning NCES Task Force: Final Report Volume I | Lisa Hudson |
| 2000-16b | Lifelong Learning NCES Task Force: Final Report Volume II | Lisa Hudson |
| Adult literacy-see Literacy of adults |  |  |
| American Indian - education |  |  |
| 1999-13 | 1993-94 Schools and Staffing Survey: Data File User's Manual, Volume IV: Bureau of Indian Affairs (BIA) Restricted-Use Codebook | Kerry Gruber |
| Assessment/achievement |  |  |
| 95-12 | Rural Education Data User's Guide | Samuel Peng |
| 95-13 | Assessing Students with Disabilities and Limited English Proficiency | James Houser |
| 97-29 | Can State Assessment Data be Used to Reduce State NAEP Sample Sizes? | Larry Ogle |
| 97-30 | ACT's NAEP Redesign Project: Assessment Design is the Key to Useful and Stable Assessment Results | Larry Ogle |
| 97-31 | NAEP Reconfigured: An Integrated Redesign of the National Assessment of Educational Progress | Larry Ogle |
| 97-32 | Innovative Solutions to Intractable Large Scale Assessment (Problem 2: Background Questions) | Larry Ogle |
| 97-37 | Optimal Rating Procedures and Methodology for NAEP Open-ended Items | Larry Ogle |
| 97-44 | Development of a SASS 1993-94 School-Level Student Achievement Subfile: Using State Assessments and State NAEP, Feasibility Study | Michael Ross |
| 98-09 | High School Curriculum Structure: Effects on Coursetaking and Achievement in Mathematics for High School Graduates-An Examination of Data from the National Education Longitudinal Study of 1988 | Jeffrey Owings |
| 2001-07 | A Comparison of the National Assessment of Educational Progress (NAEP), the Third International Mathematics and Science Study Repeat (TIMSS-R), and the Programme for International Student Assessment (PISA) | Arnold Goldstein |
| 2001-11 | Impact of Selected Background Variables on Students' NAEP Math Performance | Arnold Goldstein |
| 2001-13 | The Effects of Accommodations on the Assessment of LEP Students in NAEP | Arnold Goldstein |
| 2001-19 | The Measurement of Home Background Indicators: Cognitive Laboratory Investigations of the Responses of Fourth and Eighth Graders to Questionnaire Items and Parental Assessment of the Invasiveness of These Items | Arnold Goldstein |
| 2002-05 | Early Childhood Longitudinal Study-Kindergarten Class of 1998-99 (ECLS-K), Psychometric Report for Kindergarten Through First Grade | Elvira Hausken |


| No. | Title | NCES contact |
| :---: | :---: | :---: |
| 2002-06 | The Measurement of Instructional Background Indicators: Cognitive Laboratory Investigations of the Responses of Fourth and Eighth Grade Students and Teachers to Questionnaire Items | Arnold Goldstein |
| 2002-07 | Teacher Quality, School Context, and Student Race/Ethnicity: Findings from the Eighth Grade National Assessment of Educational Progress 2000 Mathematics Assessment | Janis Brown |
| Beginning students in postsecondary education |  |  |
| 98-11 | Beginning Postsecondary Students Longitudinal Study First Follow-up (BPS:96-98) Field Test Report | Aurora D'Amico |
| 2001-04 | Beginning Postsecondary Students Longitudinal Study: 1996-2001 (BPS:1996/2001) <br> Field Test Methodology Report | Paula Knepper |
| Civic participation |  |  |
| 97-25 | 1996 National Household Education Survey (NHES:96) Questionnaires: Screener/Household and Library, Parent and Family Involvement in Education and Civic Involvement, Youth Civic Involvement, and Adult Civic Involvement | Kathryn Chandler |
| Climate of schools |  |  |
| 95-14 | Empirical Evaluation of Social, Psychological, \& Educational Construct Variables Used in NCES Surveys | Samuel Peng |
| Cost of education indices |  |  |
| 94-05 | Cost-of-Education Differentials Across the States | William J. Fowler, Jr. |
| Course-taking |  |  |
| 95-12 | Rural Education Data User's Guide | Samuel Peng |
| 98-09 | High School Curriculum Structure: Effects on Coursetaking and Achievement in Mathematics for High School Graduates-An Examination of Data from the National Education Longitudinal Study of 1988 | Jeffrey Owings |
| 1999-05 | Procedures Guide for Transcript Studies | Dawn Nelson |
| 1999-06 | 1998 Revision of the Secondary School Taxonomy | Dawn Nelson |
| 2003-01 | Mathematics, Foreign Language, and Science Coursetaking and the NELS:88 Transcript Data | Jeffrey Owings |
| 2003-02 | English Coursetaking and the NELS:88 Transcript Data | Jeffrey Owings |
| Crime |  |  |
| 97-09 | Status of Data on Crime and Violence in Schools: Final Report | Lee Hoffman |
| Curriculum |  |  |
| 95-11 | Measuring Instruction, Curriculum Content, and Instructional Resources: The Status of Recent Work | Sharon Bobbitt \& John Ralph |
| 98-09 | High School Curriculum Structure: Effects on Coursetaking and Achievement in Mathematics for High School Graduates-An Examination of Data from the National Education Longitudinal Study of 1988 | Jeffrey Owings |
| Customer service |  |  |
| 1999-10 | What Users Say About Schools and Staffing Survey Publications | Dan Kasprzyk |
| 2000-02 | Coordinating NCES Surveys: Options, Issues, Challenges, and Next Steps | Valena Plisko |
| 2000-04 | Selected Papers on Education Surveys: Papers Presented at the 1998 and 1999 ASA and 1999 AAPOR Meetings | Dan Kasprzyk |
| Data quality |  |  |
| 97-13 | Improving Data Quality in NCES: Database-to-Report Process | Susan Ahmed |
| 2001-11 | Impact of Selected Background Variables on Students' NAEP Math Performance | Arnold Goldstein |
| 2001-13 | The Effects of Accommodations on the Assessment of LEP Students in NAEP | Arnold Goldstein |
| 2001-19 | The Measurement of Home Background Indicators: Cognitive Laboratory Investigations of the Responses of Fourth and Eighth Graders to Questionnaire Items and Parental Assessment of the Invasiveness of These Items | Arnold Goldstein |
| 2002-06 | The Measurement of Instructional Background Indicators: Cognitive Laboratory Investigations of the Responses of Fourth and Eighth Grade Students and Teachers to Questionnaire Items | Arnold Goldstein |

## Data warehouse

| No. | Title | NCES contact |
| :---: | :---: | :---: |
| 2000-04 | Selected Papers on Education Surveys: Papers Presented at the 1998 and 1999 ASA and 1999 AAPOR Meetings | Dan Kasprzyk |
| Design effects |  |  |
| 2000-03 | Strengths and Limitations of Using SUDAAN, Stata, and WesVarPC for Computing Variances from NCES Data Sets | Ralph Lee |
| Dropout rates, high school |  |  |
| 95-07 | National Education Longitudinal Study of 1988: Conducting Trend Analyses HS\&B and NELS:88 Sophomore Cohort Dropouts | Jeffrey Owings |
| Early childhood education |  |  |
| 96-20 | 1991 National Household Education Survey (NHES:91) Questionnaires: Screener, Early Childhood Education, and Adult Education | Kathryn Chandler |
| 96-22 | 1995 National Household Education Survey (NHES:95) Questionnaires: Screener, Early Childhood Program Participation, and Adult Education | Kathryn Chandler |
| 97-24 | Formulating a Design for the ECLS: A Review of Longitudinal Studies | Jerry West |
| 97-36 | Measuring the Quality of Program Environments in Head Start and Other Early Childhood Programs: A Review and Recommendations for Future Research | Jerry West |
| 1999-01 | A Birth Cohort Study: Conceptual and Design Considerations and Rationale | Jerry West |
| 2001-02 | Measuring Father Involvement in Young Children's Lives: Recommendations for a Fatherhood Module for the ECLS-B | Jerry West |
| 2001-03 | Measures of Socio-Emotional Development in Middle School | Elvira Hausken |
| 2001-06 | Papers from the Early Childhood Longitudinal Studies Program: Presented at the 2001 AERA and SRCD Meetings | Jerry West |
| 2002-05 | Early Childhood Longitudinal Study-Kindergarten Class of 1998-99 (ECLS-K), Psychometric Report for Kindergarten Through First Grade | Elvira Hausken |
| Educational attainment |  |  |
| 98-11 | Beginning Postsecondary Students Longitudinal Study First Follow-up (BPS:96-98) Field Test Report | Aurora D'Amico |
| 2001-15 | Baccalaureate and Beyond Longitudinal Study: 2000/01 Follow-Up Field Test Methodology Report | Andrew G. Malizio |
| Educational research |  |  |
| 2000-02 | Coordinating NCES Surveys: Options, Issues, Challenges, and Next Steps | Valena Plisko |
| 2002-01 | Legal and Ethical Issues in the Use of Video in Education Research | Patrick Gonzales |
| Eighth-graders |  |  |
| 2001-05 | Using TIMSS to Analyze Correlates of Performance Variation in Mathematics | Patrick Gonzales |
| 2002-07 | Teacher Quality, School Context, and Student Race/Ethnicity: Findings from the Eighth Grade National Assessment of Educational Progress 2000 Mathematics Assessment | Janis Brown |
| Employment |  |  |
| 96-03 | National Education Longitudinal Study of 1988 (NELS:88) Research Framework and Issues | Jeffrey Owings |
| 98-11 | Beginning Postsecondary Students Longitudinal Study First Follow-up (BPS:96-98) Field Test Report | Aurora D'Amico |
| 2000-16a | Lifelong Learning NCES Task Force: Final Report Volume I | Lisa Hudson |
| 2000-16b | Lifelong Learning NCES Task Force: Final Report Volume II | Lisa Hudson |
| 2001-01 | Cross-National Variation in Educational Preparation for Adulthood: From Early Adolescence to Young Adulthood | Elvira Hausken |
| Employment - after college |  |  |
| 2001-15 | Baccalaureate and Beyond Longitudinal Study: 2000/01 Follow-Up Field Test Methodology Report | Andrew G. Malizio |
| Engineering |  |  |
| 2000-11 | Financial Aid Profile of Graduate Students in Science and Engineering | Aurora D'Amico |
| Enrollmen | - after college |  |


| No. | Title | NCES contact |
| :---: | :---: | :---: |
| 2001-15 | Baccalaureate and Beyond Longitudinal Study: 2000/01 Follow-Up Field Test Methodology Report | Andrew G. Malizio |
| Faculty - higher education |  |  |
| 97-26 | Strategies for Improving Accuracy of Postsecondary Faculty Lists | Linda Zimbler |
| 2000-01 | 1999 National Study of Postsecondary Faculty (NSOPF:99) Field Test Report | Linda Zimbler |
| 2002-08 | A Profile of Part-time Faculty: Fall 1998 | Linda Zimbler |
| Fathers - role in education |  |  |
| 2001-02 | Measuring Father Involvement in Young Children's Lives: Recommendations for a Fatherhood Module for the ECLS-B | Jerry West |
| Finance - elementary and secondary schools |  |  |
| 94-05 | Cost-of-Education Differentials Across the States | William J. Fowler, Jr. |
| 96-19 | Assessment and Analysis of School-Level Expenditures | William J. Fowler, Jr. |
| 98-01 | Collection of Public School Expenditure Data: Development of a Questionnaire | Stephen Broughman |
| 1999-07 | Collection of Resource and Expenditure Data on the Schools and Staffing Survey | Stephen Broughman |
| 1999-16 | Measuring Resources in Education: From Accounting to the Resource Cost Model Approach | William J. Fowler, Jr. |
| 2000-18 | Feasibility Report: School-Level Finance Pretest, Public School District Questionnaire | Stephen Broughman |
| Finance - postsecondary |  |  |
| 97-27 | Pilot Test of IPEDS Finance Survey | Peter Stowe |
| 2000-14 | IPEDS Finance Data Comparisons Under the 1997 Financial Accounting Standards for Private, Not-for-Profit Institutes: A Concept Paper | Peter Stowe |
| Finance - private schools |  |  |
| 95-17 | Estimates of Expenditures for Private K-12 Schools | Stephen Broughman |
| 96-16 | Strategies for Collecting Finance Data from Private Schools | Stephen Broughman |
| 97-07 | The Determinants of Per-Pupil Expenditures in Private Elementary and Secondary Schools: An Exploratory Analysis | Stephen Broughman |
| 97-22 | Collection of Private School Finance Data: Development of a Questionnaire | Stephen Broughman |
| 1999-07 | Collection of Resource and Expenditure Data on the Schools and Staffing Survey | Stephen Broughman |
| 2000-15 | Feasibility Report: School-Level Finance Pretest, Private School Questionnaire | Stephen Broughman |
| $\underset{98-04}{\text { Geograph }}$ |  |  |
| 98-04 | Geographic Variations in Public Schools' Costs | William J. Fowler, Jr. |
| Graduate students |  |  |
| 2000-11 | Financial Aid Profile of Graduate Students in Science and Engineering | Aurora D'Amico |
| Graduates of postsecondary education |  |  |
| 2001-15 | Baccalaureate and Beyond Longitudinal Study: 2000/01 Follow-Up Field Test Methodology Report | Andrew G. Malizio |
| Imputation |  |  |
| 2000-04 | Selected Papers on Education Surveys: Papers Presented at the 1998 and 1999 ASA and 1999 AAPOR Meeting | Dan Kasprzyk |
| 2001-10 | Comparison of Proc Impute and Schafer's Multiple Imputation Software | Sam Peng |
| 2001-16 | Imputation of Test Scores in the National Education Longitudinal Study of 1988 | Ralph Lee |
| 2001-17 | A Study of Imputation Algorithms | Ralph Lee |
| 2001-18 | A Study of Variance Estimation Methods | Ralph Lee |
| Inflation |  |  |
| 97-43 | Measuring Inflation in Public School Costs | William J. Fowler, Jr. |
| Institution data |  |  |
| 2000-01 | 1999 National Study of Postsecondary Faculty (NSOPF:99) Field Test Report | Linda Zimbler |
| Instructional resources and practices |  |  |
| 95-11 | Measuring Instruction, Curriculum Content, and Instructional Resources: The Status of Recent Work | Sharon Bobbitt \& John Ralph |


| No. | Title | NCES contact |
| :---: | :---: | :---: |
| 1999-08 | Measuring Classroom Instructional Processes: Using Survey and Case Study Field Test Results to Improve Item Construction | Dan Kasprzyk |
| International comparisons |  |  |
| 97-11 | International Comparisons of Inservice Professional Development | Dan Kasprzyk |
| 97-16 | International Education Expenditure Comparability Study: Final Report, Volume I | Shelley Burns |
| 97-17 | International Education Expenditure Comparability Study: Final Report, Volume II, Quantitative Analysis of Expenditure Comparability | Shelley Burns |
| 2001-01 | Cross-National Variation in Educational Preparation for Adulthood: From Early Adolescence to Young Adulthood | Elvira Hausken |
| 2001-07 | A Comparison of the National Assessment of Educational Progress (NAEP), the Third International Mathematics and Science Study Repeat (TIMSS-R), and the Programme for International Student Assessment (PISA) | Arnold Goldstein |
| International comparisons - math and science achievement |  |  |
| 2001-05 | Using TIMSS to Analyze Correlates of Performance Variation in Mathematics | Patrick Gonzales |
| Libraries |  |  |
| 94-07 | Data Comparability and Public Policy: New Interest in Public Library Data Papers Presented at Meetings of the American Statistical Association | Carrol Kindel |
| 97-25 | 1996 National Household Education Survey (NHES:96) Questionnaires: Screener/Household and Library, Parent and Family Involvement in Education and Civic Involvement, Youth Civic Involvement, and Adult Civic Involvement | Kathryn Chandler |
| Limited English Proficiency |  |  |
| 95-13 | Assessing Students with Disabilities and Limited English Proficiency | James Houser |
| 2001-11 | Impact of Selected Background Variables on Students' NAEP Math Performance | Arnold Goldstein |
| 2001-13 | The Effects of Accommodations on the Assessment of LEP Students in NAEP | Arnold Goldstein |
| Literacy of adults |  |  |
| 98-17 | Developing the National Assessment of Adult Literacy: Recommendations from Stakeholders | Sheida White |
| 1999-09a | 1992 National Adult Literacy Survey: An Overview | Alex Sedlacek |
| 1999-09b | 1992 National Adult Literacy Survey: Sample Design | Alex Sedlacek |
| 1999-09c | 1992 National Adult Literacy Survey: Weighting and Population Estimates | Alex Sedlacek |
| 1999-09d | 1992 National Adult Literacy Survey: Development of the Survey Instruments | Alex Sedlacek |
| 1999-09e | 1992 National Adult Literacy Survey: Scaling and Proficiency Estimates | Alex Sedlacek |
| 1999-09f | 1992 National Adult Literacy Survey: Interpreting the Adult Literacy Scales and Literacy Levels | Alex Sedlacek |
| 1999-09g | 1992 National Adult Literacy Survey: Literacy Levels and the Response Probability Convention | Alex Sedlacek |
| 1999-11 | Data Sources on Lifelong Learning Available from the National Center for Education Statistics | Lisa Hudson |
| 2000-05 | Secondary Statistical Modeling With the National Assessment of Adult Literacy: Implications for the Design of the Background Questionnaire | Sheida White |
| 2000-06 | Using Telephone and Mail Surveys as a Supplement or Alternative to Door-to-Door Surveys in the Assessment of Adult Literacy | Sheida White |
| 2000-07 | "How Much Literacy is Enough?" Issues in Defining and Reporting Performance Standards for the National Assessment of Adult Literacy | Sheida White |
| 2000-08 | Evaluation of the 1992 NALS Background Survey Questionnaire: An Analysis of Uses with Recommendations for Revisions | Sheida White |
| 2000-09 | Demographic Changes and Literacy Development in a Decade | Sheida White |
| 2001-08 | Assessing the Lexile Framework: Results of a Panel Meeting | Sheida White |
| Literacy of adults - international |  |  |
| 97-33 | Adult Literacy: An International Perspective | Marilyn Binkley |
| Mathematics |  |  |
| 98-09 | High School Curriculum Structure: Effects on Coursetaking and Achievement in Mathematics for High School Graduates-An Examination of Data from the National Education Longitudinal Study of 1988 | Jeffrey Owings |
| 1999-08 | Measuring Classroom Instructional Processes: Using Survey and Case Study Field Test Results to Improve Item Construction | Dan Kasprzyk |


| No. | Title | NCES contact |
| :---: | :---: | :---: |
| $2001-05$ | Using TIMSS to Analyze Correlates of Performance Variation in Mathematics | Patrick Gonzales |
| $2001-07$ | A Comparison of the National Assessment of Educational Progress (NAEP), the Third |  |
|  | International Mathematics and Science Study Repeat (TIMSS-R), and the Programme | Arnold Goldstein |
| for International Student Assessment (PISA) |  |  |


| Public schools |  |
| :---: | :---: |
| 97-43 | Measuring Inflation in Public School Costs |
| 98-01 | Collection of Public School Expenditure Data: Development of a Questionnaire |
| 98-04 | Geographic Variations in Public Schools' Costs |
| 1999-02 | Tracking Secondary Use of the Schools and Staffing Survey Data: Preliminary Results |
| 2000-12 | Coverage Evaluation of the 1994-95 Public Elementary/Secondary School Universe Survey |
| 2000-13 | Non-professional Staff in the Schools and Staffing Survey (SASS) and Common Core of Data (CCD) |
| 2002-02 | Locale Codes 1987-2000 |
| Public schools - secondary |  |
| 98-09 | High School Curriculum Structure: Effects on Coursetaking and Achievement in Mathematics for High School Graduates-An Examination of Data from the National Education Longitudinal Study of 1988 |

## Reform, educational

96-03 National Education Longitudinal Study of 1988 (NELS:88) Research Framework and Issues

## Response rates

98-02 Response Variance in the 1993-94 Schools and Staffing Survey: A Reinterview Report
School districts
2000-10 A Research Agenda for the 1999-2000 Schools and Staffing Surve

| School districts, public |  |
| :--- | :--- |
| 98-07 | Decennial Census School District Project Planning Report |
| $1999-03$ | Evaluation of the 1996-97 Nonfiscal Common Core of Data Surveys Data Collection, |
| Processing, and Editing Cycle |  |

School districts, public - demographics of 96-04 Census Mapping Project/School District Data Book
Schools
$97-42$ Improving the Measurement of Staffing Resources at the School Level: The Development of Recommendations for NCES for the Schools and Staffing Survey (SASS)
98-08 The Redesign of the Schools and Staffing Survey for 1999-2000: A Position Paper
1999-03 Evaluation of the 1996-97 Nonfiscal Common Core of Data Surveys Data Collection, Processing, and Editing Cycle
2000-10 A Research Agenda for the 1999-2000 Schools and Staffing Survey
2002-02 Locale Codes 1987 - 2000
2002-07 Teacher Quality, School Context, and Student Race/Ethnicity: Findings from the Eighth Grade National Assessment of Educational Progress 2000 Mathematics Assessment

## Schools - safety and discipline

97-09 Status of Data on Crime and Violence in Schools: Final Report
Science
2000-11 Financial Aid Profile of Graduate Students in Science and Engineering
2001-07 A Comparison of the National Assessment of Educational Progress (NAEP), the Third International Mathematics and Science Study Repeat (TIMSS-R), and the Programme for International Student Assessment (PISA)

## Software evaluation

| 2000-03 | Strengths and Limitations of Using SUDAAN, Stata, and WesVarPC for Computing <br> Variances from NCES Data Sets |
| :---: | :---: |
| Staff <br> $97-42$ | Improving the Measurement of Staffing Resources at the School Level: The Development <br> of Recommendations for NCES for the Schools and Staffing Survey (SASS) |
| $98-08$ | The Redesign of the Schools and Staffing Survey for 1999-2000: A Position Paper |
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| No. | Title | NCES contact |
| :---: | :---: | :---: |
| Staff - higher education institutions |  |  |
| 97-26 | Strategies for Improving Accuracy of Postsecondary Faculty Lists | Linda Zimbler |
| 2002-08 | A Profile of Part-time Faculty: Fall 1998 | Linda Zimbler |
| Staff - nonprofessional |  |  |
| 2000-13 | Non-professional Staff in the Schools and Staffing Survey (SASS) and Common Core of Data (CCD) | Kerry Gruber |
| State |  |  |
| 1999-03 | Evaluation of the 1996-97 Nonfiscal Common Core of Data Surveys Data Collection, Processing, and Editing Cycle | Beth Young |
| Statistical methodology |  |  |
| 97-21 | Statistics for Policymakers or Everything You Wanted to Know About Statistics But Thought You Could Never Understand | Susan Ahmed |
| Statistical standards and methodology |  |  |
| 2001-05 | Using TIMSS to Analyze Correlates of Performance Variation in Mathematics | Patrick Gonzales |
| 2002-04 | Improving Consistency of Response Categories Across NCES Surveys | Marilyn Seastrom |
| Students with disabilities |  |  |
| 95-13 | Assessing Students with Disabilities and Limited English Proficiency | James Houser |
| 2001-13 | The Effects of Accommodations on the Assessment of LEP Students in NAEP | Arnold Goldstein |
| Survey methodology |  |  |
| 96-17 | National Postsecondary Student Aid Study: 1996 Field Test Methodology Report | Andrew G. Malizio |
| 97-15 | Customer Service Survey: Common Core of Data Coordinators | Lee Hoffman |
| 97-35 | Design, Data Collection, Interview Administration Time, and Data Editing in the 1996 National Household Education Survey | Kathryn Chandler |
| 98-06 | National Education Longitudinal Study of 1988 (NELS:88) Base Year through Second Follow-Up: Final Methodology Report | Ralph Lee |
| 98-11 | Beginning Postsecondary Students Longitudinal Study First Follow-up (BPS:96-98) Field Test Report | Aurora D'Amico |
| 98-16 | A Feasibility Study of Longitudinal Design for Schools and Staffing Survey | Stephen Broughman |
| 1999-07 | Collection of Resource and Expenditure Data on the Schools and Staffing Survey | Stephen Broughman |
| 1999-17 | Secondary Use of the Schools and Staffing Survey Data | Susan Wiley |
| 2000-01 | 1999 National Study of Postsecondary Faculty (NSOPF:99) Field Test Report | Linda Zimbler |
| 2000-02 | Coordinating NCES Surveys: Options, Issues, Challenges, and Next Steps | Valena Plisko |
| 2000-04 | Selected Papers on Education Surveys: Papers Presented at the 1998 and 1999 ASA and 1999 AAPOR Meetings | Dan Kasprzyk |
| 2000-12 | Coverage Evaluation of the 1994-95 Public Elementary/Secondary School Universe Survey | Beth Young |
| 2000-17 | National Postsecondary Student Aid Study:2000 Field Test Methodology Report | Andrew G. Malizio |
| 2001-04 | Beginning Postsecondary Students Longitudinal Study: 1996-2001 (BPS:1996/2001) Field Test Methodology Report | Paula Knepper |
| 2001-07 | A Comparison of the National Assessment of Educational Progress (NAEP), the Third International Mathematics and Science Study Repeat (TIMSS-R), and the Programme for International Student Assessment (PISA) | Arnold Goldstein |
| 2001-11 | Impact of Selected Background Variables on Students' NAEP Math Performance | Arnold Goldstein |
| 2001-13 | The Effects of Accommodations on the Assessment of LEP Students in NAEP | Arnold Goldstein |
| 2001-19 | The Measurement of Home Background Indicators: Cognitive Laboratory Investigations of the Responses of Fourth and Eighth Graders to Questionnaire Items and Parental Assessment of the Invasiveness of These Items | Arnold Goldstein |
| 2002-01 | Legal and Ethical Issues in the Use of Video in Education Research | Patrick Gonzales |
| 2002-02 | Locale Codes 1987-2000 | Frank Johnson |
| 2002-03 | National Postsecondary Student Aid Study, 1999-2000 (NPSAS:2000), CATI Nonresponse Bias Analysis Report. | Andrew Malizio |


| No. | Title | NCES contact |
| :---: | :---: | :---: |
| 2002-06 | The Measurement of Instructional Background Indicators: Cognitive Laboratory Investigations of the Responses of Fourth and Eighth Grade Students and Teachers to Questionnaire Items | Arnold Goldstein |
| 2003-03 | Education Longitudinal Study: 2002 (ELS: 2002) Field Test Report | Jeffrey Owings |
| Teachers |  |  |
| 98-13 | Response Variance in the 1994-95 Teacher Follow-up Survey | Steven Kaufman |
| 1999-14 | 1994-95 Teacher Followup Survey: Data File User's Manual, Restricted-Use Codebook | Kerry Gruber |
| 2000-10 | A Research Agenda for the 1999-2000 Schools and Staffing Survey | Dan Kasprzyk |
| 2002-07 | Teacher Quality, School Context, and Student Race/Ethnicity: Findings from the Eighth Grade National Assessment of Educational Progress 2000 Mathematics Assessment | Janis Brown |
| Teachers - instructional practices of |  |  |
| 98-08 | The Redesign of the Schools and Staffing Survey for 1999-2000: A Position Paper | Dan Kasprzyk |
| 2002-06 | The Measurement of Instructional Background Indicators: Cognitive Laboratory Investigations of the Responses of Fourth and Eighth Grade Students and Teachers to Questionnaire Items | Arnold Goldstein |
| Teachers - opinions regarding safety |  |  |
| 98-08 | The Redesign of the Schools and Staffing Survey for 1999-2000: A Position Paper | Dan Kasprzyk |
| Teachers - performance evaluations |  |  |
| 1999-04 | Measuring Teacher Qualifications | Dan Kasprzyk |
| Teachers - qualifications of |  |  |
| 1999-04 | Measuring Teacher Qualifications | Dan Kasprzyk |
| Teachers - salaries of |  |  |
| 94-05 | Cost-of-Education Differentials Across the States | William J. Fowler, Jr. |
| Training |  |  |
| 2000-16a | Lifelong Learning NCES Task Force: Final Report Volume I | Lisa Hudson |
| 2000-16b | Lifelong Learning NCES Task Force: Final Report Volume II | Lisa Hudson |
| Variance estimation |  |  |
| 2000-03 | Strengths and Limitations of Using SUDAAN, Stata, and WesVarPC for Computing Variances from NCES Data Sets | Ralph Lee |
| 2000-04 | Selected Papers on Education Surveys: Papers Presented at the 1998 and 1999 ASA and 1999 AAPOR Meetings | Dan Kasprzyk |
| 2001-18 | A Study of Variance Estimation Methods | Ralph Lee |
| Violence |  |  |
| 97-09 | Status of Data on Crime and Violence in Schools: Final Report | Lee Hoffman |
| Vocational education |  |  |
| 95-12 | Rural Education Data User's Guide | Samuel Peng |
| 1999-05 | Procedures Guide for Transcript Studies | Dawn Nelson |
| 1999-06 | 1998 Revision of the Secondary School Taxonomy | Dawn Nelson |
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