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# Foundations of VISAR analysis 
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#### Abstract

The Velocity Interferometer System for Any Reflector (VISAR) is a widely used diagnostic at Sandia National Laboratories. Although the operating principles of the VISAR are well established, recently deployed systems (such as the fast push-pull and air delay VISAR) require more careful consideration, and many common assumptions about VISAR are coming into question. This report presents a comprehensive review of VISAR analysis to address these issues. Detailed treatment of several interferometer configurations is given to identify important aspects of the operation and characterization of VISAR systems. The calculation of velocity from interferometer measurements is also described. The goal is to derive the standard VISAR analysis relationships, indicate when these relationships are valid, and provide alternative methods when the standard analysis fails.
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# CHAPTER 1 

 IntroductionVelocity measurements play a vital role in dynamic compression research. When combined with mass and momentum conservation, material and wave velocity measurements yield mechanical information for materials under extreme conditions [1]. Velocity is generally easier to measure than other continuum properties (e.g., stress or temperature), and in some case, is the only information obtainable in highly compressed systems.

Numerous optical techniques exist for measuring velocity under extreme conditions. Active shock breakout [2], where changes in the reflected light intensity signal the arrival of mechanical waves, is one example; inclined mirror measurements [3], which rely on changes in reflected light direction, is another. The most versatile optical velocity measurements are based on changes in the reflected optical phase, a generalization of more familiar quantities (such as wavelength). In practice, optical phase cannot be measured directly; instead, an interferometer is used to measure the difference between the optical phase at two different times.

Shock compression experiments using velocity interferometry date back to the 1960's [4], but such measurements were rare until the development of the Velocity Interferometer System for Any Reflector (VISAR) [5]. Since that time, VISAR systems have become a standard velocity diagnostic. Over the years, improvements and modifications to the original VISAR configuration have been made, including the development of multiple channel systems, increased tolerance to incoherent light, and better time resolution [6].

### 1.1 Overview of a VISAR measurement

The essential components of a VISAR measurement are illustrated in Figure 1.1. Coherent light (typically from a 514.5 or 532 nm laser) is used to illuminate the object of interest. An optical relay directs light toward the object and collects the reflected radiation. Reflected light is sent to an interferometer, producing an output containing the input signal and a time delayed version of the input signal. The output is sensed with fast optical detectors and analyzed to infer the object's motion.

VISAR analysis is comprised of two basic operations: determining the fringe shift and


Figure 1.1. Overview of a VISAR measurement.
the velocity calculation. Fringe shift is a normalized measure of how the optical phase difference compares to a reference value. Velocity follows from the fringe shift, and in many applications, is proportional to the fringe shift. Although the two operations are very much related to one another, it is useful to separate them for conceptual clarity.

### 1.2 Purpose and scope of this work

This report serves three basic purposes. First, the widespread use of VISAR in dynamic compression research has created the need for a comprehensive description of the principles and limitations of this diagnostic. Next, recently deployed systems, such as the fast pushpull VISAR [7] and air delay VISAR [8], challenge traditional assumptions about VISAR and require more careful consideration. Finally, this report precedes the release of a new analysis package, PointVISAR [9], which incorporates much of the theory described here.

Throughout this work, there is an emphasis on the fundamental theory underlying VISAR measurements. At various stages, general results are reduced to standard forms found in most discussions of VISAR. Assumptions and approximations are clearly noted to indicate when the standard forms are valid, and what can be done when they are not. Much of the theory presented here is not new, but has been collected from a variety of published papers and personal discussions as noted in the references.

There are many things that this report does not cover. No attempt is made to follow the history of the VISAR or its use in shock experiments; if this is of interest, the reader is directed to Reference 6. The report focuses exclusively on VISAR measurements of a single point (typically $\ll 1 \mathrm{~mm}$ in diameter) because the vast majority of VISAR measurements are performed at a point or collection of points. For the most part, detector speed limitations are ignored. No attempt has been made to compare the general performance of VISAR with other interferometry methods [10,11]. This is not meant as a criticism of alternate diagnostics, which may complement VISAR in some situations and supplant it in others. However, VISAR remains the most common velocity diagnostic at Sandia, so such comparisons must be postponed until the alternatives become more established.

### 1.3 Chapter organization

The organization of this report is intended to match the order of operations in VISAR analysis. Interferometer theory, which forms the bulk of the fringe shift calculation, is presented in Chapter 2. Remaining aspects of the fringe shift calculation and the conversion to velocity are described in Chapter 3. Velocity corrections needed in various situations are discussed in Chapter 4. Characterization and performance assessment of a VISAR system is developed in Chapter 5. An overall summary of VISAR analysis is given in Chapter 6. Appendix A compares the noise performance of two commonly used VISAR configurations.

## CHAPTER 2

## Interferometer theory

Interferometers are based on wave superposition, which may be constructive or destructive. VISAR systems utilize a specific type of interference, known as division of amplitude [12], where an optical signal is split into distinct paths and later recombined. The classical example of such a system is the Michelson interferometer [13] illustrated in Figure 2.1. Light entering the interferometer is directed along two paths by the beamsplitter (BS) and travels different distances to mirrors M1 and M2. The recombined beams are measured by detector D in the focal plane of lens L. Adjustment of the mirror positions controls the interference of the recombined beams.

The Michelson interferometer provides a conceptual starting point for this discussion. Next, the wide angle Michelson interferometer is described to demonstrate a feasible, though somewhat limited, interferometry system for velocity measurements. Results from the wide angle Michelson interferometer are then applied to the common VISAR configurations (conventional and push-pull) used in dynamic compression research.

### 2.1 The Michelson interferometer

The basic utility of a Michelson interferometer is its sensitivity to optical phase changes. Optical phase $\phi(t)$ is the time varying quantity that describes oscillations of a coherent electric field $E$ at a particular point in space (for a single light polarization).

$$
\begin{equation*}
E=A(t) \cos \phi(t) \tag{2.1}
\end{equation*}
$$

The function $A(t)$ describes field amplitude modulations, which are assumed to be much slower than $\cos \phi(t)$. In this framework, incoherent light may be treated as a superposition of many independent coherent sources, yielding a random optical phase.

For a monochromatic source, the optical phase is linear in time:

$$
\begin{equation*}
\phi(t)=\omega_{0} t+\phi_{0} \tag{2.2}
\end{equation*}
$$

where $\omega_{0}$ is the radial frequency $\left(=2 \pi c_{0} / \lambda_{0}\right)$ and $\phi_{0}$ is the reference phase at the point of interest.


Figure 2.1. The Michelson interferometer.
For clarity, mirrors M1 and M2 are shown at an angle of $90^{\circ}$; in practice, different orientations are used to eliminate multiple reflections and minimize space requirements.

### 2.1.1 Principles

Suppose that light entering a Michelson interferometer is polarized and collimated, i.e. the input electric field is a plane wave with an electric field amplitude $E_{0}(t)$. In general, the input field is composed of a coherent (subscript "c") and an incoherent (subscript " $i$ ") component.

$$
\begin{equation*}
E_{0}(t)=E_{c}(t)+E_{i}(t) \tag{2.3}
\end{equation*}
$$

The total electric field at the detector is given by:

$$
\begin{equation*}
E(t)=a_{1} E_{0}\left(t-t_{1}\right)+a_{2} E_{0}\left(t-t_{2}\right) \tag{2.4}
\end{equation*}
$$

where $a_{j}$ represents the coupling and $t_{j}$ represents the transit time of the $j$-th leg $(j=1,2)$. The second path of the Michelson interferometer, which contains mirror M2, is physically longer than the first path by a distance $d$. The difference in transit time $\tau$ between the paths is given by:

$$
\begin{equation*}
\tau=t_{2}-t_{1}=\frac{2 d}{c_{0}} \tag{2.5}
\end{equation*}
$$

where $c_{0}$ is the vacuum speed of light.
At visible wavelengths, optical phase oscillates near $10^{15} \mathrm{~Hz}$, substantially faster than any high speed detector ( $<10^{9}-10^{12} \mathrm{~Hz}$ cutoff). As such, the optical intensity ${ }^{1}$ measured by a detector is given by the time average of the total electric field squared [15]:

$$
\begin{equation*}
I(t)=\eta\left\langle E^{2}(t)\right\rangle \tag{2.6}
\end{equation*}
$$

where $\eta$ is a constant dictated by the electric field units [16]. The intensity of a monochromatic wave is proportional to half the square of its amplitude:

$$
\left\langle E^{2}(t)\right\rangle=\left\langle A^{2} \cos ^{2}\left(\omega_{0} t+\delta_{0}\right)\right\rangle=\frac{A^{2}}{2}
$$

so the output intensity of a Michelson interferometer is as follows.

$$
\begin{align*}
I(t)=\eta & \left\langle\left(a_{1} E_{0}\left(t-t_{1}\right)+a_{2} E_{0}\left(t-t_{2}\right)\right)^{2}\right\rangle \\
=\eta & \left\langle a_{1}^{2}\left[E_{c}\left(t-t_{1}\right)+E_{i}\left(t-t_{1}\right)\right]^{2}+a_{2}^{2}\left[E_{c}\left(t-t_{2}\right)+E_{i}\left(t-t_{2}\right)\right]^{2}\right. \\
& \left.+2 a_{1} a_{2}\left[E_{c}\left(t-t_{1}\right)+E_{i}\left(t-t_{1}\right)\right]\left[E_{c}\left(t-t_{2}\right)+E_{i}\left(t-t_{2}\right)\right]\right\rangle \tag{2.7}
\end{align*}
$$

All terms in Equation 2.7 containing a single incoherent factor (at a specific time) average to zero.

$$
\begin{align*}
I(t)=\eta\langle & \left\langle a_{1}^{2}\left[E_{c}^{2}\left(t-t_{1}\right)+E_{i}^{2}\left(t-t_{1}\right)\right]+a_{2}^{2}\left[E_{c}^{2}\left(t-t_{2}\right)+E_{i}^{2}\left(t-t_{2}\right)\right]\right. \\
& \left.+2 a_{1} a_{2} E_{c}\left(t-t_{1}\right) E_{c}\left(t-t_{2}\right)\right\rangle \tag{2.8}
\end{align*}
$$

[^0]The first two terms can be expressed in terms of the input intensity.

$$
\begin{align*}
I_{0}(t) & =\eta\left\langle E_{0}^{2}(t)\right\rangle=\eta\left\langle E_{c}^{2}(t)+E_{i}^{2}(t)\right\rangle \\
I(t) & =a_{1}^{2} I_{0}\left(t-t_{1}\right)+a_{2}^{2} I_{0}\left(t-t_{2}\right)+2 a_{1} a_{2} \eta\left\langle E_{c}\left(t-t_{1}\right) E_{c}\left(t-t_{2}\right)\right\rangle \tag{2.9}
\end{align*}
$$

The remaining bracketed term can be expanded by assuming that the interferometer input contains a single coherent signal.

$$
\begin{align*}
E_{c}(t) & =A(t) \cos \phi(t) \\
\left\langle E_{c}\left(t-t_{1}\right) E_{c}\left(t-t_{2}\right)\right\rangle & =A\left(t-t_{1}\right) A\left(t-t_{2}\right)\left\langle\cos \phi\left(t-t_{1}\right) \cos \phi\left(t-t_{2}\right)\right\rangle \tag{2.10}
\end{align*}
$$

The time average can be reduced by recalling that $2 \cos A \cos B=\cos (A+B)+\cos (A-B)$. The first term averages to zero: if $\cos \phi(t)$ averages to zero, a similar result would occur for the sum of two phase functions. The second term, however, doesn't necessarily average to zero because the difference between two phases may be a slowly varying function. For compactness, the phase difference will be denoted by the variable $\Phi(t)$.

$$
\begin{gather*}
\Phi(t) \equiv \phi\left(t-t_{1}\right)-\phi\left(t-t_{2}\right) \quad\left(=\omega_{0} \tau \text { for monochromatic input }\right)  \tag{2.11}\\
\left\langle E_{c}\left(t-t_{1}\right) E_{c}\left(t-t_{2}\right)\right\rangle=\frac{A\left(t-t_{1}\right) A\left(t-t_{2}\right)}{2} \cos \Phi(t) \tag{2.12}
\end{gather*}
$$

The value of $A(t)$ can be expressed in terms of the coherent input intensity $I_{c}$.

$$
\begin{align*}
I_{c}(t) & =\eta\left\langle A^{2} \cos ^{2} \phi(t)\right\rangle=\frac{\eta A^{2}(t)}{2} \\
\left\langle E_{c}\left(t-t_{1}\right) E_{c}\left(t-t_{2}\right)\right\rangle & =\frac{1}{\eta} \sqrt{I_{c}\left(t-t_{1}\right) I_{c}\left(t-t_{2}\right)} \cos \Phi(t) \tag{2.13}
\end{align*}
$$

Combining the results for $\left\langle E_{c}\left(t-t_{1}\right) E_{c}\left(t-t_{2}\right)\right\rangle$ with Equation 2.9 yields the complete expression for the output intensity as a function of input intensity and phase difference.

$$
\begin{equation*}
I(t)=a_{1}^{2} I_{0}\left(t-t_{1}\right)+a_{2}^{2} I_{0}\left(t-t_{2}\right)+2 a_{1} a_{2} \sqrt{I_{c}\left(t-t_{1}\right) I_{c}\left(t-t_{2}\right)} \cos \Phi(t) \tag{2.14}
\end{equation*}
$$

The output signal $D(t)$ is proportional to the total power striking the detector and the detector responsivity, which is assumed to be constant over the detector's active area and the narrow wavelength range of interest. These proportionality factors can be merged into a new set of coupling constants $\hat{a}_{1}$ and $\hat{a}_{2}$.

$$
\begin{equation*}
D(t)=\hat{a}_{1}^{2} I_{0}\left(t-t_{1}\right)+\hat{a}_{2}^{2} I_{0}\left(t-t_{2}\right)+2 \hat{a}_{1} \hat{a}_{2} \sqrt{I_{c}\left(t-t_{1}\right) I_{c}\left(t-t_{2}\right)} \cos \Phi(t) \tag{2.15}
\end{equation*}
$$

### 2.1.2 Limitations

In practice, the input of a Michelson interferometer cannot be perfectly collimated, which means that radiation is distributed over some angular range. To illustrate this point, it is
helpful to think of a Michelson interferometer in terms of the equivalent optical system [15] shown in Figure 2.2. From the detector's point of view, the beamsplitter and mirrors create two virtual images (I1 and I2) of the input. Since each interferometer path is traversed twice in one round trip, the virtual sources are separated by a distance of $2 d$.

Collimating lens L transforms light traveling in a particular direction to a point on the detector D. As shown in Figure 2.2, normal rays are imaged at the center of the detector, while rays emitted at an angle $\theta$ are imaged to radius $r$ from the center. The mapping of angle to detector location is controlled by the focal length $f$.

$$
\begin{equation*}
r=f \theta \tag{2.16}
\end{equation*}
$$

In most situations, $r(\lesssim 0.5 \mathrm{~mm})$ is much smaller than $f(\sim 25 \mathrm{~mm})$, so the relevant angular range is quite small $\left(\lesssim 1^{\circ}\right)$.

Light emitted by the virtual sources at a particular angle can be treated as a plane wave passing through that angle; interference at each angle is then conceptually similar to the preceding discussion. For simplicity, consider the input to be entirely coherent and assume that interferometer coupling constants are equal $\left(a_{1}=a_{2}=a\right)$. A spatially uniform intensity $I_{0}$ from the source in the direction $\theta$ results in an angular intensity $I(\theta)$ at the lens.

$$
\begin{align*}
I(\theta) & =2 \hat{a}^{2} I_{0}\left[1+\cos \omega_{0} \tau(\theta)\right] \\
& =\frac{I_{\max }}{2}\left[1+\cos \omega_{0} \tau(\theta)\right] \quad\left(I_{\max }=4 \hat{a}^{2} I_{0}\right) \tag{2.17}
\end{align*}
$$

The angular dependence of $\tau$ is evident in Figure 2.2 as the path between the virtual sources varies with the angle $\theta$.

$$
\begin{equation*}
\tau(\theta)=\frac{2 d}{c_{0} \cos \theta} \tag{2.18}
\end{equation*}
$$

Combining this result with Equations 2.16-2.17 yields the following intensity distribution.

$$
\begin{equation*}
I(r)=\frac{I_{\max }}{2}\left[1+\cos \left(\frac{4 \pi d}{\lambda_{0}} \sec \frac{r}{f}\right)\right] \tag{2.19}
\end{equation*}
$$

This intensity pattern corresponds to a series of circular fringes, also known as Haidinger fringes or fringes of equal inclination [17], in the detector plane. If one mirror is tilted with respect the other, the virtual images are no longer parallel and the interference pattern changes to parallel fringes, also known as Fizeau fringes or fringes of equal thickness [17]. Michelson interferometers are generally constructed to eliminate Fizeau fringes, allowing the circular fringe pattern to be seen.

The intensity at the central point of the detector $(r=0)$ is given by:

$$
\begin{equation*}
I(r=0)=\frac{I_{\max }}{2}\left[1+\cos \frac{4 \pi d}{\lambda_{0}}\right] \tag{2.20}
\end{equation*}
$$

so the center is brightest when $d$ is an even multiple of $\lambda_{0} / 8$ and darkest when $d$ is an odd multiple of $\lambda_{0} / 8$. However, the detector signal is proportional to an integral over the


Figure 2.2. Equivalent optical system for the Michelson interferometer


Figure 2.3. Output intensity profile for a Michelson interferometer.
active area, not just the central intensity. The extent to which intensity variations affect the measurement can be characterized by the spot size $r_{s}$, defined here as the distance from a central bright spot to the first intensity minimum.

$$
\frac{r_{s}}{f} \approx \arccos \left(\frac{4 \pi d / \lambda_{0}}{1+4 \pi d / \lambda_{0}}\right) \approx\left\{\begin{align*}
\frac{\pi}{2} & \left(d \ll \lambda_{0}\right)  \tag{2.21}\\
\sqrt{\frac{\lambda_{0}}{2 d}} & \left(d \gg \lambda_{0}\right)
\end{align*}\right.
$$

For small mirror separations, the interferometer spot size is comparable to $f$, leading to uniform detecter illumination. Large mirror separations, however, lead to small spot sizes and appreciable intensity variations.

To illustrate the significance of intensity variations, consider an interferometer coupled to a 1 mm diameter detector by a 25 mm focal length lens ( $r / f \leq 0.02$ ). Figure 2.3 shows the intensity distribution on the output detector for several values of $d / \lambda$. Even at moderate mirror separations $\left(d=1000 \lambda_{0}\right)$, the detector intensity is obviously not constant. The problem is even more severe at $d=10000 \lambda_{0}$, where the central spot lies entirely inside the detector along with additional intensity cycles. Since the outer cycles carry a significant fraction of the total power striking the detector, the fact that the central spot is bright only weakly affects the output signal. The distinction between constructive and destructive interference is thus quite subtle, and eventually disappears at very large mirror separations.

In principle, intensity distribution issues could be mitigated with the use of a sufficiently small detector. However, this solution leads to low signal levels as little of the input power can be collected by the detector. An alternate solution is to operate the interferometer at $d=0$, which produces a flat intensity field. While this may seem an attractive solution, it would eliminate the relative delay between the combined signals, rendering the system useless for measuring phase difference. Instead, one must use a modified configuration or carefully collimate light entering the system [8].

### 2.2 The wide angle Michelson interferometer

The shortcomings of the Michelson interferometer can be overcome by creating a nonzero mirror separation that has zero virtual separation. This is achieved by placing an uncompensated dielectric slab or etalon in one leg of the interferometer, creating a wide angle Michelson interferometer (WAMI) [18] as shown in Figure 2.4. The purpose of the etalon is to create a virtual mirror image M2' that is closer to the beam splitter than the actual mirror M2, yielding a uniform detector illumination. Since the interferometer legs have different physical lengths, there remains a relative time delay (and thus interference) between the recombined light signals. This time delay is a function of the size and optical properties of the etalon, and is derived in Section 5.1. For now, it will be assumed that the delay time is known.


Figure 2.4. The wide angle Michelson interferometer (WAMI)


Figure 2.5. WAMI output signals.

### 2.2.1 Principles

From the discussion in Section 2.1, the detector output from a WAMI can be expressed as follows.

$$
\begin{equation*}
D(t)=\hat{a}_{1}^{2} I_{0}\left(t-t_{1}\right)+\hat{a}_{2}^{2} I_{0}\left(t-t_{2}\right)+2 \hat{a}_{1} \hat{a}_{2} \sqrt{I_{c}\left(t-t_{1}\right) I_{c}\left(t-t_{2}\right)} \cos \Phi(t) \tag{2.22}
\end{equation*}
$$

The phase difference $\Phi(t)$ describes the difference in phase between light passing through each leg of the interferometer.

$$
\begin{equation*}
\Phi(t)=\phi\left(t-t_{1}\right)-\phi\left(t-t_{1}-\tau\right) \tag{2.23}
\end{equation*}
$$

In situations where the input is completely coherent $\left(I_{0}=I_{c}\right)$ with a slowly varying amplitude, the detector output can be reduced to a simpler form.

$$
\begin{equation*}
D(t)=I_{0}(t)\left[\hat{a}_{1}^{2}+\hat{a}_{2}^{2}+2 \hat{a}_{1} \hat{a}_{2} \cos \Phi(t)\right] \tag{2.24}
\end{equation*}
$$

To illustrate the sensitivity of a WAMI to phase changes, suppose that the input intensity is constant. For convenience, the value of $I_{0}$ will be combined with the scaling factors as follows.

$$
\begin{gather*}
D_{0} \equiv I_{0}\left(\hat{a}_{1}^{2}+\hat{a}_{2}^{2}\right) \\
D(t)=A_{0}+A_{D} \cos \Phi(t) \tag{2.25}
\end{gather*}
$$

The detector output is thus a sinusoidal function of $\Phi$ with an offset $D_{0}$ and an amplitude $A_{D}$. If the phase difference increases linearly in time, the detector signal for a WAMI would appear as shown in Figure 2.5. When the input is monochromatic, the value of $\Phi(t)$ is simply $\omega_{0} \tau$, so variations in $D(t)$ correspond to changes in the product of input frequency and the time delay. Once the time delay has been determined, a WAMI is capable of sensing minute frequency changes, a capability that can be tied to the Doppler shift of light reflected from a moving target.

The oscillation magnitude in a WAMI cannot exceed the signal offset. Quantitatively, this constraint can be formulated in terms of the interferometer scaling factors.

$$
\begin{equation*}
A_{D} \leq D_{0} \leftrightarrow 2 \hat{a}_{1} \hat{a}_{2} \leq \hat{a}_{1}^{2}+\hat{a}_{2}^{2} \tag{2.26}
\end{equation*}
$$

The values of $\hat{a}_{i}$ dictate the system contrast, a quantity that describes the ability of the interferometer to distinguish constructive and destructive interference. The numerical definition of contrast [15], also called fringe visibility, is given by:

$$
\begin{equation*}
C=\frac{I_{\max }-I_{\min }}{I_{\max }+I_{\min }}=\frac{D_{\max }-D_{\min }}{D_{\max }+D_{\min }} \tag{2.27}
\end{equation*}
$$

where $I_{\max }$ is the maximum intensity (corresponding to constructive interference) and $I_{\text {min }}$ is the minimum intensity (corresponding to destructive interference). From this definition,
contrast is always between zero and unity. For the WAMI, contrast can be expressed as follows.

$$
\begin{align*}
D_{\max }=D_{0}+A_{D} & \\
& \quad D_{\min }=D_{0}-A_{D}  \tag{2.28}\\
& C=\frac{A_{D}}{D_{0}}
\end{align*}
$$

Maximum contrast occurs when the oscillation magnitude equals the signal offset, which can only be achieved when $\hat{a}_{1}=\hat{a}_{2}$.

### 2.2.2 Limitations

Although the WAMI is capable of measuring phase changes, there are a number of practical difficulties for this configuration. These problems fall into two general categories: input sensitivity and phase uncertainty.

Input sensitivity describes the WAMI's inability to separate variations of input intensity from phase changes. When the input intensity is time dependent or contains incoherent light, these variations are carried in the detector output along with optical phase changes. As such, it can be difficult to interpret data from a WAMI unless optical phase is the only time varying quantity.

Phase uncertainty occurs in the WAMI because of the cosine function in Equation 2.25. The periodic nature of this function means that a particular value of $D$ corresponds to an infinite number of values of $\Phi$, each differing by an integer multiple of $2 \pi$. Furthermore, the symmetry of the cosine function at $\Phi=0$ and $\Phi=\pi$ creates sign ambiguities that obscure whether $\Phi$ is increasing or decreasing. Determining the phase angle near the symmetry points, where light intensity is at a minimum or maximum, is also imprecise because of the flatness of the detector signal.

### 2.3 The conventional VISAR

The conventional VISAR (Velocity Interferometer System for Any Reflector) [5] is a robust system that builds upon the strengths of the WAMI. Shown schematically in Figure 2.6, the conventional VISAR is essentially two WAMI systems that operate on different polarizations of the input. Light entering the interferometer is intentionally unpolarized, resulting in two output signals obtained with a polarizing beamsplitter (PBS) and a pair of detectors (D1 and D2). The two polarizations are phase shifted with respect to one another through the use of a $1 / 8$ wave plate (WP) in one leg of the interferometer. Finally, a beam intensity monitor (BIM) is located at the input of the interferometer for tracking changes in the input intensity.


Figure 2.6. The conventional VISAR.


Figure 2.7. Conventional VISAR detector output signals.

### 2.3.1 Principles

The output of one VISAR detector is similar to a WAMI system with the addition of an extra subscript to indicate which polarization is being measured.

$$
\begin{equation*}
D_{1}(t)=\hat{a}_{11}^{2} I_{0}\left(t-t_{1}\right)+\hat{a}_{21}^{2} I_{0}\left(t-t_{2}\right)+2 \hat{a}_{11} \hat{a}_{21} \sqrt{I_{c}\left(t-t_{1}\right) I_{c}\left(t-t_{2}\right)} \cos \Phi(t) \tag{2.29}
\end{equation*}
$$

In this notation, $\hat{a}_{i j}$ refers to the coupling factor for light of polarization $j$ passing through leg $i$. The output of the second detector has a similar form:

$$
\begin{equation*}
D_{2}(t)=\hat{a}_{12}^{2} I_{0}\left(t-t_{1}\right)+\hat{a}_{22}^{2} I_{0}\left(t-t_{2}\right)+2 \hat{a}_{12} \hat{a}_{22} \sqrt{I_{c}\left(t-t_{1}\right) I_{c}\left(t-t_{2}\right)} \cos \Phi_{2}(t) \tag{2.30}
\end{equation*}
$$

where $\Phi_{2}$ is a phase difference function that accounts for the round trip passage through the $1 / 8$ wave plate. The wave plate time delays both polarizations by a certain amount, generating a small correction to the value of $\tau$, but of critical importance is the delay difference between polarizations. This difference can be associated with a relative phase delay $\beta$.

$$
\begin{equation*}
\Phi_{2}(t)=\left[\phi\left(t-t_{2}\right)-\beta\right]-\phi\left(t-t_{1}\right)=\Phi(t)-\beta \tag{2.31}
\end{equation*}
$$

The value of $\beta$ is controlled by rotating the $1 / 8$ wave plate about its axis; since light passes through the plate twice, the phase shift ranges from zero to one quarter of a wave. When $\beta=\pi / 2$, the two detector signals are said to be in perfect quadrature. It is convenient to express $\beta$ in terms of a quadrature error $\varepsilon$, which describes how far off the system is from perfect quadrature.

$$
\begin{equation*}
\Phi_{2}(t)=\Phi(t)-\pi / 2-\varepsilon \tag{2.32}
\end{equation*}
$$

Combining this definition with the above expression for $D_{2}$ converts the cosine factor to a sine.

$$
\begin{equation*}
D_{2}(t)=\hat{a}_{12}^{2} I_{0}\left(t-t_{1}\right)+\hat{a}_{22}^{2} I_{0}\left(t-t_{2}\right)+2 \hat{a}_{12} \hat{a}_{22} \sqrt{I_{c}\left(t-t_{1}\right) I_{c}\left(t-t_{2}\right)} \sin (\Phi(t)-\varepsilon) \tag{2.33}
\end{equation*}
$$

Figure 2.7 shows a conceptual example of how the $D_{1}, D_{2}$ and BIM signals would appear for a measurement of steadily increasing $\Phi(t)$ and decreasing input intensity.

The BIM is not exposed to any interference, and is thus directly proportional to total input intensity.

$$
\begin{equation*}
D_{B I M}(t)=\hat{a}_{3}^{2} I_{0}\left(t-t_{3}\right) \tag{2.34}
\end{equation*}
$$

The time shift $t_{3}$ reflects the fact that light striking the BIM travels along a different path than that reaching detectors D1 and D2; the constant $\hat{a}_{3}^{2}$ originates from coupling factors associated with that path. If it is assumed that the input intensity varies slowly with respect to the time scales $t_{1}, t_{2}$, and $t_{3}$, then the factors $I_{0}\left(t-t_{i}\right)(i=1,2,3)$ can be replaced by $I_{0}(t)$. Under such circumstances, it becomes advantageous to normalize the signals $D_{1}$ and $D_{2}$ with respect to the BIM:

$$
\begin{align*}
& D_{x} \equiv \frac{D_{1}(t)}{D_{B I M}(t)}=\underbrace{\bar{a}_{11}^{2}+\bar{a}_{21}^{2}}_{x_{0}}+\underbrace{2 \bar{a}_{11} \bar{a}_{21} \frac{I_{c}(t)}{I_{0}(t)}}_{A_{x}(t)} \cos \Phi(t)  \tag{2.35}\\
& D_{y} \equiv \frac{D_{2}(t)}{D_{B I M}(t)}=\underbrace{\bar{a}_{12}^{2}+\bar{a}_{22}^{2}}_{y_{0}}+\underbrace{2 \bar{a}_{12} \bar{a}_{22} \frac{I_{c}(t)}{I_{0}(t)}}_{A_{y}(t)} \sin (\Phi(t)-\varepsilon) \tag{2.36}
\end{align*}
$$

where the barred variables indicate the ratio of an interferometer coupling factor to the BIM coupling factor (e.g., $\left.\bar{a}_{11}^{2}=\hat{a}_{11}^{2} / \hat{a}_{3}^{2}\right)$.

Each normalized signal is composed of two contributions-a constant offset and sinusoidal function (with possibly a time dependent amplitude) - that parametrically define a family of ellipses. For fixed values of $I_{c} / I_{0}$, the output of the interferometer lies along a single ellipse as shown in Figure 2.8. Ideally, the ellipse is a circle centered about the point $(1,1)$ with an amplitude of unity, but in general $I_{c} \leq I_{0}$, so the amplitude is less than or equal to the offset and the system contrast is less than or equal to unity. ${ }^{2}$. An additional complication is imperfect quadrature $(\varepsilon \neq 0)$, which leads to non-circular ellipses.

Conversion from a point ( $D_{x}, D_{y}$ ) on the ellipse to the angle $\Phi$ is found by taking the ratio of the sinusoidal terms in Equations 2.35 and 2.36.

$$
\begin{gather*}
\cos \Phi(t)=\frac{D_{x}(t)-x_{0}}{A_{x}(t)} \\
\sin (\Phi(t)-\varepsilon)=\frac{D_{y}(t)-y_{0}}{A_{y}(t)}=\sin \Phi(t) \cos \varepsilon-\cos \Phi(t) \sin \varepsilon \\
\tan \Phi(t)=\tan \varepsilon+\frac{D_{y}(t)-y_{0}}{D_{x}(t)-x_{0}} \frac{A_{x}(t)}{A_{y}(t)} \sec \varepsilon \tag{2.37}
\end{gather*}
$$

Note that $A_{x}(t) / A_{y}(t)$ is independent of input power fluctuations.

### 2.3.2 Limitations

Unlike the WAMI, the conventional VISAR is insensitive to variations of the input intensity, a benefit gained through BIM normalization. After normalization, the center of a conventional ellipse is essentially fixed; the ellipse size may vary with changes of the input intensity ratio, but such effects cancel out in the calculation of phase difference. For purely coherent input, normalized VISAR signals trace out a single ellipse; changes in the coherent/incoherent ratio move the data across a family ellipse of the same shape.

Since the calculation of phase difference in a conventional VISAR involves a tangent rather than a cosine function, many of the limitations of the WAMI are removed. By careful evaluation of the inverse tangent, it is possible to remove the sign ambiguity from $\Phi$ and determine if this quantity is increasing or decreasing. Also, the use of quadrature signals avoids the issues near maxima and minima-since these signals cannot simultaneously be zero, the accuracy in calculating $\Phi$ is dramatically improved. The conventional VISAR retains the $2 \pi$ phase ambiguity present in WAMI systems, but this ambiguity is not insurmountable (Section 5.4.1).
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Figure 2.8. Examples of an imperfect (solid line) and perfect (dashed line) ellipse for a conventional VISAR.

### 2.4 The push-pull VISAR

A modification to the conventional VISAR was proposed by Hemsing [20] to improve the efficiency of light usage. In a conventional VISAR, half of the light entering the system does not reach the detectors, but is lost by reflection/transmission to the opposite side of the primary beamsplitter. This light can be used to drive a second set of detectors as shown in Figure 2.9, creating two conventional VISARs (one on each side of the beamsplitter) and thus four optical signals. Subtraction between the appropriate signal pairs creates what is known as a push-pull VISAR. Traditionally, subtraction is performed by electronic differential amplifiers prior to data acquisition. For maximum time resolution, all four detector signals can be acquired separately, an approach becoming more common in current VISAR systems [7].

### 2.4.1 Principles

For notational simplicity, it is assumed here that the second pair of detectors in a push-pull VISAR are located precisely the same distance from the beamsplitter as the first pair; if this is not true, a minor timing correction may be needed to align the two signal pairs. Also, the polarizing beamsplitters are assumed to be aligned in a similar fashion so that the same optical polarization is measured by detectors D1A/D1B and D2A/D2B. The second pair of detectors in a push-pull VISAR operate in nearly the same fashion as the first pair with the exception of a negative sign for one coupling constant. This change results from different recombination of beams at the beamsplitter (e.g., light from leg 1 is reflected rather than transmitted). The results from the previous section can thus be applied to a push-pull system with specific coupling constants for each signal.

$$
\begin{align*}
D_{1 A}(t)=\hat{a}_{11}^{2} I_{0}\left(t-t_{1}\right) & +\hat{a}_{21}^{2} I_{0}\left(t-t_{2}\right) \\
& +2 \hat{a}_{11} \hat{a}_{21} \sqrt{I_{c}\left(t-t_{1}\right) I_{c}\left(t-t_{2}\right)} \cos \Phi(t)  \tag{2.38}\\
D_{2 A}(t)=\hat{a}_{12}^{2} I_{0}\left(t-t_{1}\right) & +\hat{a}_{22}^{2} I_{0}\left(t-t_{2}\right) \\
& +2 \hat{a}_{12} \hat{a}_{22} \sqrt{I_{c}\left(t-t_{1}\right) I_{c}\left(t-t_{2}\right)} \sin (\Phi(t)-\varepsilon)  \tag{2.39}\\
D_{1 B}(t)=\hat{b}_{11}^{2} I_{0}\left(t-t_{1}\right) & +\hat{b}_{21}^{2} I_{0}\left(t-t_{2}\right) \\
& -2 \hat{b}_{11} \hat{b}_{21} \sqrt{I_{c}\left(t-t_{1}\right) I_{c}\left(t-t_{2}\right)} \cos \Phi(t)  \tag{2.40}\\
D_{2 B}(t)=\hat{b}_{12}^{2} I_{0}\left(t-t_{1}\right) & +\hat{b}_{22}^{2} I_{0}\left(t-t_{2}\right) \\
& -2 \hat{b}_{12} \hat{b}_{22} \sqrt{I_{c}\left(t-t_{1}\right) I_{c}\left(t-t_{2}\right)} \sin (\Phi(t)-\varepsilon) \tag{2.41}
\end{align*}
$$

In many cases, no BIM is available in push-pull VISAR systems-either no measurement of input intensity is made, or if it is, the measurement is shared across multiple VISAR channels. Hence, BIM normalization is not typically performed in a push-pull VISAR. Figure 2.10 shows an example of how the four detector signals of a push-pull VISAR would appear for steadily increasing $\Phi(t)$ and decreasing input intensity.

As in a conventional VISAR, it is convenient to assume that the input intensity variations


Figure 2.9. The push-pull VISAR.


Figure 2.10. Push-pull VISAR signals.
of a push-pull VISAR are slow compared to the interferometer transit times.

$$
\begin{align*}
& D_{1 A}(t)=\left(\hat{a}_{11}^{2}+\hat{a}_{21}^{2}\right) I_{0}(t)+2 \hat{a}_{11} \hat{a}_{21} I_{c}(t) \cos \Phi(t)  \tag{2.42}\\
& D_{2 A}(t)=\left(\hat{a}_{12}^{2}+\hat{a}_{22}^{2}\right) I_{0}(t)+2 \hat{a}_{12} \hat{a}_{22} I_{c}(t) \sin (\Phi(t)-\varepsilon)  \tag{2.43}\\
& D_{1 B}(t)=\left(\hat{b}_{11}^{2}+\hat{b}_{21}^{2}\right) I_{0}(t)-2 \hat{b}_{11} \hat{b}_{21} I_{c}(t) \cos \Phi(t)  \tag{2.44}\\
& D_{2 B}(t)=\left(\hat{b}_{12}^{2}+\hat{b}_{22}^{2}\right) I_{0}(t)-2 \hat{b}_{12} \hat{b}_{22} I_{c}(t) \sin (\Phi(t)-\varepsilon) \tag{2.45}
\end{align*}
$$

Pairwise subtraction of the signals from each side of the beamsplitter results in two signals:

$$
\begin{align*}
D_{x}(t) & \equiv \eta_{1 A} D_{1 A}(t)-\eta_{1 B} D_{1 B}(t)  \tag{2.46}\\
& =\underbrace{\left[\eta_{1 A}\left(\hat{a}_{11}^{2}+\hat{a}_{21}^{2}\right)-\eta_{1 B}\left(\hat{b}_{11}^{2}+\hat{b}_{21}^{2}\right)\right] I_{0}(t)}_{x_{0}(t)}+\underbrace{2\left[\eta_{1 A} \hat{a}_{11} \hat{a}_{21}+\eta_{1 B} \hat{b}_{11} \hat{b}_{21}\right] I_{c}(t)}_{A_{x}(t)} \cos \Phi(t) \\
D_{y}(t) & \equiv \eta_{2 A} D_{2 A}(t)-\eta_{2 B} D_{2 B}(t)  \tag{2.47}\\
& =\underbrace{\left[\eta_{2 A}\left(\hat{a}_{12}^{2}+\hat{a}_{22}^{2}\right)-\eta_{2 B}\left(\hat{b}_{12}^{2}+\hat{b}_{22}^{2}\right)\right] I_{0}(t)}_{y_{0}(t)}+\underbrace{2\left[\eta_{2 A} \hat{a}_{12} \hat{a}_{22}+\eta_{2 B} \hat{b}_{12} \hat{b}_{22}\right] I_{c}(t)}_{A_{y}(t)}
\end{align*}
$$

where $\eta$ is a scaling factor for each signal, which can be controlled by physical means (e.g., increasing the gain for a particular detector) or numerically. As in the case of a conventional VISAR, these signals parametrically describe an ellipse, although now the ellipse center is a function of the total input intensity, and can change during the measurement. To avoid this complication, push-pull VISAR signals must be properly scaled to fix the ellipse center at the origin (Section 5.2.2).

$$
\begin{align*}
& D_{x}(t)=A_{x}(t) \cos \Phi(t)  \tag{2.48}\\
& D_{y}(t)=A_{y}(t) \sin (\Phi(t)-\varepsilon) \tag{2.49}
\end{align*}
$$

Note that $D_{x}$ and $D_{y}$ are symmetric about zero, which by Equation 2.27 corresponds to infinite signal contrast. Since this is meaningless, one typically refers to the dynamic contrast defined in Section 5.3.1.

Following the same logic leading to Equation 2.37, the phase difference is related to the reduced push-pull data signals through a tangent function.

$$
\begin{equation*}
\tan \Phi(t)=\tan \varepsilon+\frac{y(t)}{x(t)} \frac{A_{x}(t)}{A_{y}(t)} \sec \varepsilon \tag{2.50}
\end{equation*}
$$

Aside from the fact that the center of the ellipse is located at the origin, the analysis of a push-pull VISAR is very similar to the analysis of a conventional VISAR. The overall size of a push-pull ellipse is proportional to the coherent intensity, rather than the coherent intensity fraction, but such variations do not affect the calculation of phase difference as the ratio $A_{x}(t) / A_{y}(t)$ is independent of $I_{c}(t)$.

### 2.4.2 Limitations

The push-pull VISAR shares many of the benefits and shortcomings of the conventional VISAR. With the correct signal balancing, a push-pull VISAR is insensitive to variations
in the input intensity and incoherent light. Phase uncertainty is reduced by the use of quadrature, although the $2 \pi$ ambiguity remains and must be dealt with just as in a conventional VISAR. The push-pull VISAR has largely supplanted conventional VISAR in dynamic compression research, so it is worthwhile to consider the relative benefits of each system. The relative advantages of each system will be considered in three areas: low light sensitivity, analysis simplicity, and tolerance to rapid intensity changes.

For measurements with low coherent intensity, the push-pull configuration has some advantages over a conventional VISAR. Certainly the push-pull system makes the most efficient use of input intensity, although there is no more than $2-4$ times more light than in a conventional VISAR. This additional light gives a push-pull VISAR approximately $40 \%$ better noise performance (Appendix A) over a similar conventional VISAR. The push-pull configuration also has an advantage when large amounts of incoherent light are present; if pairwise subtraction is performed prior to signal acquisition, a larger dynamic range to the coherent signal of interest. However, the gains of a push-pull VISAR come with certain costs. In addition to the extra equipment needs and alignment, a push-pull VISAR must be properly balanced in order to achieve the same accuracy as a conventional VISAR. Hence, one should not assume that measurements made with a push-pull VISAR are intrinsically superior.

From an analysis perspective, a push-pull VISAR is easier to deal with than a conventional VISAR. Conventional VISAR analysis requires an ellipse fit to determine the ellipse center, a step that may be unnecessary (though certainly recommended) for a well configured pushpull system. There is also an intuitive advantage to a push-pull VISAR because the ellipse radius is a function of coherent light only-changes in incoherent intensity do not cause the VISAR ellipse to contract as for a conventional VISAR.

When input intensity changes on time scales comparable to $\tau$, the analysis described above will yield a transient contrast loss. A revised analysis is straightforward for the conventional VISAR configuration when an accurate BIM signal is present and all detectors are precisely cross-timed.

$$
\begin{align*}
D_{1}(t)=\frac{\hat{a}_{11}^{2}}{\hat{a}_{3}^{2}} D_{B I M}\left(t+t_{3}-t_{1}\right) & +\frac{\hat{a}_{21}^{2}}{\hat{a}_{3}^{2}} D_{B I M}\left(t+t_{3}-t_{2}\right) \\
& +2 \hat{a}_{11} \hat{a}_{21} \sqrt{I_{c}\left(t-t_{1}\right) I_{c}\left(t-t_{2}\right)} \cos \Phi(t)  \tag{2.51}\\
D_{2}(t)=\frac{\hat{a}_{12}^{2}}{\hat{a}_{3}^{2}} D_{B I M}\left(t+t_{3}-t_{3}\right) & \left.+\frac{\hat{a}_{22}^{2}}{\hat{a}_{3}^{2}} D_{B I M}\left(t+t_{3}-t_{2}\right)\right) \\
& +2 \hat{a}_{12} \hat{a}_{22} \sqrt{I_{c}\left(t-t_{1}\right) I_{c}\left(t-t_{2}\right)} \sin (\Phi(t)-\varepsilon) \tag{2.52}
\end{align*}
$$

By isolating terms containing $I_{c}(t)$ and taking a ratio, it should be possible to extract phase difference information from the three data signals. Rapid variations are harder to deal with in a push-pull VISAR because there is often no direct measure of the input intensity. During a rapid intensity variation, a push-pull VISAR becomes unbalanced and the center drifts
away from the origin. To demonstrate this, consider just one optical polarization.

$$
\begin{align*}
x_{0}(t) & =\eta_{1 A}\left[\hat{a}_{11}^{2} I_{0}\left(t-t_{1}\right)+\hat{a}_{21}^{2} I_{0}\left(t-t_{2}\right)\right]-\eta_{1 B}\left[\hat{b}_{11}^{2} I_{0}\left(t-t_{1}\right)+\hat{b}_{21}^{2} I_{0}\left(t-t_{2}\right)\right] \\
& =\left[\eta_{1 A} \hat{a}_{11}^{2}-\eta_{1 B} \hat{b}_{11}^{2}\right] I_{0}\left(t-t_{1}\right)+\left[\eta_{1 A} \hat{a}_{21}^{2}-\eta_{1 B} \hat{b}_{21}^{2}\right] I_{0}\left(t-t_{2}\right) \tag{2.53}
\end{align*}
$$

Except in certain special cases, it is impossible to balance a push-pull for arbitrary input intensity.

## CHAPTER 3

## Optical velocimetry

Optical phase based velocimetry relies on the relativistic Doppler effect [21]. When a moving object is illuminated with light of wavelength $\lambda_{0}$, the reflected wavelength is given by:

$$
\begin{equation*}
\frac{\lambda}{\lambda_{0}}=\frac{1-v / c_{0}}{1+v / c_{0}} \approx 1-2 v / c_{0} \tag{3.1}
\end{equation*}
$$

where $v$ is the object velocity and $c_{0}$ is the vacuum speed of light; the approximation follows from the fact that $v / c_{0}$ is typically less than 0.001 . Hence, measurements of reflected wavelength (or more precisely, the reflected optical phase) can be used to track object motion.

The theory behind optical velocimetry is developed here in three stages. First, the forward problem is considered to show how known object motion can be used to predict the resulting changes in optical phase. Next, the forward problem is inverted to demonstrate a process for extracting velocity from measured optical phase changes. The general result is then reduced to a simpler form, denoted here as the VISAR approximation, that relates the velocity of an object directly to an interferometer measurement.

### 3.1 The forward problem

Suppose that an object of interest is a reflector ${ }^{1}$ of negligible thickness located at position $x(t)$ at time $t$. At an arbitrary reference position $x_{r}$, chosen to be always to the right of the object, monochromatic light is emitted at time $t_{A}$ as shown in Figure 3.1. This light reaches the object at time $t_{B}$, is reflected, and returns to the reference plane at time $t_{C}$.

Throughout this discussion, it will be assumed that the object velocity is always substantially smaller than the speed of light. As such, terms containing powers of $\left(v / c_{0}\right)^{2}$ or higher will be neglected. Although the Doppler shift is often derived with assumption of constant object velocity, this is not necessary when dealing with optical phase, which is frame invariant [16]. Hence, the general result derived here does not place any limits upon the
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Figure 3.1. Light transit in an optical velocity measurement.
magnitude of acceleration, although it is assumed that extremely large accelerations exist for only brief intervals so that $v \ll c_{0}$.

### 3.1.1 Reflected optical phase

The output optical phase at time $t_{C}$ is equivalent to the input phase at time $t_{A}$ [23], aside from a possible phase delay $\delta_{m}$ from the reflection (assumed to be constant). For monochromatic input, this equivalence can be expressed as follows.

$$
\begin{align*}
\phi\left(t_{C}\right) & =\phi_{i n}\left(t_{A}\right)-\delta_{m} \\
& =\omega_{0} t_{A}+\phi_{0}-\delta_{m} \tag{3.2}
\end{align*}
$$

Events at $t_{A}$ and $t_{C}$ are separated from the reflection at $t_{B}$ by a duration $T$ :

$$
\begin{gather*}
t_{A}=t_{B}-T \quad t_{C}=t_{B}+T \\
T=\frac{x_{r}-x\left(t_{B}\right)}{c_{0}} \tag{3.3}
\end{gather*}
$$

so the output phase is related to the object position at an earlier time.

$$
\begin{align*}
\phi\left(t_{C}\right) & =\omega_{0}\left(t_{C}-2 T\right)+\phi_{0}-\delta_{m} \\
& =\omega_{0}\left[t_{C}-\frac{2}{c_{0}}\left(x_{r}-x\left(t_{C}-T\right)\right)\right]+\phi_{0}-\delta_{m} \tag{3.4}
\end{align*}
$$

A VISAR does not measure optical phase, but rather the phase difference (Chapter 2):

$$
\begin{equation*}
\Phi(t)=\phi\left(t-t_{1}\right)-\phi\left(t-t_{2}\right) \tag{3.5}
\end{equation*}
$$

where $t_{1}$ and $t_{2}$ are the interferometer transit times. Using Equation 3.4, phase difference can be expressed as:

$$
\begin{align*}
\Phi(t) & =\frac{2 \omega_{0}}{c_{0}}\left[\frac{c_{0}}{2}\left(t_{2}-t_{1}\right)+x\left(t-t_{1}-T_{1}\right)-x\left(t-t_{2}-T_{2}\right)\right] \\
& =\frac{4 \pi}{\lambda_{0}}\left[\frac{c_{0}}{2}\left(t_{2}-t_{1}\right)+x\left(t-t_{1}-T_{1}\right)-x\left(t-t_{2}-T_{2}\right)\right] \tag{3.6}
\end{align*}
$$

where $T_{i}$ represents the transit time of light from position $x\left(t-t_{i}-T_{i}\right)$ to the reference position, now located at the entrance plane of the interferometer.

The value of $T_{i}$ can be determined from Equation 3.3.

$$
\begin{equation*}
T_{i}=\frac{x_{r}-x\left(t-t_{i}-T_{i}\right)}{c_{0}} \tag{3.7}
\end{equation*}
$$

The actual transit times are rarely needed as changes in $T_{i}$ are bounded by the maximum position change during an experiment of duration $t_{\text {exp }}$.

$$
\begin{equation*}
\Delta T_{i} \leq \frac{\Delta x}{c_{0}} \leq \frac{v_{\max }}{c_{0}} t_{\exp } \tag{3.8}
\end{equation*}
$$

Variations in $T_{i}$ are generally small compared to diagnostic limitations. Throughout this work, it is assumed that $T_{i}$ can be treated as a constant; for higher timing precision, iterative evaluation of Equation 3.7 must be performed.

The interferometer transit times are related by the interferometer delay $\tau$ :

$$
\begin{equation*}
t_{2}=t_{1}+\tau \tag{3.9}
\end{equation*}
$$

where $t_{1}$ is usually constant. Ideally $\tau$ is also constant, but this quantity can vary with velocity if the interferometer contains dispersive components (Section 5.1.2).

$$
\begin{equation*}
\tau=\tau_{0}\left(1+2 \delta \frac{v\left(t-t_{1}-\tau-T\right)}{c_{0}}\right) \tag{3.10}
\end{equation*}
$$

The dispersion free delay is given by $\tau_{0}$, the dispersion magnitude by $\delta$, and the object velocity by $v(t)$. The Taylor series expansion of $x(t-\tau)$ differs from $x\left(t-\tau_{0}\right)$ only by terms of order $\left(v / c_{0}\right)^{2}$ or higher; also, dispersive variations in $\tau$ are of opposite sign from the changes in the transit time $T$ and partially cancel. ${ }^{2}$ Thus, it is reasonable to replace $x(t-\tau)$ with $x\left(t-\tau_{0}\right)$ and $v(t-\tau)$ with $v\left(t-\tau_{0}\right)$ in Equation 3.6.

$$
\begin{align*}
\Phi(t)=\frac{4 \pi}{\lambda_{0}}\left[\frac{c_{0} \tau_{0}}{2}\left(1+2 \delta \frac{v\left(t-t_{1}-\tau_{0}-T\right)}{c_{0}}\right)\right. & +x\left(t-t_{1}-T\right) \\
& \left.-x\left(t-t_{1}-\tau_{0}-T\right)\right] \tag{3.11}
\end{align*}
$$

For notational compactness, a new quantity $x^{\prime}$ will be used to eliminate constant time shifts.

$$
\begin{gather*}
x^{\prime}(t) \equiv x\left(t-t_{1}-T\right)  \tag{3.12}\\
\Phi(t)=\frac{4 \pi}{\lambda_{0}}\left[\frac{c_{0} \tau_{0}}{2}\left(1+2 \delta \frac{\nu^{\prime}\left(t-\tau_{0}\right)}{c_{0}}\right)+x^{\prime}(t)-x\left(t-\tau_{0}\right)\right] \tag{3.13}
\end{gather*}
$$

In later chapters, the primes will be omitted, but they are retained here to remind the reader of the fundamental time shift between object motion and the measured signals.

Given a known motion history, Equation 3.13 describes phase difference at an operating wavelength $\lambda_{0}$ and delay time $\tau_{0}$. At any given time, phase difference is dictated by the current position as well as the position at a time $\tau_{0}$ earlier. Forward analysis can also be used when object motion history is expressed by a known function with a finite number of adjustable parameters; these parameters would be adjusted to optimally match the measured phase difference. However, such analysis is not generally used in velocimetry measurements because it is relatively slow and does not guarantee a unique solution.
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### 3.1.2 Physical interpretation

To develop some physical intuition, suppose that dispersion is negligible in a particular VISAR measurement.

$$
\begin{equation*}
\Phi(t)=\frac{4 \pi}{\lambda_{0}}\left[\frac{c_{0} \tau_{0}}{2}+x^{\prime}(t)-x^{\prime}(t-\tau)\right] \tag{3.14}
\end{equation*}
$$

The first term is a constant that is independent of motion. The primary concern of this discussion is value of $x^{\prime}(t)-x^{\prime}(t-\tau)$.

When an object is at rest, Equation 3.14 indicates that the measured phase difference will be a constant. Furthermore, measurements at constant velocity yield a different constant phase.

$$
\begin{equation*}
\Phi(t) \sim x^{\prime}(t)-x^{\prime}(t-\tau)=v \tau \quad \text { (constant velocity) } \tag{3.15}
\end{equation*}
$$

A particular velocity corresponds to a certain phase difference, so it follows that changes in velocity are linked to changes in phase difference. Since the phase difference scales with product of velocity and interferometer delay, it is possible to configure a VISAR to optimally track a particular velocity range (e.g., choosing a large delay time for small velocities).

The qualitative behavior of a VISAR make it a "velocity interferometer". If the object under study formed one leg of a Michelson interferometer [22], phase difference would change with displacement, making it a "displacement interferometer". Velocity interferometers are better suited for the study of fast moving objects as rapidly changing phase differences from a displacement interferometer may be difficult to track. However, the term "velocity interferometer" may be misleading as VISAR data can be analyzed in terms of velocity or displacement. Aside from numerical issues discussed later on, the two analysis approaches are identical.

### 3.2 The inverse problem

Velocimetry measurements are the inverse of the above discussion-given a measured phase difference, the position [24-26] is determined; velocity may then derived by numerical differentiation. Conceptually, there is little difficulty in inverting Equation 3.13.

$$
\begin{equation*}
x^{\prime}(t)=x^{\prime}\left(t-\tau_{0}\right)+\frac{\lambda_{0}}{4 \pi} \Phi(t)-\frac{c_{0} \tau_{0}}{2}\left(1+2 \delta \frac{\nu^{\prime}\left(t-\tau_{0}\right)}{c_{0}}\right) \tag{3.16}
\end{equation*}
$$

The inverse problem is iterative because the result at time $t$ depends on conditions at an earlier time $t-\tau_{0}$. Before delving into the details of the iteration, one must first specify an initial condition to begin the calculation.

### 3.2.1 Initial conditions

Suppose that an object moves at a fixed velocity $v_{i}$ for $t \leq t_{i}$. The object's position at $t_{i}$ may then be written as follows.

$$
\begin{align*}
x^{\prime}\left(t_{i}\right) & =x^{\prime}\left(t_{i}-\tau_{0}\right)+\frac{\lambda_{0}}{4 \pi} \Phi\left(t_{i}\right)-\frac{c_{0} \tau_{0}}{2}\left(1+2 \delta \frac{v^{\prime}\left(t_{i}-\tau_{0}\right)}{c_{0}}\right)=x^{\prime}\left(t_{i}-\tau_{0}\right)+v_{i} \tau_{0} \\
v_{i}^{\prime} \tau_{0} & =\frac{\lambda_{0}}{4 \pi} \Phi\left(t_{i}\right)-\frac{c_{0} \tau_{0}}{2}\left(1+2 \delta \frac{v_{i}^{\prime}}{c_{0}}\right) \tag{3.17}
\end{align*}
$$

This expression can be used to write the initial phase difference in terms of the initial velocity.

$$
\begin{equation*}
\Phi\left(t_{i}\right)=\frac{4 \pi \tau_{0}}{\lambda_{0}}\left[\frac{c_{0}}{2}+(1+\delta) v_{i}^{\prime}\right] \tag{3.18}
\end{equation*}
$$

Note that the value of $\Phi\left(t_{i}\right)$ may drift due to the thermal/mechanical variations in the interferometer. Such variations are general slow compared to duration of a single measurement, but may be significant between measurements. Hence, the numerical value of $\Phi\left(t_{i}\right)$ is always calculated from the initial quadrature signals in a VISAR measurement, not from Equation 3.18.

By convention [27], interferometer measurements are expressed in terms of a fringe shift $F(t)$, which describes the change in phase difference at a particular time from the initial phase difference (normalized by a complete phase revolution).

$$
\begin{align*}
& F(t) \equiv \frac{\Phi(t)-\Phi\left(t_{i}\right)}{2 \pi}  \tag{3.19}\\
& \Phi(t)=\Phi\left(t_{i}\right)+2 \pi F(t)=\frac{4 \pi \tau_{0}}{\lambda_{0}}\left[\frac{c_{0}}{2}+(1+\delta) v_{i}^{\prime}\right]+2 \pi F(t)
\end{align*}
$$

Equation 3.16 can be rewritten in terms of the fringe shift.

$$
\begin{equation*}
x^{\prime}(t)=x^{\prime}\left(t-\tau_{0}\right)+(1+\delta) \tau_{0} v_{i}^{\prime}+\frac{\lambda_{0}}{2} F(t)-\delta \tau_{0} v^{\prime}\left(t-\tau_{0}\right) \tag{3.20}
\end{equation*}
$$

To begin using Equation 3.20, the initial condition position $x^{\prime}\left(t_{i}\right)$ must be specified. Since $x^{\prime}(t)$ is usually differentiated to yield $v^{\prime}(t)$, the value of $x^{\prime}\left(t_{i}\right)$ is arbitrary and typically set to zero.

### 3.2.2 Iterative analysis

Inverse analysis relies on iterative analysis of the fringe shift data. Analysis begins at $t=t_{i}$, and proceeds throughout the fringe shift record. At a particular time $t$, the current position is determined from the current fringe shift, the position at $t-\tau_{0}$, and the velocity at $t-\tau_{0}$. Interpolation may be required if the time base of $F(t)$ is not compatible with $\tau_{0}$, but in principle, the calculation is straightforward.

Although inverse analysis provides a potentially exact description of the object's motion, there are practical difficulties that limit the utility of this method.

1. Signal noise

Noise is a problem for numerical differentiation, which is needed to convert position to velocity and to evaluate $v^{\prime}\left(t-\tau_{0}\right)$ in dispersive systems. Hence, velocity noise will be substantially worse than signal noise.
2. Missing data

Intervals of missing fringe shift data, such as when contrast is completely lost (Section 5.3), present problems for inverse analysis. If the interval is very short, position change may be negligible, so it might be permissible to skip over the missing data [26]. Extended periods of missing data, however, would be more difficult to handle.

Thus, it is often impractical to apply inverse analysis to a VISAR measurement.

### 3.3 The VISAR approximation

It is often is desirable to calculate velocity directly from the measured fringe shift. This can be done using an approximate analysis for time scales much larger than $\tau_{0}$. Such treatment is known as the VISAR approximation, an approach used in most data reduction schemes.

### 3.3.1 Derivation

Suppose that the position $x(t)$ is an analytic function [28], so that the function at time $t$ can be represented in terms of a Taylor series expansion from $t-\tau_{0}$.

$$
\begin{equation*}
x(t)=x\left(t-\tau_{0}\right)+v^{\prime}\left(t-\tau_{0}\right) \tau_{0}+a^{\prime}\left(t-\tau_{0}\right) \frac{\tau_{0}^{2}}{2!}+\frac{d a^{\prime}\left(t-\tau_{0}\right)}{d t} \frac{\tau_{0}^{3}}{3!}+\cdots \tag{3.21}
\end{equation*}
$$

Here $a^{\prime}(t)$ is the objects's acceleration. Substitution of this expansion into Equation 3.20 eliminates the term $x\left(t-\tau_{0}\right)$.

$$
\begin{equation*}
v^{\prime}\left(t-\tau_{0}\right) \tau_{0}+a^{\prime}\left(t-\tau_{0}\right) \frac{\tau_{0}^{2}}{2!}+\frac{d a^{\prime}\left(t-\tau_{0}\right)}{d t} \frac{\tau_{0}^{3}}{3!}+\cdots=(1+\delta) \tau_{0} v_{i}^{\prime}+\frac{\lambda_{0}}{2} F(t)-\delta \tau_{0} v\left(t-\tau_{0}\right) \tag{3.22}
\end{equation*}
$$

This leads to the following expression for $v^{\prime}\left(t-\tau_{0}\right)$ :

$$
\begin{align*}
v^{\prime}\left(t-\tau_{0}\right)=v_{i}^{\prime}+\underbrace{\frac{\lambda_{0}}{2(1+\delta) \tau_{0}}}_{K} F(t) & -a^{\prime}\left(t-\tau_{0}\right) \frac{\tau_{0}}{2!(1+\delta)} \\
& -\frac{d a^{\prime}\left(t-\tau_{0}\right)}{d t} \frac{\tau_{0}^{2}}{3!(1+\delta)}-\cdots \tag{3.23}
\end{align*}
$$

where $K$ is the fringe constant or VPF (Velocity Per Fringe) of the interferometer.

Truncation of Equation 3.23 yields the most basic form of the VISAR approximation.

$$
\begin{equation*}
v^{\prime}\left(t-\tau_{0}\right) \approx v_{i}^{\prime}+K F(t)+\mathcal{O}\left(\tau_{0}\right) \tag{3.24}
\end{equation*}
$$

The reasoning behind this truncation is that $\tau_{0}$ is typically a small number, so terms that scale with $\tau_{0}$ are negligible, especially in comparison with $1 / \tau_{0}$. In many cases, the time shift is omitted, leading to another form of the VISAR approximation.

$$
\begin{equation*}
v^{\prime}(t) \approx v_{i}^{\prime}+K F(t)+\mathcal{O}\left(\tau_{0}\right) \tag{3.25}
\end{equation*}
$$

Higher accuracy is possible if one considers a Taylor series expansion of velocity from time $t-\tau_{0}$ to $t-\gamma \tau_{0}$, where $\gamma$ is a constant.

$$
\begin{equation*}
v^{\prime}\left(t-\gamma \tau_{0}\right)=v^{\prime}\left(t-\tau_{0}\right)+a^{\prime}\left(t-\tau_{0}\right)(1-\gamma) \tau_{0}+\frac{d a^{\prime}\left(t-\tau_{0}\right)}{d t} \frac{(1-\gamma)^{2} \tau_{0}^{2}}{2!}+\cdots \tag{3.26}
\end{equation*}
$$

Combining this expansion with Equation 3.23 yields the following series.

$$
\begin{align*}
v^{\prime}\left(t-\gamma \tau_{0}\right)=v_{i}^{\prime}+K F(t) & +\left(1-\gamma-\frac{1}{2!(1+\delta)}\right) a^{\prime}\left(t-\tau_{0}\right) \tau_{0} \\
& +\left(\frac{(1-\gamma)^{2}}{2!}-\frac{1}{3!(1+\delta)}\right) \frac{d a^{\prime}\left(t-\tau_{0}\right)}{d t} \tau_{0}^{2}+\cdots \tag{3.27}
\end{align*}
$$

Choosing $\boldsymbol{\gamma}=(1 / 2+\boldsymbol{\delta}) /(1+\boldsymbol{\delta}) \approx(1+\boldsymbol{\delta}) / 2$ forces the acceleration term to zero, so a truncation of the series has an error of order $\tau^{2}$.

$$
\begin{equation*}
v^{\prime}\left(t-\gamma \tau_{0}\right) \approx v_{i}+K F(t)+\mathcal{O}\left(\tau_{0}^{2}\right) \tag{3.28}
\end{equation*}
$$

This is the standard form of the VISAR approximation [27], although in practice Equation 3.25 is commonly used in data reduction. Examples in the next subsection demonstrate when the distinction between approximations is important.

The VISAR approximation has many practical advantages over inverse analysis. Foremost among these is the fact that velocity is directly proportional to fringe shift. This simple relation avoids iteration and makes the calculation far more robust. Noise amplification is no longer an issue as signal noise translates directly to velocity noise. Missing data is also not an issue in the VISAR approximation-picking up the calculation after momentary or extended periods of contrast loss is trivial.

The disadvantage of the VISAR approximation lies in its inability to track motion changes on time scales comparable to $\tau_{0}$. This is not an issue when the interferometer delay is shorter than the diagnostic time resolution, but is becoming an issue in modern VISAR systems [8]. Truncation of the Taylor series leading to Equation 3.28 assumes that next term in the series is substantially smaller than the VISAR resolution (Section 5.4.2).

$$
\begin{align*}
\frac{d a^{\prime}\left(t-\tau_{0}\right)}{d t} \frac{\tau_{0}^{2}}{24} & \ll K(\delta F) \lesssim \frac{K}{100-200} \quad \text { (no dispersion) } \\
\frac{d a^{\prime}\left(t-\tau_{0}\right)}{d t} & \ll \frac{\lambda_{0}}{10 \tau_{0}^{3}} \tag{3.29}
\end{align*}
$$

For sufficiently small values of $d a^{\prime} / d t$, the VISAR approximation is reliable. Although it is tempting to generate higher accuracy by considering $v(t-\tau / 4)$ (i.e. Richardson extrapolation [29]), refinements achieved by this process are lost when the motion history is not analytic.

### 3.3.2 Examples

To illustrate the performance of the VISAR approximation at different time scales, consider an ideal case where an object moves with a linearly increasing velocity that terminates at a maximum value $v_{m}$ at time $t_{r}$.

$$
v^{\prime}(t)=\left\{\begin{array}{cc}
0 & t \leq 0  \tag{3.30}\\
v_{m} \frac{t}{t_{r}} & 0<t \leq_{r} \\
v_{m} & t>t_{r}
\end{array}\right.
$$

Suppose that this motion is tracked by a dispersion free VISAR with delay time $\tau_{0}$ and fringe constant $K$. To eliminate the use of specific values for $K$ and $v_{m}$, the problem can be formulated in terms of normalized quantities:

$$
\begin{array}{llll} 
& \tilde{v}=\frac{v}{v_{m}} & & \tilde{x}=\frac{x}{v_{m} \tau_{0}} \\
\tilde{t}=\frac{t}{\tau_{0}} & & \tilde{F}=\frac{K F}{v_{m}} &
\end{array} \quad g=\frac{t_{r}}{\tau_{0}}
$$

which lead to normalized expressions for the inverse analysis and VISAR approximation.

$$
\begin{align*}
\tilde{x}(\tilde{t}) & =\tilde{x}(\tilde{t}-1)+\tilde{F}(\tilde{t})  \tag{3.31}\\
\tilde{v}(\tilde{t}-1 / 2) & \approx \tilde{F}(\tilde{t}) \tag{3.32}
\end{align*}
$$

The normalized motion history is given by the following expressions.

$$
\tilde{v}(\tilde{t})=\left\{\begin{array}{cc}
0 & \tilde{t} \leq 0  \tag{3.33}\\
\tilde{t} / g & 0<\tilde{t} \leq g \\
1 & \tilde{t}>g
\end{array}\right.
$$

For this specified velocity, the displacement may be determined analytically:

$$
\tilde{x}(\tilde{t})=\left\{\begin{array}{cc}
0 & \tilde{t} \leq 0  \tag{3.34}\\
\tilde{t}^{2} / 2 g & 0<\tilde{t} \leq g \\
\tilde{t}-g / 2 & \tilde{t}>g
\end{array}\right.
$$

and used with Equation 3.31 to determine the resulting fringe shift. The calculated fringe shift may be then be inserted into Equation 3.32 to determine velocity given by the VISAR approximation.

When the rise time is substantially slower than the interferometer delay, as shown in Figure 3.2(a) for $t_{r}=10 \tau_{0}$, the standard VISAR approximation (shifted by $\tau_{0} / 2$ ) is a very good


Figure 3.2. VISAR approximation examples.
(a) Slow velocity rise ( $t_{r}=10 \tau_{0}$ )
(b) Moderate velocity rise ( $t_{r}=\tau_{0}$ )
(c) Fast velocity rise ( $t_{r}=\tau_{0} / 10$ )

Thin black lines show the standard VISAR approximation (shifted by $\tau_{0} / 2$ ), while thin gray lines show the unshifted approximation. Heavy lines indicate the specified velocity histories.
match to the actual velocity. The unshifted form of the approximation lies to the right of the input history but has a similar shape; the remaining form of the approximation, where velocity is time shifted by $\tau_{0}$, would lie to the left of the input history by the same amount (not shown). When $\tau_{0}$ is smaller than the measurement time resolution, the difference between the different forms of the approximation can be neglected. However, if precise timing is required (e.g., traversal time measurements), it may be important to use the more accurate version of the VISAR approximation. Otherwise, all three forms of the approximation are largely interchangeable.

As the velocity rise time approaches the interferometer delay time, differences between the actual and calculated velocity begin to appear. The critical case $t_{r}=\tau_{0}$ is shown in Figure 3.2(b) to illustrate this point. The midpoint of the VISAR approximation crosses the midpoint of the input history, and at this intersection the slopes are equal. ${ }^{3}$ However, there are significant deviations during the initial and final portions of the ramp. For rise times faster than the interferometer delay, the VISAR approximation is a poor representation of the true velocity history. Figure 3.2(c) demonstrates this for the case $t_{r}=\tau_{0} / 10$. Once again, the VISAR approximation crosses the original history at the midpoint, but that is the extent of their agreement. The slope of the VISAR approximation is substantially different than the original history, and the approximation indicates considerable velocity prior to actual motion.

For situations where the VISAR approximation does not work well, velocity can be calculated using inverse analysis. In the absence of noise, inverse analysis reproduces the specified velocity history within numerical precision. In real measurements, the fringe signal is a combination of actual motion and random fluctuations (e.g., detector noise).

$$
\begin{equation*}
\tilde{F}(\tilde{t})=\tilde{F}_{\text {input }}(\tilde{t})+A \sigma(t) \tag{3.35}
\end{equation*}
$$

Here $A$ represents the noise amplitude and $\sigma(t)$ is a random function with a mean value of zero and variance of unity. Combining the forward calculation (Equation 3.33) with this random function produces a noisy fringe shift, which can be used in the inverse analysis to calculate the position history. This result can then be numerically differentiated for a meaningful comparison of the inverse analysis and input history.

Based on the examples shown in Figure 3.2, there is little point in applying inverse analysis to situations where $t_{r} \gg \tau_{0}$ as the VISAR approximation does an excellent job with little effort. To illustrate when the inverse analysis might outperform the VISAR approximation, consider the case $t_{r}=\tau_{0}$ with a relatively low noise amplitude ( $0.1 \%$ ). Several examples of this case are shown in Figure 3.3(a-c). In plot (a), velocity is calculated from a central finite difference method [29]:

$$
\begin{equation*}
v(t)=\frac{x\left(t+t_{s}\right)-x\left(t-t_{s}\right)}{2 t_{s}} \tag{3.36}
\end{equation*}
$$

where $t_{s}$ is the time interval between data points $\left(t_{s}=\tau_{0} / 10\right.$ in this example). Inverse analysis provides a reasonable reconstruction of the input history, with minor deviations
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Figure 3.3. Inverse analysis examples.
(a-c) Moderate rise times ( $t_{r}=\tau_{0}$ ) and low noise ( $A=0.1 \%$ )
(d-f) Moderate rise times $\left(t_{r}=\tau_{0}\right)$ and moderate noise ( $A=1 \%$ )
(g-i) Fast rise times ( $t_{r}=\tau_{0} / 10$ ) and moderate noise ( $A=1 \%$ )
Thin black lines show the inverse analysis for a given input history (heavy black lines) and noise level. Thin gray lines indicate the unshifted VISAR approximation, which is proportional to fringe shift, for comparison.
at the beginning and ending of the ramp and some oscillations in the steady state. These oscillations are of order $1-2 \%$, and represent a considerable ( $10-20 \times$ ) amplification of the fringe shift noise. This shortcoming of numerical differentiation is a fundamental concern in any inverse analysis of VISAR data.

The difficulties in performing an inverse analysis are shown more dramatically in Figure 3.3(b). In this case, the sampling interval is decreased from $\tau_{0} / 10$ to $\tau_{0} / 100$ with the same rise time and noise levels as Figure 3.3(a). This change in the sampling rate corresponds to substantially larger steady state noise $(\approx 20 \%)$ because the finite difference algorithm is sensitive to small variations in neighboring sample points (similar effects can be seen in Ref. 26). One solution for this problem is to perform the derivative over time scales larger than $t_{s}$, reducing the effect of point to point noise in the derivative calculation. A convenient way of implementing a derivative time scale is to perform a series of polynomial fits ${ }^{4}$ at each point of the calculated displacement:

$$
\begin{equation*}
x_{f i t}(t)=\sum_{i=1}^{N} a_{i}(t) t^{i-1} \tag{3.37}
\end{equation*}
$$

where $a_{i}(t)$ is determined by a least squares fit of $x(t)$ over the range $t-t_{d} / 2 \leq t \leq t+$ $t_{d} / 2$. In addition to smoothing, the use of local polynomial fitting provides an analytic representation of the velocity.

$$
\begin{equation*}
v=\frac{d x_{f i t}}{d t}=\sum_{i=2}^{N} a_{i}(t)(i-1) t^{i-2} \tag{3.38}
\end{equation*}
$$

The refined derivative, shown in Figure 3.3(c), is substantially better than Equation 3.36 at dealing with noise. In fact, the refined derivative works even better at higher sampling rates (for fixed values of $t_{d}$ ), although there are practical limits as to how small $t_{s}$ can be made.

To illustrate the process of selecting a proper value of $t_{d}$, consider a moderately noisy signal ( $A=1 \%$ ) as shown in Figure 3.3(d-f); apart from larger noise level, the input history for these plots is identical to Figure 3.3(c). In Figure 3.3(d), a small derivative time ( $t_{d}=\tau_{0} / 10$ ) is used to allow filtering over approximately ten points (recall that the sampling interval is $\left.\tau_{0} / 100\right)$. Although the calculated velocity follows the general path of the input history, the noisy result $(\approx 20 \%)$ is hardly a worthwhile gain over the VISAR approximation. Larger derivative time scales, such as $t_{d}=\tau_{0} / 2$ (Figure 3.3(e)), lead to more reasonable results, but it is imperative that $t_{d}$ not be too large. In Figure 3.3(f), the derivative time is set equal to $\tau_{0}$, yielding a result that is quite similar to the VISAR approximation. Similar results can be obtained for faster velocity changes as shown in Figure 3.3(g-i), where a velocity history for $t_{r}=\tau_{0} / 10\left(A=1 \%\right.$ and $\left.t_{s}=\tau_{0} / 100\right)$ is analyzed with derivative times of $\tau_{0} / 10$, $\tau_{0} / 5$, and $\tau_{0}$ respectively ( $1 \%$ noise levels and $\tau_{0} / 100$ sampling).

The tradeoff between accurate rise times and smoothness is clear: by making $t_{d}$ large, the results are typically smooth but have a slower rise time. The goal would be to choose $t_{d}$

[^5]such that it is no smaller than it needs to be. Obviously, this discussion uses an advantage unavailable in most experiments-the input history is already known-but there are constraints for choosing a reasonable rise time. For a linear velocity ramp (Equation 3.33), the fringe shift rise time equals the sum of the true rise time and the interferometer delay, so an estimate of $t_{r}$ can be made by subtracting $\tau_{0}$ from the measured rise time of $F(t)$. Further refinement is possible by performing the calculation for different values of $t_{d}$ to determine the maximum value that does not substantially broaden the velocity ramp. In general, the time scales in a calculation should obey the following rules.
\[

$$
\begin{equation*}
t_{s} \ll t_{d} \leq t_{r} \lesssim \tau_{0} \tag{3.39}
\end{equation*}
$$

\]

There are limits on how well ultrafast velocity changes can be detected, even with inverse analysis. Very fast events (e.g., $\tau / 100$ ) correspond to only minor differences between the measured rise time and $\tau_{0}$, and at some point such differences will be indistinguishable. The precise limit depends upon the detection/acquisition system, but roughly speaking, changes faster than $\tau_{0} / 100$ would be difficult (if not impossible) to extract.

## CHAPTER 4

## Velocity corrections

In the preceding chapter, it was assumed a VISAR system measures the actual velocity of interest. However, a VISAR is only sensitive to changes in optical phase difference, and different types of motion can yield the same phase difference. Apparent velocity, denoted here with a "*" superscript, is the result obtained from the VISAR approximation (Equation 3.28) or the more general inverse analysis (Equation 3.20). With knowledge of the measurement configuration, it is possible to correct the VISAR result and obtain the true object velocity. Note that the distinction between apparent and true velocity is not unique to the VISAR, but applies to any optical phase measurement.

Recall that reflected optical phase is equivalent to the input optical phase at an earlier time (Section 3.1.1):

$$
\begin{equation*}
\phi(t)=\phi_{0}\left(t-2 T^{*}\right)+\delta_{m} \tag{4.1}
\end{equation*}
$$

were $T^{*}$ is the apparent transit time between the object and a fixed reference plane. Measurements where illumination and/or reflection is not normal the object's motion, or when light must pass through an optical window, may have a different transit time but yield the same optical phase:

$$
\begin{equation*}
\phi(t)=\phi_{0}\left(t-T_{1}-T_{2}\right)+\delta_{m} \tag{4.2}
\end{equation*}
$$

where $T_{1}$ is the transit time from the input plane to the object and $T_{2}$ is the transit time from the object to the output plane. Apparent and true motion can be related to one another by equating the two expressions for optical phase, which implies that the total transit times must be the same.

$$
\begin{equation*}
T^{*}=\frac{T_{1}+T_{2}}{2} \tag{4.3}
\end{equation*}
$$

This chapter derives two important classes of velocity correction. First, the problem of nonnormal incidence and reflection is described. Next, corrections originating from optical windows are treated.

### 4.1 Angular illumination and reflection

The optical relay in a velocity measurements rarely matches the ideal configuration (Figure 3.1), where all light paths are parallel to the object's motion. Non-normal illumination
and reflection usually lead to minor differences between the apparent and true velocity, but there are situations where the correction is important. At the very least, the correction provides an estimate of the limiting velocity precision. For large angles, the apparent velocity correction can reveal both longitudinal and transverse motion.

### 4.1.1 General problem

Consider the reflection geometry shown in Figure 4.1. At an arbitrary time $t$, a small area element of a reflective surface, shown here as a point, is located a horizontal distance $x$ and vertical distance $y$ from its initial position at $t=t_{i}$. Light strikes this point at an angle $\theta_{1}$ (from the horizontal axis) and reflects at an angle $\theta_{2}$. All points on the surface are assumed to undergo the same displacement; if this is not the case, the following results must be averaged over all displacements that contribute to the measurement.

For each location of the object point, the optical transit time equals the difference between the initial transit time (subscript " $i$ ") and the change in the optical path length.

$$
\begin{equation*}
T_{1}+T_{2}=T_{1 i}+T_{2 i}-\frac{L_{1}+L_{2}}{c_{0}} \tag{4.4}
\end{equation*}
$$

Assuming that the object moves slowly compared to the speed of light, the apparent transit time may be approximated from Equation 3.3.

$$
\begin{equation*}
T^{*} \approx \frac{x_{r}^{*}-x^{*}}{c_{0}}=T_{i}^{*}-\frac{x^{*}}{c_{0}} \tag{4.5}
\end{equation*}
$$

Using Equation 4.3 and the fact that $2 T_{i}^{*}=T_{1 i}+T_{2 i}$ leads to the following expression.

$$
\begin{equation*}
x^{*}=\frac{L_{1}+L_{2}}{2} \tag{4.6}
\end{equation*}
$$

From the geometry shown in Figure 4.1:

$$
\begin{aligned}
L_{1}+L_{2} & =H\left(\sin \left(\eta-\theta_{1}\right)+\sin \left(\eta+\theta_{2}\right)\right) \\
& =H\left(\sin \eta \cos \theta_{1}-\cos \eta \sin \theta_{1}+\sin \eta \cos \theta_{2}+\cos \eta \sin \theta_{2}\right) \\
& =x\left(\cos \theta_{2}+\cos \theta_{1}\right)+y\left(\sin \theta_{2}-\sin \theta_{1}\right)
\end{aligned}
$$

so the apparent position of the mirror may be expressed as:

$$
\begin{equation*}
x^{*}=\frac{x}{2}\left(\cos \theta_{2}+\cos \theta_{1}\right)+\frac{y}{2}\left(\sin \theta_{2}-\sin \theta_{1}\right) \tag{4.7}
\end{equation*}
$$

which yields the following apparent velocity.

$$
\begin{equation*}
v^{*}=\frac{v_{x}}{2}\left(\cos \theta_{2}+\cos \theta_{1}\right)+\frac{v_{y}}{2}\left(\sin \theta_{2}-\sin \theta_{1}\right) \tag{4.8}
\end{equation*}
$$



Figure 4.1. Non-normal illumination and reflection geometry.

### 4.1.2 Diffuse reflectors

Suppose that a diffuse surface is illuminated normally $\left(\theta_{1}=0\right)$ and the reflected light is collected over range of angles, as in many fiber coupled measurements [31]. For light reflected at angle $\theta_{2}$, the apparent velocity is given by:

$$
\begin{equation*}
v^{*}=v_{x} \frac{1+\cos \theta_{2}}{2} \tag{4.9}
\end{equation*}
$$

where it is assumed (for now) that the mirror has a transverse velocity of zero. If $\theta_{2} \leq \theta_{m}$ and $\theta_{m}$ is sufficiently small, one can estimate the apparent velocity by substituting the average angle $\left(\theta_{m} / 2\right)$ in the above expression. For $\theta_{m}<7^{\circ}$, the apparent velocity correction is less than $0.1 \%$ [31].

For larger angle measurements, the apparent velocity must be averaged over the reflected radiance $L$. For a perfectly diffuse (i.e. Lambertian [14]) surface, $L$ is a constant at all angles, so apparent velocity is simply averaged over the solid angle.

$$
\begin{equation*}
\left\langle v^{*}\right\rangle=\frac{\int v^{*} L d \Omega}{\int L d \Omega} \tag{4.10}
\end{equation*}
$$

For azimuthal symmetry, this can be reduced to a simple form.

$$
\begin{equation*}
\left\langle v^{*}\right\rangle=\frac{v_{x}}{2} \frac{\int_{0}^{\theta_{m}}\left(1+\cos \theta_{2}\right) \sin \theta_{2} d \theta_{2}}{\int_{0}^{\theta_{m}} \sin \theta_{2} d \theta_{2}}=\frac{v_{x}}{2}\left(1+\frac{1+\cos \theta_{m}}{2}\right) \tag{4.11}
\end{equation*}
$$

This correction is important when a fast lens is used to increase the amount of light reaching the VISAR [32]. For example, a $F / 1$ collection lens $\left(\theta_{m} \approx 26.6^{\circ}\right)$ leads to a velocity correction of $2.6 \%$.

In general, the apparent velocity is a function of both longitudinal and transverse motion of a surface. For normal illumination and reflection, velocity measurement is insensitive to the transverse motion:

$$
\begin{equation*}
v_{1}^{*}=v_{x} \tag{4.12}
\end{equation*}
$$

whereas reflection at an angle involves both velocity components.

$$
\begin{equation*}
v_{2}^{*}=\frac{v_{x}}{2}\left(\cos \theta_{2}+1\right)+\frac{v_{y}}{2}\left(\sin \theta_{2}\right) \tag{4.13}
\end{equation*}
$$

This analysis has been applied to diffuse reflectors [33] as well surfaces deposited with a diffraction grating [34]; in the latter case, light collection is restricted to specific angles determined by the grating density, but otherwise the analysis is similar.

### 4.1.3 Specular reflectors

The apparent velocity relationship for a specular surface $\left(\theta_{1}=\theta_{2}\right)$ is quite simple.

$$
\begin{equation*}
v^{*}=v_{x} \cos \theta_{1} \tag{4.14}
\end{equation*}
$$

When a specular surface is illuminated over a range of angles, integration is performed on either the illumination or the collection angle, whichever is more restrictive. For uniform illumination over a maximum angle $\theta_{m}$ and azimuthal symmetry, the apparent velocity may be written as follows.

$$
\begin{equation*}
\left\langle v^{*}\right\rangle=v_{x} \frac{\int_{0}^{\theta_{m}} \cos \theta \sin \theta d \theta}{\int_{0}^{\theta_{m}} \sin \theta d \theta}=\frac{v_{x}}{2}\left(1+\cos \theta_{m}\right) \tag{4.15}
\end{equation*}
$$

In this case, the correction is less than $0.1 \%$ for $\theta_{m}<3.5^{\circ}$; this range is smaller than for a diffuse reflector because angular corrections occur during both illumination and collection. Note that specular measurements are insensitive to transverse motion at all illumination angles.

### 4.2 Window corrections

An important class of velocity corrections occur for measurements that involve optical windows. Light passing through the window travels more slowly than it would in vacuum, altering the optical transit time and leading to substantial velocity corrections. Window corrections are typically much larger than angular corrections, so the latter will be omitted from the discussion.

### 4.2.1 General problem

Suppose that the light path in a velocity measurement contains a dielectric window as shown in Figure 4.2. For normal incidence and reflection, the actual and apparent transit times may be written as follows.

$$
\begin{align*}
T^{*} & =\int_{x^{*}(t)}^{x_{r}^{*}} \frac{d x^{\prime}}{c_{0}}=\frac{x_{r}-x^{*}(t)}{c_{0}}  \tag{4.16}\\
T_{1}+T_{2} & =-\int_{x_{r}}^{x(t)} \frac{d x^{\prime}}{c_{1}\left(x^{\prime}, t\right)}+\int_{x(t)}^{x_{r}} \frac{d x^{\prime}}{c_{2}\left(x^{\prime}, t\right)} \approx 2 \int_{x(t)}^{x_{r}} \frac{d x^{\prime}}{c\left(x^{\prime}, t\right)} \tag{4.17}
\end{align*}
$$

Here $c_{i}(i=1,2)$ is the local speed of light during the $i$-th transit; if all motion in the measurement is much slower than the speed of light, these functions are essentially the same. Substitution of these expressions into Equation 4.3 yields the apparent position in terms of the real position and local refractive index $n=c_{0} / c$ :

$$
\begin{equation*}
x_{r}^{*}-x^{*}(t)=\int_{x(t)}^{x_{r}} n\left(x^{\prime}, t\right) d x^{\prime} \tag{4.18}
\end{equation*}
$$



Figure 4.2. Velocity measurement through a window.

Table 4.1. Common window corrections

| Material | Correction $(a)$ | Reference |
| :---: | :---: | :---: |
| $z$-axis quartz | $1.083(514.5 \mathrm{~nm})$ | 35 |
| $c$-axis sapphire | $1.76(532 \mathrm{~nm})$ | 36 |
|  | $1.786(532 \mathrm{~nm})$ | 37 |
|  | $1.783(532 \mathrm{~nm})$ | 38 |
|  | $1.785(532 \mathrm{~nm})$ | 39 |
| $a$-axis sapphire | $1.844-1.896(514.5 \mathrm{~nm})$ | 40 |
| $\langle 100\rangle$ lithium fluoride | $1.281(514.5 \mathrm{~nm})$ | 41 |
|  | $1.280(532 \mathrm{~nm})$ | 36 |

which may be differentiated to determine the apparent velocity.

$$
\begin{equation*}
v^{*}(t)=-\frac{d}{d t}\left[\int_{x(t)}^{x_{r}} n\left(x^{\prime}, t\right) d x^{\prime}\right] \tag{4.19}
\end{equation*}
$$

For the configuration in Figure 4.2, Equation 4.19 can be divided into two integrals, one from the mirror to the window free surface located at $x_{s}(t)$ and the other from $x_{s}(t)$ to the reference plane [38, 42, 43].

$$
\begin{align*}
v^{*}(t) & =-\frac{d}{d t}\left[\int_{x(t)}^{x_{s}(t)} n\left(x^{\prime}, t\right) d x^{\prime}+\left(x_{r}-x_{s}(t)\right)\right] \\
& =-\frac{d}{d t}\left[\int_{x(t)}^{x_{s}(t)} n\left(x^{\prime}, t\right) d x^{\prime}\right]+v_{s}(t) \tag{4.20}
\end{align*}
$$

Here $v_{s}$ is the window free surface velocity. Reduction of the remaining integral requires some knowledge of the refractive index profile in the window. Wave propagation simulations can be used to validate a particular refractive index model for a prescribed loading history, but in practice, window corrections are obtained analytically from one of the special cases described below.

### 4.2.2 Shocked windows

Equation 4.20 can be greatly simplified when the window is compressed by a single shock wave. Shock waves are nearly discontinuous compressions [1] that travel at a fixed velocity $D$ in the lab frame. Behind the shock front, material is compressed to a constant state that travels at the mirror velocity; ahead of the front, the material is at rest. Under these conditions, Equation 4.20 can be written as follows:

$$
\begin{equation*}
v^{*}=-\frac{d}{d t}\left[n\left(x_{D}(t)-x(t)\right)+n_{0}\left(x_{s}-x_{D}(t)\right)\right] \tag{4.21}
\end{equation*}
$$

where $n$ is the refractive index behind the shock front, $x_{D}(t)$ is the shock front position, $n_{0}$ is the refractive index ahead of the shock front, and $x_{s}$ is the window free surface position (assumed to be constant). The resulting time derivative provides a simple relationship between the real mirror and shock velocities and the apparent mirror velocity [44].

$$
\begin{align*}
v^{*} & =n(v-D)+n_{0} D \\
& =n v-\left(n-n_{0}\right) D \tag{4.22}
\end{align*}
$$

The arrival of the shock front at the window free surface changes the apparent velocity correction, and provides a distinct timing fiducial that can be used to calculate the shock velocity [35]. If the compressed refractive index is known, then the true mirror velocity can be determined.

$$
\begin{equation*}
v=\frac{v^{*}+\left(n-n_{0}\right) D}{n} \tag{4.23}
\end{equation*}
$$

Alternatively, the compressed refractive index can be determined if the true mirror velocity is known.

$$
\begin{equation*}
n=\frac{v^{*}-n_{0} D}{v-D} \tag{4.24}
\end{equation*}
$$

When combined with the jump conditions [1], this result may be used to determine refractive index as a function of density.

Under strong shock compression, an initially transparent material may become conductive and highly reflective (e.g., deuterium [45]). This changes the apparent velocity calculation as light is reflected by the shock front rather than the original interface. Reexamination of Equation 4.20 shows that the correction is simply the refractive index ahead of the shock front.

$$
\begin{equation*}
D^{*}=-\frac{d}{d t}\left[n_{0}\left(x_{s}-x_{D}(t)\right)\right]=n_{0} D \tag{4.25}
\end{equation*}
$$

### 4.2.3 Linear window materials

If the refractive index of the material is a function of local density only:

$$
\begin{equation*}
n=a+b \rho \tag{4.26}
\end{equation*}
$$

then the apparent velocity can be expressed as follows [38,42, 43].

$$
\begin{equation*}
v^{*}=-\frac{d}{d t}\left[a\left(x_{S}(t)-x(t)\right)+b \int_{x(t)}^{x_{S}} \rho\left(x^{\prime}, t\right) d x^{\prime}\right]+v_{s}(t) \tag{4.27}
\end{equation*}
$$

The density integral is proportional to the total mass of the window, and by mass conservation has a time derivative of zero (regardless of the window's density profile).

$$
\begin{equation*}
v^{*}(t)=-a\left(v_{s}(t)-v(t)\right)+v_{s}(t)=a v(t)-(a-1) v_{s}(t) \tag{4.28}
\end{equation*}
$$

The true mirror velocity is thus linearly related to the apparent velocity.

$$
\begin{equation*}
v(t)=\frac{v^{*}(t)+(a-1) v_{s}(t)}{a} \tag{4.29}
\end{equation*}
$$

Several common window corrections are given in Table 4.1.
When the window free surface is stationary, velocity corrections can be incorporated into the fringe constant. For example, the "sapphire VPF" of VISAR is the actual fringe constant (the "free surface VPF") divided by the window correction for sapphire. Although this approach is convenient in many situations, caution is required if the free surface begins to move during the experiment. When light passes through more than one window, additional care must be taken to use the proper correction during each stage of the analysis.

## CHAPTER 5

## VISAR characterization and performance

Beyond the underlying interferometer theory presented in Chapter 2, interpretation of a VISAR measurement relies on interferometer characterization and performance assessment. Characterization describes measurements of the interferometer and its output signals needed in the analysis process, the most important examples being the delay time and ellipse parameters. Performance assessment reveals how well a VISAR operates during a measurement, and can be described by dynamic contrast and the limiting fringe shift precision.

### 5.1 VISAR delay time

The delay time of a VISAR is defined by the condition of equal virtual length (Section 2.2). Although the interferometer contains distinct physical path lengths $L_{1}$ and $L_{2}$ (corresponding to interferometer legs containing M1 and M2 in Figure 2.4), the virtual distance of the second leg is shortened by the etalon. For maximum accuracy, this relationship must be corrected slightly to account for dispersion effects and delays in other components of the VISAR.

### 5.1.1 Ideal case

The condition of equal virtual lengths may be expressed as:

$$
\begin{equation*}
L_{1}=L_{2}-h+\frac{h}{n} \tag{5.1}
\end{equation*}
$$

where $h$ is the physical length and $n$ is the refractive index of the etalon. The total transit time of the first leg is simply the ratio of path length to the vacuum speed of light:

$$
\begin{equation*}
t_{1}=2 L_{1} / c_{0} \tag{5.2}
\end{equation*}
$$

while the total transit time for the second leg involves the etalon's refractive index.

$$
\begin{equation*}
t_{2}=2\left(\frac{L_{2}-h}{c_{0}}+\frac{n h}{c_{0}}\right) \tag{5.3}
\end{equation*}
$$

Combining these transit times with Equation 5.1 yields the delay time, which is purely a function of the etalon's size and refractive index.

$$
\begin{equation*}
\tau \equiv t_{2}-t_{1}=\frac{2 h}{c_{0}}\left(n-\frac{1}{n}\right) \tag{5.4}
\end{equation*}
$$

VISAR etalons are typically of order 0.1 m in length, yielding delay times of less than 1 ns. With some effort, longer delay times are also possible [8].

### 5.1.2 Dispersion correction

Systematic errors of several percent are often found when the VISAR delay time is calculated from Equation 5.4 [46]. These errors stem etalon dispersion, a subtle effect overlooked in the preceding analysis. To account for dispersion, it is important to distinguish the unshifted laser light in a VISAR (which is used during initial setup) from the Doppler shifted light collected during a measurement.

For unshifted laser light, the condition of equal virtual path length (Equation 5.1) is given in terms of the refractive index $n$ at the laser operating wavelength $\lambda_{0}$.

$$
\begin{equation*}
L_{1}=L_{2}-h+\frac{h}{n} \tag{5.5}
\end{equation*}
$$

The first interferometer leg is assumed to be free of dispersion, so the traversal time is similar to the original derivation (Equation 5.2). The second interferometer path contains the etalon, so the transit time depends on the refractive index $n^{\prime}$, which may be different from $n$ due to Doppler shifting.

$$
\begin{gather*}
t_{2}=\frac{2}{c_{0}}\left(L_{2}-h+n^{\prime} h\right)  \tag{5.6}\\
\tau=t_{2}-t_{1}=\frac{2 h}{c_{0}}\left(n^{\prime}-\frac{1}{n}\right) \tag{5.7}
\end{gather*}
$$

Doppler shifted wavelengths (Equation 3.1) in a VISAR measurement are not substantially different from the laser operating wavelength, so it is reasonable to define $n^{\prime}$ by a linear expansion about $\lambda_{0}$.

$$
\begin{equation*}
n^{\prime} \approx n+\left.\frac{d n}{d \lambda}\right|_{\lambda_{0}}\left(\lambda-\lambda_{0}\right)=n-\left(\left.2 \lambda_{0} \frac{d n}{d \lambda}\right|_{\lambda_{0}}\right) \frac{v}{c_{0}} \tag{5.8}
\end{equation*}
$$

The Doppler shifted interferometer delay can then be written as:

$$
\begin{equation*}
\tau=\frac{2 h}{c_{0}}\left[n-\frac{1}{n}-\left.2 \lambda_{0} \frac{d n}{d \lambda}\right|_{\lambda_{0}} \frac{v}{c_{0}}\right]=\tau_{0}\left(1+2 \delta \frac{v}{c_{0}}\right) \tag{5.9}
\end{equation*}
$$

where $\tau_{0}$ is the unshifted delay time and $\delta$ is a dimensionless parameter for a given etalon material and operating wavelength (e.g., $\delta=0.0339$ for fused silica at 514.5 nm [46]).

$$
\begin{equation*}
\delta=-\left.\frac{n}{n^{2}-1} \lambda_{0} \frac{d n}{d \lambda}\right|_{\lambda_{0}} \tag{5.10}
\end{equation*}
$$

Note that in a dispersive VISAR, there is no single delay time; instead, the interferometer delay depends on the velocity at an earlier time. This subtlety drops out of the VISAR approximation (Section 3.3), leading to a simple correction of $1+\delta$ in the fringe constant. Inverse VISAR analysis (Section 3.2) does not lead to such simplification, and dispersion effects are much harder to deal with than in the VISAR approximation.

### 5.1.3 Precision considerations

Fringe constant precision is dictated by the characterization of the VISAR delay time. In principle, the delay could be measured directly by timing the passage of a laser pulse through the interferometer. However, such a measurement would require extremely fast pulses and detector systems to achieve the precision attainable with physical measurements of the etalon. For a well characterized etalon, the fringe constant can be determined to within $0.1 \%$ [31].

For maximum precision, the delay time calculation must include all unbalanced elements of the VISAR system. The $1 / 8$ wave plate and primary beamsplitter are key examples of unbalanced elements. The total delay time is given by the summation of the individual delay times of each element, which are assumed to all be contained in the second leg of the interferometer.

$$
\begin{equation*}
\tau=\tau_{e}\left(1+2 \delta_{e} \frac{v}{c_{0}}\right)+\tau_{w p}\left(1+2 \delta_{w p} \frac{v}{c_{0}}\right)+\tau_{b s}\left(1+2 \delta_{b s} \frac{v}{c_{0}}\right)+\tau_{m} \tag{5.11}
\end{equation*}
$$

The unshifted delay times for the etalon $\left(\tau_{e}\right)$ and wave plate $\left(\tau_{w p}\right)$ are given by Equation 5.4; for the beam splitter, the unshifted delay time is half of Equation 5.4. The final term, $\delta_{m}=2 \Delta L / c_{0}$, represents the time delay arising from mirror misplacement. Contributions from each element can be collected into a total unshifted delay $\tau_{0}$ and effective dispersion $\delta$ to match Equation 5.9.

$$
\begin{align*}
\tau_{0} & =\tau_{e}+\tau_{w p}+\tau_{b s}+\tau_{m}  \tag{5.12}\\
\delta & =\frac{\delta_{e} \tau_{e}+\delta_{w p} \tau_{w p}+\delta_{b s} \tau_{b s}}{\tau_{e}+\tau_{w p}+\tau_{b s}+\tau_{m}} \approx \delta_{e} \tag{5.13}
\end{align*}
$$

Since the etalon tends to be substantially larger than the other elements, the effective dispersion is approximately equal to the etalon dispersion.

As an example, consider the error created by a mirror misplacement $\Delta L$ in a VISAR system
with an intended fringe constant $K_{0}$.

$$
\begin{gather*}
K_{0}=\frac{\lambda_{0}}{2(1+\delta) \tau_{e}} \quad K=\frac{\lambda_{0}}{2(1+\delta)\left(\tau_{e}+\tau_{m}\right)} \\
\frac{K}{K_{0}}=\frac{1}{1+\tau_{m} / \tau_{e}} \approx 1-4(1+\delta) \frac{K_{0}}{c_{0}} \frac{\Delta L}{\lambda_{0}} \tag{5.14}
\end{gather*}
$$

The correction scales with $K / c_{0}$, so large fringe constants require precise mirror precision to maintain reasonable uncertainty. For a $1 \mathrm{~km} / \mathrm{s}$ fringe constant, the interferometer must be constructed to better than 75 wavelengths (about 0.04 mm for $\lambda_{0}=532 \mathrm{~nm}$ ) to attain $0.1 \%$ precision.

### 5.2 Ellipse parameters

The basic function of a VISAR system is to determine the phase difference $\Phi(t)$ from the quadrature signals $D_{x}$ and $D_{y}$.

$$
\begin{equation*}
\tan \Phi(t)=\tan \varepsilon+\frac{D_{y}(t)-y_{0}}{D_{x}(t)-x_{0}} \frac{A_{x}}{A_{y}} \sec \varepsilon \tag{5.15}
\end{equation*}
$$

Obviously, this calculation requires knowledge of ellipse parameters- $x_{0}, y_{0}, A_{x}, A_{y}$, and $\varepsilon$-for a particular interferometer configuration. Ideally, the VISAR ellipse should be made to be a perfect circle, but this is not always possible for a variety of reasons (e.g., a shared wave plate in a multi-channel VISAR cannot optimize $\varepsilon$ simultaneously on all channels).

In principle, each ellipse parameter could be determined by combining the power losses and/or phase shifts for each optical component in a VISAR. Better results are obtained through characterization measurements that directly probe the coupling parameters. Two types of ellipse characterization will be discussed here: ellipse fitting and parameter constraints. The first method is a general approach used to simultaneously determine all five ellipse parameters. The second method constrains specific ellipse parameters to some desired value (e.g., $x_{0}=0$ ). At the end of this section, the two methods will be combined to show how the ellipse parameters can be obtained with maximum precision.

### 5.2.1 Ellipse fitting

Ellipses are a type of conic section, i.e. curves described by:

$$
\begin{equation*}
F(x, y)=a x^{2}+b x y+c y^{2}+d x+e y+f=0 \tag{5.16}
\end{equation*}
$$

where the value of $b^{2}-4 a c$ must be negative [28]. The six conic section parameters can be expressed in terms of the five VISAR ellipse parameters as follows.

$$
\begin{align*}
a & =A_{y}^{2}  \tag{5.17}\\
b & =2 A_{x} A_{y} \sin \varepsilon  \tag{5.18}\\
c & =A_{x}^{2}  \tag{5.19}\\
d & =-2 A_{y}^{2} x_{0}-2 A_{x} A_{y} y_{0} \sin \varepsilon  \tag{5.20}\\
e & =-2 A_{x}^{2} y_{0}-2 A_{x} A_{y} x_{0} \sin \varepsilon  \tag{5.21}\\
f & =A_{y}^{2} x_{0}^{2}+2 A_{x} A_{y} x_{0} y_{0} \sin \varepsilon+A_{x}^{2} y_{0}^{2}-A_{x}^{2} A_{y}^{2} \cos ^{2} \varepsilon \tag{5.22}
\end{align*}
$$

The reverse calculation is possible but requires some caution. Since Equation 5.16 may be multiplied by an arbitrary factor, it is important that parameter ratios be used in the conversion process.

$$
\begin{align*}
\varepsilon & =\arcsin \frac{b}{\sqrt{4 a c}}  \tag{5.23}\\
x_{0} & =\frac{e b-2 c d}{4 a c-b^{2}}  \tag{5.24}\\
y_{0} & =\frac{b d-2 a e}{4 a c-b^{2}}  \tag{5.25}\\
A_{x} & =\sec \varepsilon \sqrt{x_{0}^{2}+\frac{b}{a} x_{0} y_{0}+\frac{c}{a} y_{0}^{2}-\frac{f}{a}}  \tag{5.26}\\
A_{y} & =\sec \varepsilon \sqrt{\frac{a}{c} x_{0}^{2}+\frac{b}{c} x_{0} y_{0}+y_{0}^{2}-\frac{f}{c}} \tag{5.27}
\end{align*}
$$

The goal of an ellipse fit is to identify parameters that best represent a set of $(x, y)$ data. A common approach for determining the best fit is to minimize $\chi$, the root mean square of Equation 5.16 over $N$ data points. ${ }^{1}$

$$
\begin{equation*}
\chi^{2}=\frac{1}{N^{2}} \sum_{i=1}^{N} F^{2}\left(x_{i}, y_{i}\right) \tag{5.28}
\end{equation*}
$$

Ellipse fits are often performed on the quadrature signals obtained in a particular VISAR measurement. Ellipse data may also be obtained prior to a measurement by illuminating a VISAR with purely coherent light (of fixed amplitude) while moving one mirror of the interferometer over half an optical wavelength or more. In either case, ellipse fitting may be performed as a direct or an iterative process.

## Direct ellipse fitting

Direct ellipse fitting utilizes the fact that $F(x, y)$ is linear with respect to the six conic section parameters (Equation 5.16). Hence, the parameter values that minimize $\chi^{2}$ may

[^6]be found by linear least squares methods, which reduce the optimization problem to matrix manipulation [49]. In its most basic form, this approach does not guarantee that the result is an ellipse as the value of $b^{2}-4 a c$ can be positive. Ellipse specific fitting was first achieved by Fitzgibbon et al. [50], who found that adding the constraint $b^{2}-4 a c<0$ transforms the optimization into an eigenvalue problem. A numerically robust version of Fitzgibbon's algorithm proposed by Halir̃ and Flusser [51] is used in the following examples.

A number of fits are shown in Figure 5.1 to demonstrate the utility of direct ellipse fitting,. The left column contains three noise free ellipses with different parameter choices: a perfect circle (A), a skewed ellipse with $\varepsilon=\pi / 16$ (D), and a skewed ellipse with an aspect ratio of $4 / 3$ and $\varepsilon=\pi / 8(\mathrm{G})$. The center (B, E, and H) and right (C, F, and I) columns contain similar ellipses with different noise levels ( $5 \%$ and $10 \%$, respectively). The direct fit captures the general shape of each data set, and in the noise free cases, reproduces the original ellipse parameters within numerical precision. When noise is added, the fit parameters vary from the original values by several percent; typically, the variations are less than or comparable to the noise level. Rigorous characterization requires broader study over a wide array of parameter sets, noise levels, and noise classes, but these results suggest that the direct fitting method is sound.

One consideration in using the direct fitting method is how it deals with partial ellipse data, a common situation in VISAR measurements. Figure 5.2 shows the ellipses from the preceding discussion (noise levels set to $5 \%$ ) with some data omitted. When the data spans half of the ellipse (A, D, and G), the direct fitting routine captures the general shape but does not precisely reproduce the correct ellipse. When only a quarter of the ellipse is present ( $B, E$, and $H$ ), the direct fit is substantially different from the original ellipse. The fraction of an ellipse needed for reasonable behavior depends on the noise level [51], but there is a systematic problem with the direct fitting method when data is clustered along one portion of the ellipse. Data clusters on opposite sides of the ellipse (C, F, and I) lead to more reasonable results, although there is a reduction of parameter accuracy.

## Iterative ellipse fitting

Iterative ellipse fitting is a repetitive process used to optimize the ellipse parameters. Each iteration involves the following tasks.

1. Choose a set of ellipse parameters $\left(x_{0}, y_{0}, A_{x}, A_{y}\right.$, and $\left.\varepsilon\right)$.
2. Calculate the corresponding conic section parameters $(a, b, c, d, e$, and $f)$.
3. Evaluate the function $F(x, y)$ (Equation 5.16) at each data point.
4. Evaluate the residual error $\chi^{2}$.
5. Choose a new set of ellipse parameters that will hopefully make $\chi^{2}$ smaller and repeat steps $2-4$ until some convergence criterion is met.


Figure 5.1. Direct ellipse fitting with noisy signals.


Figure 5.3. Iterative ellipse fitting with noisy signals.


Figure 5.2. Direct ellipse fitting with missing data.


Figure 5.4. Iterative ellipse fitting with missing data

Unlike direct ellipse fitting, iterative ellipse fitting may never reach a final conclusion. The process could iterate around a local minimum of $\chi^{2}$ forever without reaching the best fit curve of interest. The probability of reaching the true minimum (and the number of iterations required to get to that minimum) is related to the starting conditions. The difficulties of the iterative method can be mitigated through the use of different optimization schemes, the details of which are beyond the scope of this work; the interested reader is directed to Ref. 49. Despite the practical challenges of iterative optimization, it is straightforward to fix specific ellipse parameters in the process and implement different residual functions, features that are difficult (perhaps impossible) to achieve with the direct ellipse fit.

For complete or nearly complete ellipse data, the direct and iterative methods yield quite similar results. Figure 5.3 shows iterative ellipse fits to noise-free data using a direct ellipse as the initial guess; the resulting parameters from these two approaches differ by a negligible amount. As noise is added, the two methods diverge slightly, though the discrepancy tends to be much smaller than the noise level. The actual difference between the two methods depends the specific optimization routine and the nature/magnitude of the signal noise and is beyond this scope of this work.

To illustrate situations when iterative fitting is superior to the direct method, consider the partial ellipse fits shown in Figure 5.4. The ellipses in this figure are identical to the previous discussion for Figure 5.4 using an iterative ellipse fit rather than the direct method. In the iterative fits, the ellipse center was fixed at the precise value for each data set. Although the plots in Figure 5.2 do not represent an exhaustive comparison between the two fitting methods, they suggest that iterative fitting is better suited to partial ellipse data because of the ability to constrain specific ellipse parameters. Note that in spite of this advantage, iterative fitting requires more work on the part of the user to provide a good initial guess. In many cases, it would be advisable to perform a direct fit initially, then use that result as the guess for an iterative method. When this is not possible, one should generate a guess by visual inspection, i.e. plot ellipses with different parameter sets to find a reasonable match with the data. This process may require some trial and error as certain guesses converge to a proper result easily, while slightly different guesses perform very badly. The human eye and good judgment are often needed to determine which ellipse comprises the best fit curve.

### 5.2.2 Parameter constraints

Parameter constraints represent a means of forcing an ellipse parameter to some desired value, rather than determining that parameter from a best fit ellipse. A push-pull VISAR system (Section 2.4) is the primary example when ellipse parameters must be enforced. Specifically, the center of the ellipse must be fixed at the origin, regardless of the input intensity. By inspection of Equations 2.46-2.47, this condition is met by the following
scaling factor ratios.

$$
\begin{align*}
& \frac{\eta_{1 B}}{\eta_{1 A}}=\frac{\hat{a}_{11}^{2}+\hat{a}_{21}^{2}}{\hat{b}_{11}^{2}+\hat{b}_{21}^{2}}  \tag{5.29}\\
& \frac{\eta_{2 B}}{\eta_{2 A}}=\frac{\hat{a}_{12}^{2}+\hat{a}_{22}^{2}}{\hat{b}_{12}^{2}+\hat{b}_{22}^{2}} \tag{5.30}
\end{align*}
$$

Furthermore, the aspect ratio $\left(A_{x} / A_{y}\right)$ can be set to unity by the following choice of scaling factors.

$$
\begin{equation*}
\frac{\eta_{2 A}}{\eta_{1 A}}=\frac{\hat{a}_{11} \hat{a}_{21}+\frac{\eta_{1 B}}{\eta_{1 A}} \hat{b}_{11} \hat{b}_{21}}{\hat{a}_{12} \hat{a}_{22}+\frac{\eta_{2 B}}{\eta_{2 A}} \hat{b}_{12} \hat{b}_{22}} \tag{5.31}
\end{equation*}
$$

One approach for determining the coupling constants is expose a VISAR to incoherent light, which eliminates interference. Measurements made under such conditions (denoted here by a bar):

$$
\begin{align*}
& \bar{D}_{1 A}=\left(\hat{a}_{11}^{2}+\hat{a}_{21}^{2}\right) \bar{I}_{0}  \tag{5.32}\\
& \bar{D}_{2 A}=\left(\hat{a}_{12}^{2}+\hat{a}_{22}^{2}\right) \bar{I}_{0}  \tag{5.33}\\
& \bar{D}_{1 B}=\left(\hat{b}_{11}^{2}+\hat{b}_{21}^{2}\right) \bar{I}_{0}  \tag{5.34}\\
& \bar{D}_{2 B}=\left(\hat{b}_{12}^{2}+\hat{b}_{22}^{2}\right) \bar{I}_{0} \tag{5.35}
\end{align*}
$$

can be used to yield two scaling ratios.

$$
\begin{align*}
& \frac{\eta_{1 B}}{\eta_{1 A}}=\frac{\bar{D}_{1 A}}{\bar{D}_{1 B}}  \tag{5.36}\\
& \frac{\eta_{2 B}}{\eta_{2 A}}=\frac{\bar{D}_{2 A}}{\bar{D}_{2 B}} \tag{5.37}
\end{align*}
$$

Unfortunately, the third constraint (unity aspect ratio) cannot be applied exactly because each incoherent light measurement contains several coupling parameters.

An alternate method for determining the coupling constants is to operate a VISAR with completely coherent input while blocking one leg of the interferometer [20]; obviously, this method requires consistent input intensity when the alternate leg is blocked. This process yields eight signals, each of which is proportional to the square of a single coupling constant, as shown in the following example.

$$
\begin{equation*}
\bar{D}_{1 A}^{(1)}=\hat{a}_{21}^{2} \bar{I}_{0} \tag{5.38}
\end{equation*}
$$

The superscript "(1)" indicates that the measurement is performed with the first path blocked; the corresponding measurement for the same detector with the other leg blocked would be
$\bar{D}_{1 A}^{(2)}$. These eight measurements provide sufficient information for all three constraints.

$$
\begin{align*}
& \frac{\eta_{1 B}}{\eta_{1 A}}=\frac{\bar{D}_{1 A}^{(1)}+\bar{D}_{1 A}^{(2)}}{\bar{D}_{1 B}^{(1)}+\bar{D}_{1 B}^{(2)}}  \tag{5.39}\\
& \frac{\eta_{2 B}}{\eta_{2 A}}=\frac{\bar{D}_{2 A}^{(1)}+\bar{D}_{2 A}^{(2)}}{\bar{D}_{2 B}^{(1)}+\bar{D}_{2 B}^{(2)}}  \tag{5.40}\\
& \frac{\eta_{2 A}}{\eta_{1 A}}=\frac{\sqrt{\bar{D}_{1 A}^{(1)} \bar{D}_{1 A}^{(2)}}+\frac{\eta_{1 B}}{\eta_{1 A}} \sqrt{\bar{D}_{1 B}^{(1)} \bar{D}_{1 B}^{(2)}}}{\sqrt{\bar{D}_{2 A}^{(1)} \bar{D}_{2 A}^{(2)}}+\frac{\eta_{2 B}}{\eta_{2 A}} \sqrt{\bar{D}_{1 B}^{(1)} \bar{D}_{1 B}^{(2)}}} \tag{5.41}
\end{align*}
$$

There are alternative ways of enforcing the correct scaling in a push-pull VISAR in certain types of measurements. For example, if a portion of a VISAR measurement contains a continuously varying phase difference, with no incoherent light and minimal variations variations in coherent intensity, it may be possible to visually scale the detector signals so that all oscillations are consistent. However, the beam blocking method is recommended for greatest accuracy.

### 5.2.3 Combined characterization

Ellipse fitting can determine all the ellipse parameters, but there is a resolution compromise because the fit has five degrees of freedom. At the same time, parameter constraints are precise but only apply to certain quantities- $x_{0}, y_{0}$, and $A_{y} / A_{x}$ - and thus cannot completely characterize the ellipse. Hence, one must always perform some type of ellipse fit, but the use of parameter constraints can significantly improve the resolution of the remaining quantities.

A push-pull VISAR characterized with beam blocking is an important special case where ellipse constraints reduce the degrees of freedom considerably. In such a system, the quadrature signals are perfectly centered about the origin and have an aspect ratio of unity. Under these conditions, the mathematical description of the ellipse (Equation 5.16) becomes quite simple:

$$
\begin{equation*}
x^{2}+2 \sin \varepsilon x y+y^{2}-A^{2} \cos \varepsilon=0 \tag{5.42}
\end{equation*}
$$

where $A=A_{x}=A_{y}$. With some minor manipulation, this can be expressed as a linear fit.

$$
\begin{equation*}
\underbrace{x^{2}+y^{2}}_{Y}=-2 \sin \varepsilon \underbrace{x y}_{X}+A^{2} \cos ^{2} \varepsilon \tag{5.43}
\end{equation*}
$$

The slope of $Y$ versus $X$ yields the value of $\varepsilon$, while the intercept can be used to determine $A$. Hence, it possible to use a set of quadrature signals to directly determine the size and quadrature error. The uncertainty in these parameters can also be determined quantitatively [52].

### 5.3 Dynamic contrast

Contrast was introduced in Chapter 2 to characterize the degree of interference in a VISAR system. The system contrast $C_{0}$ of a VISAR is related to its construction, and may be calculated from the signal outputs extremes.

$$
\begin{equation*}
C_{0}=\frac{D_{\max }-D_{\min }}{D_{\max }+D_{\min }} \tag{5.44}
\end{equation*}
$$

However, contrast may change during a VISAR measurement, such as when rapid changes exceed the detector bandwidth [20]. To quantify such behavior, the concept of contrast must be broadened to provide a time dependent characterization of the interferometer. A new quantity, the dynamic contrast, is defined to fulfill that role. Examples of dynamic contrast loss will then be described to indicate when this quantity is used to identify problems in a VISAR measurement.

### 5.3.1 Definitions

The difficulty with the basic definition of contrast (Equation 2.27) is the fact that one does not generally know the minimum and maximum detector signals at each moment in time. To get around this problem, recall that contrast in a WAMI (Section 2.2) is related to the ratio of oscillation amplitude to the offset. For a conventional VISAR, this suggests the following definition of dynamic contrast (assumed to be the same for both optical polarizations [19]).

$$
\begin{align*}
& D_{x}(t)=x_{0}(1+C(t) \cos \Phi(t))  \tag{5.45}\\
& D_{y}(t)=y_{0}(1+C(t) \sin (\Phi(t)-\varepsilon)) \tag{5.46}
\end{align*}
$$

Elimination of $\Phi$ yields an expression for dynamic contrast in terms of the quadrature signals and the VISAR ellipse parameters.

$$
\begin{equation*}
\frac{C^{2}(t)}{\sec ^{2} \varepsilon}=\left(\frac{D_{x}(t)-x_{0}}{x_{0}}\right)^{2}+2\left(\frac{D_{x}(t)-x_{0}}{x_{0}}\right)\left(\frac{D_{y}(t)-y_{0}}{y_{0}}\right) \sin \varepsilon+\left(\frac{D_{y}(t)-y_{0}}{y_{0}}\right)^{2} \tag{5.47}
\end{equation*}
$$

Note that the dynamic contrast is similar to the radius of the VISAR ellipse:

$$
\begin{equation*}
r^{2}=\left(D_{x}(t)-x_{0}\right)^{2}+\left(D_{y}(t)-y_{0}\right)^{2} \tag{5.48}
\end{equation*}
$$

but the two quantities are not proportional unless $\varepsilon=0$ and $x_{0}=y_{0}$. Although not immediately obvious from Equation 5.47, dynamic contrast is equivalent to the product of the system contrast and the coherent-total input intensity ratio (Section 2.3).

$$
\begin{equation*}
C(t)=C_{0} \frac{I_{c}(t)}{I_{0}(t)} \tag{5.49}
\end{equation*}
$$

Dynamic contrast must be modified somewhat for use in a push-pull VISAR as Equation 5.47 involves division by $x_{0}$ and $y_{0}$, both of which should be zero. A similar quantity $C^{\prime}(t)$,
or pseudo-contrast, is used instead.

$$
\begin{equation*}
\left(C^{\prime}(t)\right)^{2}=\sec ^{2} \varepsilon\left[D_{x}^{2}(t)+2 D_{x}(t) D_{y}(t) \sin \varepsilon+D_{y}^{2}(t)\right] \tag{5.50}
\end{equation*}
$$

Pseudo-contrast is proportional to the coherent intensity, not the total input intensity. For convenience, $C^{\prime}(t)$ can be normalized by an arbitrary reference value.

### 5.3.2 Dynamic contrast loss

Since contrast is a measure of the coherent light available to an interferometer, any effect that decreases coherence will correspond to a reduction of dynamic contrast. Contrast may be lost through coherent signal decrease (e.g., input power loss), incoherent signal increase (e.g., blackbody emission), or multiphase interference [20]. The first two situations are relatively straightforward; the latter is more subtle and will be elaborated in the next subsection.

Contrast loss is commonly associated with rapid changes in a VISAR measurement, and may occur for several reasons. At extremely short times scales, photodetectors may be unable to follow the optical signals, resulting in signal transients that are convolution of the phase difference changes and the detector response [53]. Contrast loss may also occur due to transient unbalancing of light in each leg of the VISAR, where changes of the input power occur on time scales comparable to the interferometer delay. The latter example of contrast loss results from a shortcoming in standard VISAR analysis, not the measurement itself; refined analysis (Section 2.4.2) should eliminate this problem.

### 5.3.3 Multiphase interference

By its very construction, a VISAR system is ill-equipped to handle multiple coherent light sources. Measurements of a velocity distribution [54], over a broad angular range [32], or containing multiple light reflections (e.g., a diffuse target mirror behind a shocked window [55]) may contain multiple coherent sources that reduce interferometer contrast. Narrow angle illumination and careful collection systems can be used to isolate specific coherent sources and maximize contrast. However, multiple coherent source measurements are not an optimal application of the VISAR, and are better suited for other diagnostics [10, 11].

To illustrate why multiple coherent sources yield low VISAR contrast, one must return to the basic operation of a Michelson interferometer. The output of the Michelson interferometer is given by Equation 2.9.

$$
\begin{equation*}
I(t)=\underbrace{a_{1}^{2} I_{0}\left(t-t_{1}\right)+a_{2}^{2} I_{0}\left(t-t_{2}\right)}_{\text {ellipse center }}+\underbrace{2 a_{1} a_{2} \eta\left\langle E_{c}\left(t-t_{1}\right) E_{c}\left(t-t_{2}\right)\right\rangle}_{\text {ellipse size }} \tag{5.51}
\end{equation*}
$$

The first two terms contribute to the offset of a VISAR signal (the ellipse center), while the third contributes to the signals oscillation amplitude (ellipse size).

Suppose that $E_{c}$ is a discrete sum of multiple coherent contributions ${ }^{2}$.

$$
\begin{equation*}
E_{c}(t)=\sum_{n} A_{n}(t) \cos \phi_{n}(t) \tag{5.52}
\end{equation*}
$$

The time average coherent electric field now becomes:

$$
\begin{align*}
\left\langle E_{c}\left(t-t_{1}\right) E_{c}\left(t-t_{2}\right)\right\rangle & =\left\langle\sum_{n} A_{n}\left(t-t_{1}\right) \cos \phi_{n}\left(t-t_{1}\right) \sum_{m} A_{m}\left(t-t_{2}\right) \cos \phi_{m}\left(t-t_{2}\right)\right\rangle \\
& =\sum_{n} A_{n}\left(t-t_{1}\right) A_{n}\left(t-t_{2}\right)\left\langle\cos \phi_{n}\left(t-t_{1}\right) \cos \phi_{n}\left(t-t_{2}\right)\right\rangle \\
& +2 \sum_{n \neq m} A_{n}\left(t-t_{1}\right) A_{m}\left(t-t_{2}\right)\left\langle\cos \phi_{n}\left(t-t_{1}\right) \cos \phi_{m}\left(t-t_{2}\right)\right\rangle \tag{5.53}
\end{align*}
$$

where the first summation contains the product of each coherent source with a time shifted version of itself and the second summation contains cross terms between different coherent contributions. Although each function $\phi_{n}(t)$ is itself coherent, these functions originate from different sources and are mutually incoherent [12]. Following the same logic leading to Equation 2.12 and assuming that $A_{n}$ changes slowly over $\tau$ leads to the following result.

$$
\begin{equation*}
\left\langle E_{c}\left(t-t_{1}\right) E_{c}\left(t-t_{2}\right)\right\rangle=\sum_{n} \frac{A_{n}\left(t-t_{1}\right) A_{n}\left(t-t_{2}\right)}{2} \cos \Phi_{n}(t) \approx \sum_{n} \frac{A_{n}^{2}(t)}{2} \cos \Phi_{n}(t) \tag{5.54}
\end{equation*}
$$

The total coherent power can be expressed as the sum of the power carried by each coherent term:

$$
\begin{equation*}
I_{c}(t)=\sum_{n} I_{c_{n}}=\frac{\eta A_{n}^{2}(t)}{2} \tag{5.55}
\end{equation*}
$$

which can be compared to the time averaged field product.

$$
\begin{equation*}
\eta\left\langle E_{c}\left(t-t_{1}\right) E_{c}\left(t-t_{2}\right)\right\rangle \approx \sum_{n} I_{c_{n}}(t) \cos \Phi_{n}(t) \leq I_{c}(t) \tag{5.56}
\end{equation*}
$$

The final inequality expresses a very basic fact: $\cos \Phi$ lies between -1 and 1 , resulting in a summation of coherent power contributions that is smaller than the total coherent power input.

Following the logic leading to Equation 5.47 yields a generalization for the dynamic contrast.

$$
\begin{align*}
\frac{C^{2}(t)}{C_{0}^{2} \sec ^{2} \varepsilon} & =\left(\sum_{n} w_{n} \cos \Phi_{n}(t)\right)^{2}+\left(\sum_{n} w_{n} \cos \Phi_{n}(t)\right)\left(\sum_{n} w_{n} \sin \left(\Phi_{n}(t)-\varepsilon\right)\right) \sin \varepsilon \\
& +\left(\sum_{n} w_{n} \sin \left(\Phi_{n}(t)-\varepsilon\right)\right)^{2} \tag{5.57}
\end{align*}
$$

[^7]Here $w_{n}$ represent the relative weight of each coherent contribution

$$
\begin{equation*}
w_{n}(t) \equiv \frac{I_{c_{n}}(t)}{I_{0}(t)} \quad\left(\sum_{n} w_{n}(t)=1\right) \tag{5.58}
\end{equation*}
$$

For simplicity, suppose that the VISAR is configured with perfect quadrature $(\varepsilon=0)$.

$$
\begin{align*}
\frac{C^{2}(t)}{C_{0}^{2}} & =\left(\sum_{n} w_{n}(t) \cos \Phi_{n}(t)\right)^{2}+\left(\sum_{n} w_{n}(t) \sin \left(\Phi_{n}(t)\right)\right)^{2} \\
& =\sum_{n} w_{n}^{2}(t)+2 \sum_{n \neq m} w_{n}(t) w_{m}(t)\left[\cos \Phi_{n}(t) \cos \Phi_{m}(t)+\sin \Phi_{n}(t) \Phi_{m}(t)\right] \\
& =\sum_{n} w_{n}^{2}(t)+2 \sum_{n \neq m} w_{n}(t) w_{m}(t) \cos \left[\Phi_{n}(t)-\Phi_{m}(t)\right] \tag{5.59}
\end{align*}
$$

Since weights are non-negative, the maximum value of contrast occurs when all cosine terms equal unity.

$$
\begin{align*}
\frac{C^{2}(t)}{C_{0}^{2}} & \leq \sum_{n} w_{n}^{2}(t)+2 \sum_{n \neq m} w_{n}(t) w_{m}(t)=\sum_{n} w_{n}(t) \sum_{m} w_{m}(t) \\
\frac{C^{2}(t)}{C_{0}^{2}} & \leq 1 \tag{5.60}
\end{align*}
$$

The upper bound may only be reached when all phase difference values are the same, i.e. there is only one coherent contribution to the VISAR signal. When multiple coherent contributions are present, the dynamic contrast is less than the instrument contrast.

### 5.4 Precision limits

Recall that fringe shift is the normalized difference of the current and initial phase difference functions (Equation 3.19):

$$
\begin{equation*}
F(t)=\frac{\Phi(t)-\Phi\left(t_{i}\right)}{2 \pi} \tag{5.61}
\end{equation*}
$$

and phase difference is calculated from the inverse tangent of the quadrature signals (Equation 2.37).

$$
\begin{equation*}
\tan \Phi=\tan \varepsilon+\frac{D_{y}-y_{0}}{D_{x}-x_{0}} \frac{A_{x}}{A_{y}} \sec \varepsilon \tag{5.62}
\end{equation*}
$$

Two factors limit the precision with which fringe shift may be determined. First, the periodic nature of the tangent function creates an ambiguity in fringe shift. Second, the quadrature signal quality and ellipse parameter characterization limit the accuracy with which fringe shift can be calculated. The importance of each factor is tied to the fringe constant $K$ : fringe ambiguity dominates for small values of $K$ while fringe uncertainty dominates for large values of $K$.

### 5.4.1 Fringe ambiguity

Since the addition of $2 \pi$ to the phase difference yields the same quadrature signals, the fringe shift is only specified within some integer offset.

$$
\begin{equation*}
F(t)=F_{p}(t)+N(t) \tag{5.63}
\end{equation*}
$$

Here $F_{p}(t)$ is a number between zero and unity calculated directly from Equations 5.615.62 and $N(t)$ is an integer-valued function. Non-integer values of $N(t)$ can be used to create gradual transitions over a specified rise time. While such smoothing leads to visually appealing results, there is no definitive criteria for what rise time should be used.

The value of $N(t)$ can be often resolved by logical means if contrast is maintained throughout the measurement. For example, data that wraps completely around the ellipse requires the addition of a fringe when $F(t)$ decreases by a factor of more than 0.5 ; such an addition merely reflects the limited output range of the inverse tangent function. Difficulties arise, however, if contrast is lost during portion of the measurement. Contrast loss is an indication that fringe addition (or subtraction) may be necessary, but it does not reveal how many fringes need to be added.

When dealing with fringe ambiguity, it is generally assumed that the VISAR approximation (Section 3.3) applies to the measurement.

$$
\begin{equation*}
v(t)=v_{i}+K\left[F_{p}(t)+N(t)\right] \tag{5.64}
\end{equation*}
$$

This relation provides some insight on how to add or subtract fringes. For example, suppose that the maximum possible velocity in a measurement is known. If this velocity is smaller than the fringe constant, then one can be certain that no fringes can be added. By the same token, maximum velocity estimates larger than the fringe constant provide an indication of the number of fringes that could be added to the measurement $\left(v_{\max } / K\right)$. A clear way to minimize ambiguity is to use fringe constants that exceed the maximum expected velocity in a measurement, but this may not be possible with a given VISAR system. Even when possible, the use of large fringe constants is not always desirable for reasons described in the next subsection.

Another method for dealing with fringe uncertainty is to measure velocity with two VISAR systems, each having a different fringe constant. Since the two measurements must yield the same result, there is a constraint on the number of fringes that can be added to either record.

$$
\begin{gather*}
v(t)=v_{i}+K_{1}\left[F_{p_{1}}(t)+N_{1}(t)\right]=v_{i}+K_{2}\left[F_{p_{2}}(t)+N_{2}(t)\right] \\
N_{2}(t)=\frac{K_{1}}{K_{2}}\left[F_{p_{1}}(t)+N_{1}(t)\right]-F_{p_{2}}(t) \tag{5.65}
\end{gather*}
$$

The integer $N_{1}$ must chosen such that $N_{2}$ is also an integer, so the above expression is more limiting than it might first appear. For best results, the fringe constants should chosen such that $K_{1} / K_{2}$ is not close to being an integer. Fringe addition/subtraction using multiple

VISAR measurements is typically performed by iterative visual inspection: velocities are calculated for both records in the absence of fringes, and fringes then added to each record to obtain consistency.

### 5.4.2 Fringe uncertainty

Once fringe ambiguity has been resolved, the limiting factor in VISAR resolution is the precision of $F_{p}(t)$, which is essentially a question of angular resolution on the VISAR ellipse. Visual fringe estimates better than $0.06(\Delta \Phi=2 \pi / 16)$ are easily achievable, and the limiting uncertainty is generally quoted as $0.02(\Delta \Phi=2 \pi / 50)$ or better [5].

Fringe shift uncertainty is dictated by quadrature signal and ellipse parameter uncertainty. These uncertainties affect both the current and the initial phase difference, so the fringe shift uncertainty is approximated by quadrature combination of the two phase difference uncertainties [52].

$$
\begin{equation*}
(\delta F(t))^{2} \approx\left(\frac{\delta \Phi(t)}{2 \pi}\right)^{2}+\left(\frac{\delta \Phi\left(t_{i}\right)}{2 \pi}\right)^{2} \leq 2\left(\frac{\delta \Phi(t)}{2 \pi}\right)^{2} \tag{5.66}
\end{equation*}
$$

The inequality stems from the fact that $\delta \Phi\left(t_{i}\right) \leq \delta \Phi(t)$ because signal averaging can be performed on the initial state without sacrificing time resolution. The uncertainty in phase difference can be approximated by a second quadrature summation:

$$
\begin{align*}
(\delta \Phi)^{2} & \approx\left(\frac{\partial \Phi}{\partial D_{x}} \delta D_{x}\right)^{2}+\left(\frac{\partial \Phi}{\partial D_{y}} \delta D_{y}\right)^{2}+\left(\frac{\partial \Phi}{\partial x_{0}} \delta x_{0}\right)^{2}+\left(\frac{\partial \Phi}{\partial y_{0}} \delta y_{0}\right)^{2} \\
& +\left(\frac{\partial \Phi}{\partial A_{x}} \delta A_{x}\right)^{2}+\left(\frac{\partial \Phi}{\partial A_{y}} \delta A_{y}\right)^{2}+\left(\frac{\partial \Phi}{\partial \varepsilon} \delta \varepsilon\right)^{2} \tag{5.67}
\end{align*}
$$

which leads to the following fringe shift uncertainty.

$$
\begin{align*}
4 \pi^{2}(\delta F(t))^{2} & \approx\left(\frac{\partial \Phi}{\partial D_{x}} \delta D_{x}\right)^{2}+\left(\frac{\partial \Phi}{\partial D_{y}} \delta D_{y}\right)^{2}+2\left(\frac{\partial \Phi}{\partial x_{0}} \delta x_{0}\right)^{2}+2\left(\frac{\partial \Phi}{\partial y_{0}} \delta y_{0}\right)^{2} \\
& +2\left(\frac{\partial \Phi}{\partial A_{x}} \delta A_{x}\right)^{2}+2\left(\frac{\partial \Phi}{\partial A_{y}} \delta A_{y}\right)^{2}+2\left(\frac{\partial \Phi}{\partial \varepsilon} \delta \varepsilon\right)^{2} \tag{5.68}
\end{align*}
$$

The factors of two indicate that ellipse parameter uncertainty affects both the initial and the current phase difference, whereas signal uncertainty affects primarily the current phase difference.

With some manipulation, the partial derivatives of $\Phi$ can be expressed as follows.

$$
\begin{align*}
\left|\frac{\partial \Phi}{\partial x}\right|=\left|\frac{\partial \Phi}{\partial x_{0}}\right| & =\frac{|\sin \Phi-\cos \Phi \tan \varepsilon|}{A_{x}}  \tag{5.69}\\
\left|\frac{\partial \Phi}{\partial y}\right|=\left|\frac{\partial \Phi}{\partial y_{0}}\right| & =\frac{|\cos \Phi \sec \varepsilon|}{A_{y}}  \tag{5.70}\\
\left|A_{x} \frac{\partial \Phi}{\partial A_{x}}\right|=\left|A_{y} \frac{\partial \Phi}{\partial A_{y}}\right| & =\frac{|\sin 2 \Phi-\cos 2 \Phi \tan \varepsilon-\tan \varepsilon|}{2}  \tag{5.71}\\
\frac{\partial \Phi}{\partial \varepsilon} & =\frac{\sin 2 \Phi \tan \varepsilon+\cos 2 \Phi+1}{2} \tag{5.72}
\end{align*}
$$

Each derivative is a function of $\Phi$, so fringe uncertainty depends on where a particular measurement falls on the VISAR ellipse. For example, uncertainty in the vertical center $\left(y_{0}\right)$ has no impact on the calculated angle at $\Phi=\pi / 2$ but considerable effect at $\Phi=0$. Note that each expression has the form:

$$
\begin{equation*}
Q(z)=a \sin z+b \cos z+c \tag{5.73}
\end{equation*}
$$

which averages to zero over the domain $0 \leq \Phi<2 \pi$, but has a non-zero square average.

$$
\begin{align*}
\left\langle Q^{2}(z)\right\rangle & =\frac{1}{2 \pi} \int_{0}^{2 \pi}(a \sin z+b \cos z+c)^{2} d z \\
& =\frac{a^{2}+b^{2}}{2}+c^{2} \tag{5.74}
\end{align*}
$$

By replacing the partial derivatives in Equation 5.68 with the appropriate square average, the fringe uncertainty simplifies to an expression that depends only on signal/ellipse parameter uncertainties, ellipse size/aspect ratio, and the quadrature error.

$$
\begin{align*}
4 \pi^{2}(\delta F(t))^{2} & \approx\left[\frac{1}{2}\left(\frac{\delta D_{x}}{A_{x}}\right)^{2}+\frac{1}{2}\left(\frac{\delta D_{y}}{A_{y}}\right)^{2}+\left(\frac{\delta x_{0}}{A_{x}}\right)^{2}+\left(\frac{\delta y_{0}}{A_{y}}\right)^{2}\right] \sec ^{2} \varepsilon \\
& +\left[\left(\frac{\delta A_{x}}{A_{x}}\right)^{2}+\left(\frac{\delta A_{y}}{A_{y}}\right)^{2}\right] \frac{3 \sec ^{2} \varepsilon-2}{4}+(\delta \varepsilon)^{2} \frac{\sec ^{2} \varepsilon+2}{4} \tag{5.75}
\end{align*}
$$

To illustrate the relative importance of each uncertainty contribution, suppose that the uncertainty ratios (e.g., $\delta D_{x} / A_{x}$ ) are the same for each optical polarization.

$$
\begin{align*}
4 \pi^{2}(\delta F(t))^{2} & \approx \underbrace{\sec ^{2} \varepsilon}_{F_{1}(\varepsilon)}\left(\frac{\delta D_{x}}{A_{x}}\right)^{2}+\underbrace{2 \sec ^{2} \varepsilon}_{F_{2}(\varepsilon)}\left(\frac{\delta x_{0}}{A_{x}}\right)^{2}+\underbrace{\frac{3 \sec ^{2} \varepsilon-2}{2}}_{F_{3}(\varepsilon)}\left(\frac{\delta A_{x}}{A_{x}}\right)^{2} \\
& +\underbrace{\frac{\sec ^{2} \varepsilon+2}{2}}_{F_{4}(\varepsilon)}(\delta \varepsilon)^{2} \tag{5.76}
\end{align*}
$$

The functions $F_{1}(\varepsilon), F_{2}(\varepsilon), F_{3}(\varepsilon)$, and $F_{4}(\varepsilon)$ determine the sensitivity of the fringe uncertainty to each uncertainty contribution and are shown in Figure 5.5. From the plots, it is evident that fringe uncertainty is most sensitive to the ellipse center ( $\delta x_{0}$ ). For $\varepsilon<\pi / 4\left(45^{\circ}\right)$, quadrature error uncertainty $(\delta \varepsilon)$ is next in importance, followed by signal uncertainty ( $\delta D_{x}$ ) and ellipse size ( $\delta A_{x}$ ); for large quadrature errors, ellipse size and quadrature error uncertainty swap in their importance. All sensitivity factors diverge at $\varepsilon=\pi / 2\left(90^{\circ}\right)$, when quadrature is completely lost and the ellipse collapses to a straight line.

The limiting resolution of a VISAR measurement can be calcuated by considering a system with perfect quadrature and a perfectly characterized ellipse. Most VISAR signals are acquired with eight bit digitizers, so the smallest possible value of $\delta D_{x} / A_{x}$ is $1 / 256$.

$$
\begin{equation*}
\delta F \geq \frac{1}{256 \cdot 2 \pi} \approx 0.0006 \quad \text { (8-bit acquisition) } \tag{5.77}
\end{equation*}
$$

In practice, only six or seven bits effect bits are obtained, so the limiting resolution is more like $0.001-0.002$. Fringe precision is further degraded by ellipse parameter uncertainty, the magnitude of which depends on the care with which a VISAR system is constructed and characterized. For a visually optimized VISAR ellipse, fractional ellipse parameter uncertainties (e.g., $\delta x_{0} / A_{x}$ ) are of order 0.01 and $\delta \varepsilon$ is of order $0.0175\left(1^{\circ}\right)$, which leads to a limiting fringe uncertainty of order 0.004 .

General estimates of the fringe shift resolution can be made by assuming that all fractional uncertainties in a VISAR measurement are the roughly the same ( $\delta D_{x} / A_{x}=\delta x_{0} / A_{x}=$ $\delta A_{x} / A_{x}$ ). In this case, the fringe shift uncertainty can be plotted for various quadrature error uncertainties as shown in Figure 5.6. Three values of $\delta \varepsilon\left(0,2.5^{\circ}\right.$, and $\left.5^{\circ}\right)$ are shown to provide an estimate of the quadrature error uncertainty encountered in a real measurement. From these curves, it is reasonable to quote the working fringe shift resolution as 0.01-0.02 as originally quoted by Barker and Hollenback [5]. Further refinement is possible, but only if the fractional uncertainties are less than 0.02 and the quadrature error is known to better than $2^{\circ}$.

### 5.4.3 Velocity precision

Assuming that fringe ambiguity has been dealt with and the initial velocity $\left(v_{i}\right)$ is zero, velocity uncertainty can be expressed as:

$$
\begin{align*}
(\delta v)^{2} & =(K \delta F)^{2}+(F \delta K)^{2} \\
\left(\frac{\delta v}{v}\right)^{2} & =\left(\frac{K}{v} \delta F\right)^{2}+\left(\frac{\delta K}{K}\right)^{2} \tag{5.78}
\end{align*}
$$

where $\delta F$ is of order 0.01 and $\delta K / K$ is of order 0.001 ( $0.005-0.01$ if window corrections are included [31]). For $K \approx v$, velocity uncertainty is approximately equal to fringe uncertainty, whereas velocity uncertainty is magnified for $K>v$ because the quadrature signals traverse a smaller portion of the VISAR ellipse.


Figure 5.5. Ellipse parameter error sensitivity.


Figure 5.6. Fringe shift uncertainty.

From an uncertainty perspective, the ideal situation is for $K$ to be much smaller than $v$, so that the quadrature data undergoes many rotations about the VISAR ellipse. There are limitations to doing this, however, as smaller values of $K$ require larger interferometer delay times, which are difficult to attain in practical interferometer systems and can jeopardize the VISAR approximation (Section 3.3) in the extreme case. Moreover, minimizing the fringe constant to enhance velocity resolution is exactly the opposite action needed to reduce fringe ambiguity, so some compromise must be made. ${ }^{3}$ In the dual fringe constant measurements described in the previous subsection, fringe ambiguities are resolved with the larger fringe constant system, while maximal velocity resolution is attained with the smaller fringe constant system.

[^8]
## CHAPTER 6

## Summary

VISAR analysis is comprised of two basic operations-the calculation of fringe shift from measured quadrature signals and the calculation of mirror velocity. In addition to the theoretical basis for these operations, interpreting VISAR measurements also depends on practical issues, such as the characterization and performance of a VISAR system.

### 6.1 Fringe shift

The essential function of a Michelson interferometer is to superimpose light with a time delayed version of itself, so that the output intensity of the interferometer is related to the phase difference $\Phi(t)$.

$$
\begin{equation*}
\Phi(t)=\phi(t)-\phi(t-\tau) \tag{6.1}
\end{equation*}
$$

Optical phase $\phi(t)$ describes the harmonic electric field variations of the input and is related to familiar quantities such as wavelength. Michelson interferometers are generally ill-suited for use velocity measurements because they yield spatially varying intensity (i.e. interference patterns) for imperfectly collimated input. Instead, the wide-angle Michelson interferometer (WAMI), which contains an uncompensated dielectric in one leg, is used to ensure uniform illumination of the output detectors.

Despite the basic utility of the WAMI, it can be difficult to separate optical phase changes from other variations (e.g., input intensity fluctuations); even in a perfect measurement, it can be difficult to unambiguously extract $\Phi(t)$ from the detector signal. These shortcomings are largely addressed in the conventional and push-pull VISAR systems, which are constructed from multiple WAMI systems operating on different optical polarizations. In the former, a beam intensity monitor (BIM) is used to normalize the interferometer output signals, whereas the latter utilizes pairs of output signals that are subtracted from one another. In either case, the 2-4 detector signals are reduced to a pair of quadrature signals ( $D_{x}$ and $D_{y}$ ), which by virtue of a $1 / 8$ wave plate in the interferometer are nearly $90^{\circ}$ out of phase with one another. Unlike the WAMI, the quadrature signals of a VISAR system are largely insensitive to input intensity variations and incoherent light.

When plotted against one another, the quadrature signals from a VISAR map out an ellipse, where the angular position on the ellipse corresponds to a particular value of $\Phi(t)$. The
conversion of quadrature signals to phase difference is given by:

$$
\begin{equation*}
\tan \Phi=\tan \varepsilon+\frac{D_{y}-y_{0}}{D_{x}-x_{0}} \frac{A_{x}}{A_{y}} \sec \varepsilon \tag{6.2}
\end{equation*}
$$

where $x_{0}, y_{0}, A_{x}, A_{y}$, and $\varepsilon$ are the ellipse parameters for a particular VISAR system. Comparison of the phase difference at each moment in the experiment with an initial reference value yields the fringe shift $F(t)$.

$$
\begin{equation*}
F(t)=\frac{\Phi(t)-\Phi\left(t_{i}\right)}{2 \pi} \tag{6.3}
\end{equation*}
$$

Since the tangent function is periodic, it is possible for $F(t)$ to be ambiguous within some integer shift.

### 6.2 Velocity calculation

The basic interpretation of a VISAR measurement is that changes in velocity correspond to changes in fringe shift. Fringe shift may be converted to mirror position by inverse analysis:

$$
\begin{equation*}
x(t)=x\left(t-\tau_{0}\right)+(1+\delta) \tau_{0} v_{i}+\frac{\lambda_{0}}{2} F(t)-\delta \tau_{0} v\left(t-\tau_{0}\right) \tag{6.4}
\end{equation*}
$$

where $\tau_{0}$ is the delay time of the interferometer at the operating wavelength $\lambda_{0}, \delta$ is a dispersion correction for the VISAR etalon, and $v_{i}$ is the initial velocity of the mirror. This iterative calculation is conceptually straightforward, but the process is fraught with numerical difficulties and is only practical for low noise measurements.

In most situations, the VISAR approximation:

$$
\begin{equation*}
v(t) \approx v_{i}+K F(t) \tag{6.5}
\end{equation*}
$$

is more useful than inverse analysis. The parameter $K=\lambda_{0} / 2(1+\delta) \tau_{0}$ is known as the fringe constant, and is controlled by the size/construction of the VISAR system. The VISAR approximation neglects changes comparable to or faster than the interferometer delay time, which for many applications is reasonable. Better results, particularly for fast phenomena, are obtained from a time shifted version of the VISAR approximation:

$$
\begin{equation*}
v\left(t-\gamma \tau_{0}\right) \approx v_{i}+K F(t) \tag{6.6}
\end{equation*}
$$

where $\boldsymbol{\gamma} \approx(1+\delta) / 2$. Events that occur faster than $\tau_{0}$ are poorly resolved by the VISAR approximation and require inverse analysis.

### 6.3 Velocity corrections

Velocity corrections are required to account for conditions that alter the apparent velocity sensed by a VISAR. One class of velocity correction is the case of non-normal illumination
and/or reflection. Angular corrections are typically small ( $\sim 0.1 \%$ ) but may be important at extreme angles. In some cases, apparent velocity contains both longitudinal and transverse velocity information.

Another important class of velocity corrections occur whenever the VISAR measurement contains a compressed dielectric. In general, the calculation requires a great deal of information, but there are several special cases where the correction is straightforward. One special case involves materials compressed by a single shock wave, where the correction is a function of the refractive index ahead of and behind the front as well as the shock velocity. Another special case applies to materials where the refractive index is linear with density, leading to simple corrections regardless of the refractive index profile. Even in these simple cases, caution is required to deal with free surface motion.

### 6.4 Characterization and performance

The VISAR delay time is determined primarily by the physical length $h$ and refractive index $n$ of the etalon.

$$
\begin{equation*}
\tau=\frac{2 h}{c_{0}}\left(n-\frac{1}{n}\right) \tag{6.7}
\end{equation*}
$$

With careful interferometer construction and precise measurements of the etalon length, $\tau$ can be determined within $0.1 \%$.

Etalon dispersion leads to a velocity dependent delay time:

$$
\begin{equation*}
\tau=\frac{2 h}{c_{0}}\left[n-\frac{1}{n}-\left.2 \lambda_{0} \frac{d n}{d \lambda}\right|_{\lambda_{0}} \frac{v}{c_{0}}\right]=\tau_{0}\left(1+2 \delta \frac{v}{c_{0}}\right) \tag{6.8}
\end{equation*}
$$

where $\delta$ is on the order of several percent. In the VISAR approximation, the velocity dependence of $\tau$ cancels with other terms and leads to a constant correction to the fringe constant. For maximum precision, other components in the VISAR (e.g., the beamsplitter) may be considered in the calculation of $\tau$.

The five VISAR ellipse parameters $x_{0}, y_{0}, A_{x}, A_{y}$, and $\varepsilon$ are required to accurately transform the measured quadrature signals into phase difference. Ideally, these parameters can be controlled during VISAR setup to achieve a circular ellipse, but the precise values must often be determined from ellipse fitting, parameter constraints, or some combination of the two techniques. Ellipse fitting uses quadrature signals (obtained either prior to or during a measurement) that map out the VISAR ellipse. The fitting process may be direct (which is fast, but has problems with incomplete data) or indirect (which is slow and may not converge, but can easily deal with constraints). Some ellipse parameters can be constrained to a desired value (e.g., $x_{0}=0$ ) from characterization experiments prior to the VISAR experiment; this is particularly important for the push-pull VISAR configuration.

Contrast is a useful way to assess the performance of a VISAR system during a measurement. The dynamic contrast of a VISAR is a combination of the system contrast and the
optical signal that enters the interferometer, and is similar to the ellipse radius. Contrast loss is an indication of non-ideal behavior in a measurement. Sources of contrast loss include decreasing coherent light, increasing incoherent light, limited detector bandwidth, and multiphase interference.

The precision of a VISAR is limited by fringe ambiguity and fringe uncertainty. Fringe ambiguity arises from the periodicity in the tangent function-adding integer multiples of $2 \pi$ to any phase difference yields the same quadrature signals. Such ambiguity can be eliminated by setting the fringe constant larger than the maximum expected velocity in a measurement. Physical insight and/or multiple VISAR measurements are alternative methods for dealing with fringe ambiguity. Fringe uncertainty arises from quadrature signal noise and imperfect characterization of the VISAR ellipse. The limiting resolution of a fringe shift measurement is approximately 0.001 , and the practical resolution is 0.01-0.02. Fringe uncertainty can be mitigated by using small fringe constants where possible, although doing so may lead to fringe ambiguity.
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## APPENDIX A

## VISAR noise performance

The noise performance of a VISAR system can be quantified in terms of the noise impact $Q$, which is defined by the ratio of signal oscillation amplitude to noise amplitude.

$$
\begin{equation*}
Q \equiv \frac{\delta D}{A_{D}} \tag{A.1}
\end{equation*}
$$

Since a push-pull VISAR [1] utilizes nearly twice as much of the coherent light as a comparable conventional VISAR [2], one expects the former to have half the noise impact of the latter. However, the precise noise benefit depends on the dominant noise mechanism. Two types of noise are considered here: photon limited and constant noise measurements.

## Photon noise

Photon noise is the result of statistical fluctuations in photon flux [3]. These variations scale with the square root of the flux, and for a linear detector translate to the following signal noise:

$$
\begin{equation*}
\delta D=\gamma \sqrt{D} \tag{A.2}
\end{equation*}
$$

where $\gamma$ is a detector specific scaling factor.
For fixed input intensity, the signal output from one polarization of a conventional VISAR is simply a sinusoid centered on $x_{0}$ with an amplitude of $C x_{0}$, where $C$ is the system contrast (Section 2.3).

$$
\begin{equation*}
D_{1}=x_{0}(1+C \cos \Phi) \tag{A.3}
\end{equation*}
$$

The signal undergoes random signal fluctuations $\delta D_{1}$, which can be determined from Equation A.2.

$$
\begin{equation*}
\delta D_{1}=\gamma \sqrt{x_{0}(1+C \cos \Phi)} \tag{A.4}
\end{equation*}
$$

The noise impact of a conventional VISAR is thus as follows.

$$
\begin{equation*}
Q_{c}=\frac{\gamma}{C} \sqrt{\frac{1+C \cos \Phi}{x_{0}}} \tag{A.5}
\end{equation*}
$$

The same analysis can be applied a signal pair of a push-pull VISAR, which are assumed here to have the same mean and contrast.

$$
\begin{gather*}
D_{1 A}=x_{0}(1+C \cos \Phi) \quad D_{1 B}=x_{0}(1-C \cos \Phi) \\
D_{1}=D_{1 A}-D_{1 B}=2 C x_{0} \cos \Phi \tag{A.6}
\end{gather*}
$$

If no additional noise is generated during signal subtraction, the total signal noise is simply the quadrature sum [4] of the signal noise from each detector.

$$
\begin{equation*}
\left(\delta D_{1}\right)^{2}=\left(\delta D_{1 A}\right)^{2}+\left(\delta D_{1 B}\right)^{2}=2 \gamma^{2} x_{0} \tag{A.7}
\end{equation*}
$$

The noise impact of a push-pull VISAR is thus a constant.

$$
\begin{equation*}
Q_{p p}=\frac{\gamma \sqrt{2 x_{0}}}{2 C x_{0}}=\frac{\gamma}{C} \sqrt{\frac{1}{2 x_{0}}} \tag{A.8}
\end{equation*}
$$

The relative noise impact of each VISAR configuration can now be assessed by the ratio of Equation A. 5 and Equation A. 8 .

$$
\begin{equation*}
q \equiv \frac{Q_{c}}{Q_{p p}}=\sqrt{2(1+C \cos \Phi)} \tag{A.9}
\end{equation*}
$$

When $q>1$, the conventional configuration suffers from noise more than a comparable push-pull VISAR would; for $q<1$, the push-pull configuration experiences greater noise problems. The limiting values of $q$ are determined from the case of ideal contrast $(C=1)$.

$$
\begin{equation*}
\sqrt{2(1-C)} \leq q \leq \sqrt{2(1+C)} \tag{A.10}
\end{equation*}
$$

The value of $q$ is not always greater than unity-there are conditions where the conventional configuration outperforms the push-pull configuration.

One way of determining the better configuration is to calculate whether $q$ is more likely to be above or below unity. From the symmetry of Equation A.9, the probability that $q>1$ is given by:

$$
\begin{equation*}
P_{q>1}=\frac{\Phi_{C}}{\pi} \quad \text { where } 2\left(1+\cos \Phi_{C}\right)=1 \quad\left(\Phi_{C} \leq \pi\right) \tag{A.11}
\end{equation*}
$$

which reduces to the following result.

$$
P_{q>1}=\left\{\begin{array}{cc}
\frac{\arccos (-1 / 2 C)}{\pi} & C>1 / 2  \tag{A.12}\\
1 & \text { otherwise }
\end{array}\right.
$$

Since $P_{q>1} \geq 2 / 3$, one can conclude that the noise performance of a push-pull VISAR is generally better than a comparable conventional VISAR.

The next consideration is to quantify the average noise impact ratio over all possible phase differences (again using the symmetry of $q$ ).

$$
\begin{equation*}
\langle q\rangle=\frac{1}{\pi} \int_{0}^{\pi} \sqrt{2(1+C \cos \Phi)} d \Phi \tag{A.13}
\end{equation*}
$$

The limiting values of $\langle q\rangle$ may be determined analytically for $C=0$ and $C=1$.

$$
\begin{equation*}
\frac{4}{\pi} \leq\langle q\rangle \leq \sqrt{2} \tag{A.14}
\end{equation*}
$$

For intermediate contrast values, Equation A. 13 is an elliptic integral [5] that can be expressed as a (slowly converging) infinite sum:

$$
\begin{equation*}
\langle q\rangle=\sqrt{2}\left[1-\left(\frac{1}{2 \cdot 4}\right)\left(\frac{1}{2}\right) C^{2}-\left(\frac{1 \cdot 3 \cdot 5}{2 \cdot 4 \cdot 6 \cdot 8}\right)\left(\frac{1 \cdot 3}{2 \cdot 4}\right) C^{4}-\ldots\right] \tag{A.15}
\end{equation*}
$$

or evaluated numerically. The results shown in Figure A. 1 indicate that noise in a conventional VISAR will have roughly $40 \%$ higher impact than in a push-pull VISAR.

An additional consideration in comparing the two VISAR configurations is the fact that signal noise does not directly couple to phase difference uncertainty-some ellipse positions are more sensitive than others to signals noise (Section 5.4.2). Strictly speaking, Equation A. 13 should be weighted by $\partial \Phi / \partial x$. As a quick approximation, consider the noise performance ratio where it matters most $(\Phi=\pi / 2$ and $3 \pi / 2$ ). At those locations, $q=\sqrt{2}$, which is consistent with the value of $\langle q\rangle$.

## Fixed amplitude noise

Signal noise may not be dominated by statistical variations of photon flux. For example, thermal noise will be present in all detectors not operating at absolute zero; digitizing systems also add to the signal noise. Unlike photon noise, these fluctuations need not scale with the intensity striking the detector, but are instead related to the detection/acquisition system. For simplicity, all non-photon noise will be combined into a constant total signal noise $\delta D$.

In a conventional VISAR, constant signal noise leads to a constant noise impact.

$$
\begin{equation*}
Q_{c}=\frac{\delta D_{1}}{C x_{0}} \tag{A.16}
\end{equation*}
$$

Similar noise would occur in each detector pair of a push-pull VISAR.

$$
\begin{gather*}
\left(\delta D_{1}\right)^{2}=\left(\delta D_{1 A}\right)^{2}+\left(\delta D_{1 B}\right)^{2} \approx 2\left(\delta D_{1 A}\right)^{2}  \tag{A.17}\\
Q_{p p}=\frac{\sqrt{2} \delta D_{1 A}}{2 C x_{0}} \tag{A.18}
\end{gather*}
$$

The noise impact ratio is thus constant:

$$
\begin{equation*}
q=\frac{\rho_{c}}{\rho_{p p}}=\sqrt{2} \tag{A.19}
\end{equation*}
$$

indicating once again that noise has approximately $40 \%$ greater impact in a conventional VISAR than a push-pull VISAR.


Figure A.1. Noise impact ratio as a function of contrast The average noise impact ratio (conventional/push-pull VISAR) varies between $\sqrt{2}$ and $4 / \pi$, depending on contrast. For reference, the upper and lower limits of this ratio are also shown (heavy lines).

## Summary

Regardless of the type of limiting noise in a VISAR measurement, a push-pull VISAR should provide a lower noise impact than a conventional VISAR. However, the theoretical enhancement is of order $\sqrt{2}$, not 2 . Note that the actual performance of a push-pull VISAR will be reduced when noise is generated during the subtraction process, i.e. in the differential amplifier (if present).
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[^0]:    ${ }^{1}$ The symbol $I$ formally denotes radiant intensity [14], the optical power per unit solid angle. The quantity in Equation 2.6 is actually the irradiance $E$ (optical power per unit area), which is proportional to the Poynting vector [15]. The symbol $I$ is used to prevent confusion between irradiance and electric field.

[^1]:    ${ }^{2}$ Strictly speaking, there are two contrast values in a conventional VISAR, but they are typically assumed to be identical [19].

[^2]:    ${ }^{1}$ Apart from practical details (e.g., optical relay design and efficiency), the reflector may be specular or diffuse. This is one advantage of the VISAR over a Michelson interferometer [22] for open beam optical relays.

[^3]:    ${ }^{2}$ Motion towards the interferometer corresponds to an increase of $\tau$ (for $\delta>0$ ) but a decrease in $T$; similar logic applies for motion away from the interferometer

[^4]:    ${ }^{3}$ This agreement results from the fact the VISAR approximation is accurate to $\tau_{0}^{2}$. It is large values of jerk ( $d a / d t$ )—such as the velocity ramp corners-that cause problems, not the acceleration itself.

[^5]:    ${ }^{4}$ This process is similar to a Savitsky-Golay filter [30], but can be implemented in a different fashion to avoid redundant calculations. Linear fits were used to yield the results shown in Figure 3.3.

[^6]:    ${ }^{1}$ Alternate definitions of $\chi$, which rely on residual functions other than $F\left(x_{i}, y_{i}\right)$ or use the median of $F\left(x_{i}, y_{i}\right)$, may also be used [47]. Although more computationally expensive, such alternatives can reduce certain biases in the fitting process. More comprehensive discussion of this topic may be found in Ref. 48.

[^7]:    ${ }^{2}$ If a continuous phase distribution is present, the sum would be expressed as an integral and $A_{n}$ would become a weighting function $A(n)$.

[^8]:    ${ }^{3}$ Another consideration in a single VPF measurement is that $K$ be chosen such that the velocity history maps out the VISAR ellipse [38].

